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Chapter 1 

INTRODUCTION 
 

 

1.1 Background 

The rapid deployment of broadband access including ADSL (Asymmetric Digital Subscriber 

Line) and FTTH (Fiber To The Home) is driving the exponential increase in communication 

traffic in the currently backbone networks in the world. Moreover, this rapid traffic expansion 

will be further enhanced with the adoption of advanced video distribution services requiring 

large bandwidth [1-1]-[1-2] such as real-time transmission of UHDTV (Ultra-High Definition 

Television), which requires 72/144 Gbps/ch for uncompressed transmission [1-3]. The IP 

(Internet Protocol) traffic forecast released by Cisco shows that the broadband video and file 

sharing services will be dominated in the near future, and from 2013-2018, the annual growth 

rate of the global IP traffic is estimated about 21% (in developing countries, this rate is closer to 

50%). Following this trend, the global IP traffic is expected to surpass 1 ZB (10
21

 bytes) in 2016 

[1-4]. This rapid traffic growth increases the capacity requirement of the networks, which is 

associated with CAPEX (capital expenditure)/OPEX (operating expense). Meanwhile, with the 

increase of traffic volume, the energy consumption imposed by the emerging ICT (Information 

and Communication Technologies) also becomes a crucial issue where ICT is estimated to be 

accountable for 2-4% of worldwide carbon emissions, and 40~60% of the ICT carbon emissions 

is caused by the use of related equipment [1-5]. The development of photonic network 

technology is expected to satisfy the aforementioned high requests. 

Currently, a typical backbone network topology mainly composes of two elements: node 

(switch/cross-connect equipment), and link (logical adjacent between each equipment). For the 

current backbone networks, optical fibers are laid on transmission links. To provide a 

high-capacity network infrastructure to cope with the rapid annual traffic increases, WDM 

(Wavelength Division Multiplexing, Fig. 1-1) transmission has already been commercially 

introduced to optical fibers at links since 1997. This technology enables the transmission of 

multiple optical signals with different optical (wavelength) channels simultaneously in a single 

optical fiber by using the optical multiplexing (MUX) /demultiplexing (DEMUX) filters. On the 

other hand, in the currently backbone networks, exchange equipment such as IP router and DXC 

(digital cross-connect) are deployed at nodes. For this type of node, the packet forwarding 

operation is based on the electrical processing; therefore, at each interface of the node, O-E-O 

(Optical-Electrical-Optical) conversions are required as shown in Fig. 1-2. The details of 

different O-E-O architectures can be found in [1-6]. However, with the growth of network 

transmission capacity, electrical forwarding and O-E-O operation consume more and more 

electrical power. For example, in Japan, the annual energy consumption of IP routers has 

already accounted for approximately 1% of Japan’s total electricity generation in 2006 [1-7]. 
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This ratio will raise more with the traffic expansion expected in the near future. The high power 

consumption caused by the electrical processing will become bottlenecks that hinder the 

construction of large-scale cost-effective networks. 

 

 

Figure 1-1. Basic WDM transmission technology concept. 

 

 

Figure 1-2. An example of an electrical node system. 

  

   In order to solve the aforementioned problem, photonic networks that utilize wavelength 

routing (In this thesis, the photonic networks offering only wavelength path routing is referred 

as single-layer optical path networks) made possible with ROADMs (Reconfigurable Optical 

Add-Drop Multiplexers) [1-1][1-8][1-9] have already been extensively introduced in Japan and 

North America. ROADMs enable the all optical conversion by utilizing optical switching, while 

the unnecessary O-E-O conversion can be eliminated as much as possible. Figure 1-3 shows a 

simple example of a photonic node system. For each node, the optical signals are switched in 

the optical layer, and these optical signals connect the source and destination node pairs are 

called as wavelength paths. The photonic node shown in Fig. 1-3 is also called as single-layer 
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OXC (Optical Cross-Connect). It should be noted that, in the related literatures, the 

technologies/networks performing in the optical domain are named as “optical” or “photonic” 

while the definition of these two words differs case by case. For example, in [1-10], the authors 

defined the O-E-O system as an optical switching system (Figure 1-3), while the system based 

on all-optical switching and control as the photonic switching. However, this argument is 

outside of the scope of this thesis and this classification does not impact the description in this 

thesis. Therefore, for simplicity, in this thesis, the words “optical” and “photonic” can be 

considered equivalent. Compared with the conventional (all) electrical node system, the 

optical/photonic node system can reduce the power consumption significantly by reducing the 

required number of O-E-O convertors. For example, in the aspect of energy consumption for 

1000 ports × 1 Tbps, the consumption of the optical node is less than 1 kW, while the electrical 

node (IP router) consumes approximately 6000 kW [1-7].  

 

        

Figure 1-3. An example of a photonic node system. 

 

Photonics networks can be expected to realize energy-efficient communication from access 

to the backbone networks. However, there are still challenges in creating future photonics 

networks cost-effectively. The first challenge is how to realize and utilize high capacity 

transmission system cost-effectively to cope with future traffic expansion [1-11]. The 

transmission capacity of fiber is approaching its estimated fundamental limits rapidly, and it 

may lead to a capacity shortage in decade [1-9]. Research on increasing fiber transmission 

capacity has been actively studied to alleviate this problem: the transmission capacity of 1 Pbps 

(=1015 Mbps, 12 cores × 380 Gbps × 222 channels) has already been achieved [1-12] by 

introducing coherent detection ([1-13]) and SDM (Space Division Multiplexing, i.e., 

multicore/multi-mode fiber which supports multiple independent cores/modes in a single fiber 

[1-14]). Moreover, a high-capacity transmission (140 Tbps, 7 cores × 100 Gbps × 201 channels) 

with a long transmission distance (7326 km) was also experimentally demonstrated in [1-15]. 

These multi-core fibers are expected to be deployed in the future. Meanwhile, to improve the 

transmission efficiency, in the future, telecom carriers will replace old lower bitrate 

transmission systems with higher ones (e.g., 400 Gbps) [1-11] which can be realized by 

OXC

E/OE/O

LSR

O/EO/E

wavelength path

fiber
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coherent transmission technology [1-12]. However, due to the limitation of the currently 

photonics networks where all the channels are spaced with an equally channel distance (e.g., 50 

GHz) in the fiber’s available spectrum, it is a critical issue to improve the fiber utilization 

efficiency while accommodating the high bitrate signal (e.g., the required frequency bandwidth 

for a 400 Gbps signal is much broader than 50 GHz). Elastic optical path networks (in this thesis, 

it also referred to “flexible grid optical path networks”) can maximize the fiber utilization 

efficiency since they utilize a minimum frequency slot granularity (e.g., 12.5 GHz) and can 

allocate multiple frequency slots as needed [1-16]-[1-17]. One of the focuses of this thesis is the 

flexible grid networks, and its detailed overview will be summarized in Chapter 3.  

On the other hand, constructing large scale optical switches (nodes) is also an important 

challenge to cope with future traffic expansion. Unfortunately, the scale of optical switches 

currently used in OXCs/ROADMs for single-layer optical path networks increases in proportion 

to the square of the wavelength numbers, and unfortunately, by nowadays technologies, the 

large-scale optical switch is still extremely difficult to be realized (the port size of currently 

commercially available optical switch is only 32×32 [1-18]). The hierarchical optical path 

networks utilizing two different optical path routing granularity, waveband routing (bundle of 

multiple wavelength paths), and the conventional wavelength routing, have been widely 

investigated since the significantly effectiveness in reducing the node cost compared with the 

conventional single-layer optical path networks [1-19]-[1-21]. This type of network is also 

tackled by this thesis, and the overview of hierarchical optical path networks will be 

summarized in Chapter 2.  

 

1.2 Purpose of this study 

Hierarchical optical path networks and elastic optical path networks are the stronger candidates 

to create the next generation bandwidth-abundant photonic network cost-effectively. Previous 

studies have verified their effectiveness in achieving node/link cost reduction; however, the 

following challenges still need to be resolved: 

(1) Topic on the hierarchical optical path networks 

Research problem: the wavelength/waveband continuity constraint prevents from improving 

fiber utilization, and as a result, it hinders the cost reduction effectiveness achieved by 

introducing waveband routing.  

Hierarchical optical path networks that utilize wavebands are regarded as an effective 

architecture to cope with the expected traffic expansion in the future. Unfortunately, the 

constraints that a same wavelength/waveband cannot be assigned to different 

wavelength/waveband paths that share a fiber prevent full fiber utilization, which affects the 

total network cost. Wavelength/waveband convertors can resolve these constraints directly to 

improve the fiber utilization. However, the trade-off between the convertor cost and the fiber 

utilization ratio has not been quantitatively evaluated so far. In this thesis, novel optical path 
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network design algorithms for hierarchical optical path networks introducing either or both of 

wavelength and waveband convertors are proposed to evaluate the impact of 

wavelength/waveband convertors in hierarchical optical path networks. The short computation 

time and the sub optimality of solutions make the proposed multi-stage ILPs (Integer Linear 

Programming) or heuristics (i.e., finding an approximate solution when ILP methods fail to 

obtain the optimal solution in a realistic calculation time) practical.  

 

(2) Topic on the elastic optical path networks 

Research problem: The high hardware requirements and spectral fragmentation caused by 

the non-uniform bandwidth assignment hiders the introduction effectiveness of elastic optical 

path networks. 

By adaptively allocating the number of contiguous 12.5 GHz width frequency slots as 

needed by different channel bandwidth demands, flexible grid networks can minimize the total 

number of allocated frequency slots, which is expected to attain much more higher frequency 

utilization than is possible with conventional fixed grid systems. Unfortunately, this benefit is 

obtained at the cost of the high hardware requirement; therefore a viable network solution that 

can achieve high fiber utilization efficiency without increasing the hardware complexity is 

highly demanded. In this thesis, a novel semi-flexible grid optical path network is proposed 

where each specific bitrate signal uses its own dedicated fixed grid and one of the edges of the 

corresponding different frequency slot widths are anchored at a specific frequency. The 

proposal can greatly reducing the complexity of devices by using currently cost-effective fixed 

grid based devices in the transceiver sides. Moreover, to evaluate the network performance of 

the proposed semi-flexible grid networks, a novel disruption-minimized dynamic rerouting and 

spectrum defragmentation algorithm that addresses blocking ratio equalization on different 

bandwidth signals is proposed for both flexible grid networks and proposed semi-flexible grid 

networks.  

 

1.3 Outline of this thesis 

This thesis is organized with 7 chapters, and covers a comprehensive overview on the photonic 

networks, including the two next generation photonic network candidates – hierarchical optical 

path networks, and elastic optical path networks. This thesis summarizes the research 

achievement including the development of new photonic network architecture, optical path 

network design algorithm, also the numerical evaluations and results for verifying the 

effectiveness of the proposal. 

Figure 1-4 illustrates the scope of this thesis, and the thesis is organized as follows: 

Chapter 1 – Introduction presents the introduction of the thesis. It gives a brief review on 

the development trend of currently photonics networks, and clarifies the purpose of this study. 
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Chapter 2 – Hierarchical Optical Path Networks presents a comprehensive review of the 

hierarchical optical path networks utilizing wavebands. Firstly, the main concept of waveband 

switching, including hierarchical optical path network node architectures and associated 

waveband switching technique is briefly described. Moreover, the benefits of introducing 

waveband path routing are also discussed. And then, the optical path network design algorithm, 

including that for conventional single-layer optical path network and hierarchical optical path 

network, are clarified. Finally‚ related literatures on the network design problem of hierarchical 

optical path networks are summarized, and the future issues to be improved are also discussed, 

motivating the solutions presented in Chapter 4. 

Chapter 3 – Elastic Optical Path Networks presents a comprehensive overview of another 

next generation photonics network – elastic optical path networks (flexible grid optical path 

networks), which is expected to maximize the fiber resource utilization efficiency. In this 

chapter, the overview of elastic optical path network, including its enabling technologies, and 

the introduction benefits are described. The network design problem for elastic optical path 

networks and related literatures are also summarized. 

Chapter 4 – Hierarchical Optical Path Networks with Wavelength/Waveband 

Conversion presents a comprehensive investigation on the impact of wavelength/waveband 

convertors in reducing the hierarchical optical path network cost. Firstly, the characteristics of 

wavelength/waveband convertors, and the network design problem for hierarchal optical path 

networks introducing these conversions are briefly discussed. Then the proposed network design 

algorithms that apply either or both wavelength/waveband conversions are summarized. 

Numerical evaluation testing on various simulation parameters prove that, by employing either 

of both wavelength/waveband convertors, hierarchical optical path networks can be cost 

effective over wide traffic demand ranges and a broad convertor cost range. 

Chapter 5 – Semi-flexible Grid Optical Path Networks presents a novel semi-flexible 

grid optical path network where each specific bitrate signal uses its own dedicated fixed grid 

and one edge of its frequency grid is anchored at a specific frequency. The proposal is expected 

to retain the high spectral utilization efficiency that can be achieved with the flexible grid 

networks while utilizing almost the same hardware as the currently cost-effective fixed grid 

systems. In this chapter, the challenges of actively studied flexible grid networks are explained, 

and then, the concept of proposed semi-flexible grid networks, including the signal frequency 

allocation strategy, is described. Finally, the architecture of the proposed semi-flexible grid 

network is illustrated, and the future tasks (details in Chapter 6) of the proposal are also 

discussed. 

Chapter 6 – Development of Flexible/Semi-flexible Grid Networks Design Algorithm 

presents a novel disruption-minimized dynamic rerouting and spectrum defragmentation 

algorithm that addresses blocking ratio equalization on different bandwidth signals in flexible 

grid networks and the proposed semi-flexible grid networks. Numerical evaluations verify the 

effectiveness of the proposed algorithm in improving the network performance. The results also 
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confirm that semi-flexible grid networks can achieve almost the same performance as the 

currently proposed flexible grid solution. Since the former have much relaxed hardware 

requirements, this novel approach is expected be a viable solution to realizing future flexible 

bandwidth networks cost-effectively. 

Chapter 7 – Conclusions summarizes all the contents presented in this thesis, and the 

future prospects are also provided.  

 

 

Figure 1-4. Scope of this thesis. 
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Chapter 2 

HIERARCHICAL OPTICAL PATH NETWORKS 

 
This chapter presents a comprehensive review of hierarchical optical path networks utilizing 

wavebands. This novel network is expected to create future bandwidth abundant networks 

cost-effectively since its significant advantages in reducing network cost. In this chapter, firstly, 

fundamental concept of waveband switching, including hierarchical optical path network node 

architectures and associated waveband switching technique is briefly introduced. Major 

benefits of hierarchical optical path networks using wavebands are also discussed. And then, 

the optical path network design algorithm, including that for conventional single-layer optical 

path network and hierarchical optical path network, is clarified. Finally‚ related literatures on 

the network design problem of aforementioned photonics networks are summarized, and the 

future issues to be improved are also discussed, motivating the solutions presented in the 

Chapter 4. 

 

 

2.1 Introduction 

Hierarchical optical path networks utilizing wavebands (aggregated wavelength paths) have 

been recognized as an important technology to cope with the further traffic expansion 

[2-1]-[2-5]. The basic principle of waveband switching is to group multiple wavelengths as one 

entity, and the whole group is switched by using a single port as much as possible. By 

introducing path hierarchy, the network cost is expected to be reduced significantly compared 

with the currently single-layer optical path network where wavelength of each path is switched 

individually. Moreover, with the recent development of a waveband cross-connect (BXC) 

prototype [2-6]-[2-7] which is constructed with waveband selective switches (WBSSs) 

monolithically integrated on a PLC (Planar Lightwave Circuit) chip, a substantial reduction in 

node size and cost can be expected. However, from the viewpoint of hierarchical optical path 

networks design problem, even the routing and wavelength assignment (RWA) problem for the 

single-layer optical path networks is known to be an NP-complete task [2-8]. The problem of 

hierarchical optical path network design is much more difficult due to the complexity of 

establishing optical paths with different granularities while considering the path hierarchy and 

avoiding wavelength/waveband collisions, as a result, the evaluated cost effectiveness of a 

waveband network strongly depends on the network design algorithm adopted. The general goal 

of the hierarchal optical path networks design is to minimize the total network cost to 

accommodate given traffic demand, and extensive studies have been made to achieve this 

objective [2-3][2-5][2-9]-[2-13]. 
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   In this chapter, the concept of waveband switching is briefly introduced. Then different 

hierarchical optical path network architectures and technologies enabling the waveband path 

routing are summarized. The major benefits of using waveband routing compared with the 

conventional wavelength routing based network are also analyzed. Next, the basic concept of 

optical path network design algorithm problem is clarified for both conventional single-layer 

optical path networks and hierarchical optical path networks, and then emphasized the difficulty 

for the network design problem in obtaining the optimal solutions for a given network condition. 

Finally, related literatures on the related photonics network design algorithm are reviewed, and 

future issues are discussed. 

 

2.2 Concept of waveband routing 

A “waveband” is defined as a group of several wavelengths that can be switched as one entity as 

shown in Fig. 2-1. Here, the wavelength path is equivalent to the tradition optical path using a 

single wavelength unit (See Fig. 1-1). Switching of wavelength paths is only required at two 

terminating nodes, or the intermediate nodes where waveband grooming operation is required. 

In contrast, for the conventional single-layer optical path networks, switching of wavelength 

paths are required at all nodes the paths traverse. Therefore, the hierarchical optical path 

networks utilizing wavebands can reduce the total network cost (especially the necessary 

number of port cost), as well as the difficulty associated with the network control. The benefits 

of introducing wavebands will be discussed in Section 2.4. 

 

 

Figure 2-1. Waveband path mechanism. 

 

In this thesis, a continuous waveband arrangement which integrates multiple wavelength 

paths in sequence is assumed as shown in Fig. 2-2. Another option of waveband arraignment is 

to integrate multiple wavelength paths in periodic as shown in [2-14], however, in terms of 

network operation, different waveband arrangement strategies will not affect the network 

performance.  
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Figure 2-2. Waveband path mechanism. 

 

   For the waveband capacity, in [2-9], the authors assume a non-uniform capacity of 

waveband to evaluate the impact of waveband routing, however, the lack of uniformity increase 

the complexity in not only the management of different optical paths, especially for the case 

where the paths are dynamically established or torn down, but also the hardware support. 

Therefore, in this thesis, a uniform waveband capacity (donated as W) is assumed as shown in 

Fig. 2-2, while the accommodated number of waveband paths in a fiber is also set at a constant 

(donated as B in this thesis). The impact of different waveband capacity is evaluated at Chapter 

4.5.4. 

 

2.3 Hierarchical optical path networks architecture 

2.3.1 Node architecture of hierarchical optical path networks 

Figure 2-3 summarizes the architecture of conventional single-layer OXC and two different 

types of MG (Multi Granular)-OXC for waveband routing ([2-1][2-3][2-5][2-13]). For the 

example of single-layer OXC architecture shown in Fig. 2-3(a), this model contains 2 optical 

channels on each input/output fibers, and 4 wavelength multiplexers (MUXs) and 4 wavelength 

demultiplexers (DEMUXs). The DEMUXs separate each of the optical channels on an input 

port, while the MUXs recombine these optical channels from different input ports onto a single 

output port. 

For the hierarchical MG-OXC architecture shown in Fig. 2-3(b), each node consists of two 

cross-connects with different optical granularity: a BXC with waveband MUXs/DEMUXs for 

routing higher order waveband paths, and a Wavelength Cross-Connect (WXC) with 

wavelength MUXs/DEMUXs for routing lower order wavelength paths. Wavelength paths are 

transported within waveband paths set on links. For this architecture, waveband paths are added 

from or dropped to WXC only when some wavelength paths accommodated in the respective 

waveband path requires grooming or terminating operation, and each wavelength paths is 

processed individually at WXC after demultiplexing from its respective waveband path. On the 

other hand, wavelength paths are multiplexed to the waveband paths, and then sent to the output 

fiber through waveband multiplexers. The hierarchical MG-OXC architecture is a feasible 

approach to deploying large scale networks since its high configurability and flexibility to 
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various network circumstances; the hierarchical (electrical) path approach has been adopted by 

not only traditional SDH/SONET (Synchronous Optical Network/Synchronous Digital 

Hierarchy) networks [2-15] but also emerging optical transport networks [2-16]. 

An alternative architecture for the MG-OXC is the non-hierarchical MG-OXC (Fig. 2-3(c), 

[2-10],[2-13]) that accommodates a fixed number of wavelength paths and waveband paths 

simultaneously in the same fiber. Although it can minimize the number of switch ports for a 

certain fixed traffic demand, WXCs and BXCs cannot collaborate with each other since the 

grooming of wavelength paths at intermediate OXCs is not possible in the non-hierarchical 

MG-OXC. As a result, its effectiveness degrades greatly when the traffic pattern or traffic 

demand changes since the optimum wavelength path and waveband path configuration changes. 

   In this thesis, the hierarchical MG-OXC is adopted and it is called as hierarchical optical 

cross-connect (HOXC).  

 

               

(a) Single-layer OXC architecture 

 

 

(b) Hierarchical MG-OXC architecture 
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(c) Non-hierarchical MG-OXC 

Figure 2-3. Configurations of different optical path network architecture. 

 

2.3.2 Technologies enabling waveband path routing 

To construct cost-effective hieratical optical path networks, the development of new photonics 

device technology for waveband routing is essential. The key components including the WBSS 

that can switch any of waveband paths from one input fiber to any desired output fiber. This 

function is similar with the wavelength selective switch (WSS) where switching granularity is 

wavelength optical path. A compact BXC can be realized cost effectively by using PLC 

technologies [2-6]-[2-7], and in the future, further cost reduction will be expected by using 

silicon photonics technologies. Indeed, a 1x8 WBSS that processes 96 wavelengths with 50 

GHz spacing was developed. It was monolithically integrated on a 74.6 mm × 48.4 mm PLC 

chip. Its transmission performance has been verified [2-7]. Moreover, the module size of WBSS 

is much smaller than that of comparable WSS as shown in Fig. 2-4. It should be noted that the 

hardware scale reduction yielded by the introduction of wavebands also depends on the switch 

technologies adopted, such as matrix switch-based, 3D micro-electro-mechanical-system 

(3D-MEMS)-based WSSs, and liquid-crystal-on-silicon (LCoS)-based WSSs as is detailed in 

[2-17]. The efficient devices related to the waveband routing can be exploited in the hierarchical 

architecture to create comprehensive cost effectiveness, i.e., substantial reduction in node size 

and cost can be expected.  

   Meanwhile, waveband convertor, which is capable of converting any input waveband index 

into any desired output waveband index, is expected to improve network performance of 

hierarchical optical path networks. A low-crosstalk waveband conversion based on 

quasi-phase-matched LiNbO3 devices have been already experimentally demonstrated [2-18]. 

The introduction effectiveness of waveband convertor will be discussed in Chapter 4. 
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Figure 2-4. Comparison between WBSS and WSS required in different OXC architectures. 

 

2.4 Benefits of introducing waveband path routing  

The introduction of waveband paths enables the switching of several wavelength paths at one 

port (Please notice the differences at the intermediate node between single-layer and 

hierarchical optical path networks shown in Fig. 2-5), and therefore, significantly reduction in 

total switch port count can be expected for the hierarchical optical path networks. Meanwhile, 

the hierarchical optical path networks also reduce the complexity in terms of network control 

since multiple wavelength paths can be operated as one entity at each intermediate node for a 

waveband path connection. An OpenFlow-based (This protocol is expected to provide the 

maximum flexibility for operators to control the network) waveband selection control 

interlocked with dynamic resource allocation has been experimentally demonstrated [2-19]. 

Figure 2-5 shows a simple example of port count ratio utilization for single-layer optical 

path network and hierarchical optical path network. For both networks, only one fiber is 

connected between source and destination nodes for simplicity. Suppose that the waveband 

capacity is fixed at W, while the average hop count of the waveband paths is H. The port count 

ratio R between the hierarchical optical path network and single-layer optical path network can 

be calculated as follows [2-5]: 
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completely filled by the wavelength paths. Figure 2-6 plots the effectiveness of waveband 

switching in terms of optical switch port count ratio (R), the ratio of the total optical switch port 

count of a hierarchical optical path network to that of the equivalent single-layer optical path 

network. The evaluation considered several key parameters including waveband capacity (W), 

waveband utilization ratio (α), and average hop count of established waveband paths (H). The 

blue region in Fig. 2-6 represents the area where the port count ratio is less than 1. It can be 

concluded that the hierarchical optical path network is very effective over a wide parameter 

range; the cost-effectiveness of hierarchical optical path networks is enhanced as the average 

hop count of waveband paths increases or the waveband utilization ratio improves. However, it 

should be noticed that, when designing hierarchical optical path networks, the selection of the 

route and waveband for each waveband path can strongly affect the waveband utilization ratios. 

Therefore, the impact of introducing waveband paths strongly depends on the network design 

algorithm adopted.  

 

 

(a) Single-layer optical path network 

 

 

(b) Hierarchical optical path network 

Figure 2-5. An example of port count ratio utilization for different networks. 
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Figure 2-6. Ratio of the number of switch port counts:                                          
hierarchical to single-layer optical path networks [2-5]. 

 

 

2.5 Hierarchical optical path network design problem 

2.5.1 Problem statement 

In the conventional single-layer optical path networks, for every arriving connection request, the 

network must assign an available physical route and wavelength index to establish this optical 

path. This process is called as routing and wavelength assignment, the well-known RWA 

problem in the WDM network. For the single-layer optical path network, if wavelength 

convertor is not used, each optical path must occupy a same wavelength index (lambda, please 

notice different “colors” are assigned to different optical paths in Fig. 2-7) on all the traversed 

fiber. This characteristic is known as the wavelength continuity constraint [2-20]. For 

identifying each optical path signal, the optical paths accommodated in a same fiber cannot 

share a same wavelength index. Moreover, the limitation of number of wavelength paths that 

can be accommodated in a fiber should also be considered for RWA problem, therefore, the 

RWA problem is known to be NP-complete if a multi-fibers network is assumed [2-8].   
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Figure 2-7. Wavelength continuity constraint. 

 

When designing the hierarchical optical path networks, the problem will be much more 

difficult, since not only the same constrains in the conventional single-layer optical path 

networks, but also a new waveband continuity constraint (similar with the wavelength path 

case) should be considered. Moreover, due to the introduction of new path hierarchy - 

wavebands, the routing and waveband assignment for waveband paths and accommodation of 

wavelength/waveband paths within waveband/fiber should be optimized simultaneously. As a 

result, it is computationally impossible to get the optimal solutions for the hierarchal optical 

path networks. In the next section, various significant recent literatures on the hierarchical 

optical path network design algorithm are summarized.  

 

 

2.5.2 Preceding studies on hierarchal optical path network design algorithm 

The approach to solving the hierarchal optical path networks design problem is mainly 

classified into two categories: the ILP (Integer Linear Programming)-based approach and the 

heuristic approach. The ILP is expected as a feasible approach to solve an exact optimization if 

a full knowledge of all the traffic demands is known in advance. For this approach, according to 

the given condition, the network design problem can be formulated as an ILP model, where 

specific constraints required in the network design should also be considered. The ILP 

formulation is widely used in conventional single-layer optical path networks as shown in 

[2-20]-[2-22], and also in several works, ILP-based approach is introduced to the hierarchical 

optical path networks [2-3], [2-13], [2-23]. However, due to the high complexity of the 

hierarchical optical path network design problem, the optimal solution can be applicable only to 

the very limited conditions, e.g., very small scale network topologies and to accommodate very 

small traffic volume in the network.  
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On the other hand, a heuristic-based approach is adopted to obtain more practical solutions 

which are sub-optimal. For the hierarchical optical path networks, minimization of the total 

network cost necessary to accommodate given traffic demand is considered as one of the 

general objectives. With this objective, various hierarchical optical path network design 

algorithms have been developed under different conditions, and the results proved that the 

introduction of path hierarchy can reduce total facility cost substantially [2-5] [2-10] [2-13] 

[2-23][2-24], even for hybrid- hierarchical optical path networks consisting of electrical 

cross-connects standardized in optical transport network [2-23], MLR (Mixed Line Rate) 

networks [2-24] or elastic optical path networks [2-10]. A comprehensive review of the 

advancements in hierarchical optical path networks can be found in [2-13]. For the hierarchical 

optical path networks, the estimated facility cost can also be reduced by up to 45% in a 9x9 

regular mesh network, when the average number of wavelength paths between each node pair is 

8 (Fig. 2-8, [2-5]). On the contrary, in the small traffic demand area, the wavelength/waveband 

continuity constraints make it difficult for wavelength/waveband paths to fully utilize the fiber 

capacity; as a result, the total network cost cannot be reduced. Therefore, attaining 

cost-effectiveness in this area will expand the effectiveness of hierarchical optical path networks 

and promote their introduction.  

In this thesis, to analyze the cost reduction effectiveness possible with the introduction of 

different types of convertors (i.e., both or either of wavelength/waveband convertor) to 

hierarchical optical path networks, novel hierarchical optical path network design algorithms 

based on multi-stage ILP or heuristics that can obtain a sub-optimal results in a realistic 

calculation time are proposed. The details will be presented in the Chapter 4. 

 

Figure 2-8. Cost comparison between hierarchical and single-layer optical path networks                    

for wide range of traffic demand [2-5]. 
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2.6 Summary 

In this chapter, a comprehensive review of waveband switching, including node architecture,   

related device technologies, and recent studies on the hierarchical optical path networks, are 

described. The key concept of waveband routing is to group several wavelength paths and 

processed them as one entity; therefore, cost-effective networks can be achieved. Moreover, 

with the development of PLC technologies, a further cost reduction will be expected by using 

silicon photonics technologies in the future. However, due to the difficulty in the hierarchical 

optical path network design problem, further issues including attaining the cost reduction 

effectiveness in small traffic demand area is still to be solved. To exploit the advantage of 

waveband switching to create future bandwidth-abundant photonic networks, the network 

design algorithms for hierarchical optical path networks introducing wavelength/waveband 

conversion are developed, and its cost reduction effectiveness is verified. This new content will 

be presented in Chapter 4.  
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Chapter 3 

ELASTIC OPTICAL PATH NETWORKS 

 
This chapter presents a comprehensive overview of elastic optical path networks that can 

achieve flexible spectrum allocation, where the minimum spectral resources can be adaptively 

allocated based on the network condition. The elastic optical path networks can maximize the 

fiber resource utilization efficiency, and significantly effectiveness on reducing link cost can be 

expected compared with the conventional fixed grid networks with fixed bandwidth and fixed 

channel spacing. In this chapter, the overview of elastic optical path network, including its 

enabling technologies, and the introduction benefits are described. The network design problem 

for elastic optical path networks and related design algorithms are also summarized.  

 

3.1 Introduction 

Transmission systems that accommodate 100 Gbps signals have been widely introduced in the 

backbone network to cope with the relentless traffic increase. For the currently WDM networks, 

the available optical spectrum range (C-band, with a frequency range from 191. 6 to 195.9 THz) 

is divided into several fixed spectrum grids (e.g., 50 GHz/100 GHz) which are named as ITU-T 

grid, and each arriving bitrate signal is assigned to one ITU-T grid. The photonic networks 

introducing the fixed ITU-T grid is called as fixed grid optical path network. Unfortunately, the 

existing fixed grid systems are inefficient in supporting future higher bitrate signals, such as 400 

Gbps and 1 Tbps which are now considered as a standard transmission bitrate by both telecom 

and datacom industries (The transmission technologies that support the future higher bitrate 

rates are summarized in [3-1]); therefore, maximizing fiber spectral utilization is a critical issue 

to attain cost-effectiveness. The elastic optical path networks ([3-2]-[3-5], also named as 

“flexible grid optical path networks” in this thesis) have been proposed and standardized in 

ITU-T [3-6]. They offer the minimum slot width granularity (e.g. 12.5 GHz) and enable the 

allocation of frequency slots with different widths as needed. By allocating several contiguous 

12.5 GHz width frequency slots adaptively to the different channel bandwidth demands, flexible 

grid networks can minimize the required total number of allocated frequency slots, which results 

in higher frequency utilization than conventional fixed grid systems [3-7]-[3-10]. Recent 

advances in related technologies including coherent optical orthogonal frequency-division 

multiplexing (CO-OFDM)[3-11], Nyquist-WDM [3-12] offer the possibility for envisioning 

fully flexible optical networks. Thherefore, the flexible grid networks are expected to be 

adopted as the next generation optical networks to cope with the future increasing dynamic 

traffic demands.  

   In this chapter, the fundemental concept of flexible grid optical path networks, including its 
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introduction benefits and enabling technologies, also the future challenge is described. Then, the 

network model of flexible grid networks is also illustrated, and finally, the flexible grid network 

design problem and its related literatures on the network design algorithms are summarized. 

 

3.2 Concept of elastic optical path 

Figure 3-1 shows the spectrum assignment for different types of networks. Current WDM 

networks use fixed grid networks that include single line rate (SLR) networks with uniform 

bitrate channels, and mixed line rate (MLR) networks that accommodate several different bitrate 

signals simultaneously. The fixed grid networks (SLR and MLR in Fig. 3-1) are developed from 

middle of 1990s, and all the channels are equally spaced as a fixed ITU-T grid (e.g., 50 GHz) to 

meet the requirement of conventional WDM systems. Since the frequency grid spacing tends to 

be broader than the channel bandwidths utilized, the frequency utilization is limited, especially 

for the cases where various types of transmission systems co-exist in the networks. Instead of a 

rigid frequency grid, a flexible frequency grid with a fine granularity is expected to lead to a 

significant spectrum savings. 

 

 

Figure 3-1. Spectrum assignment in fixed grid and flexible grid networks. 

 

The flexible grid networks [3-2] can utilize spectrum resources more efficiently. Their 

channel central frequencies of different bitrate signals can be arbitrarily selected with a 

minimum granularity (e.g., 6.25 GHz [3-6]), and can allocate multiple frequency slots as needed. 

The flexible grid networks can be enhanced to maximize the spectral efficiency through the use 

of a set of sophisticated technologies such as CO-OFDM [3-11] or Nyquist-WDM [3-12]. 
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Figure 3-2 compares the super-channel generation, where multiple optical carriers are combined 

to create a unified channel of a higher data rate, between CO-OFDM and Nyquist-WDM. The 

CO-OFDM uses multiple orthogonal subcarriers with a frequency spacing that is equal to bitrate. 

The adaptive bitrate modification of the optical path can be achieved by changing the subcarrier 

number. For the Nyquist-WDM, the subcarriers are shaped as almost rectangular frequency 

spectrum that is close to the Nyquist limit for transmission without interference-free 

transmission. These subcarriers are multiplexed with spacing which is close or equal to the 

bitrate with limited inter-subcarrier crosstalk. 

 

 

(a) CO-OFDM 

 

 

(b) Nyquist-WDM 

Figure 3-2. Generation of super-channel by different techniques. 

 

Moreover, the improvement of spectral efficiency can also be achieved by the adaptive 

modulation scheme including bitrate adaptive modulation and distance adaptive modulation. For 

bitrate adaptive modulation, the number of frequency slots assigned to each path is tailored to 

the service bitrate [3-13]. Meanwhile, for distance adaptive modulation, the maximum number 

of bits per symbol is selected for each path, subject to the given transmission characteristic such 

as OSNR (Optical Signal-to-Noise Ratio) degradation [3-14]. It should be noted that, as shown 

in Fig. 3-3, the high bitrate signals are difficult to transmit over long distances at high spectral 

efficiency since higher order modulation format is utilized. Regarding the distance adaptive 

modulation scheme, usually finer granularity bit rate sets are assumed since the modulation 

format will be changed according to the transmission distance. This raises the transponder and 

network operation costs significantly over those of the simple flexible grid system. The 

objective of this thesis is to develop cost-effective photonics networks that are applicable to not 

only backbone networks, but also the metro networks, and hence, bitrate adaptive modulation 

scheme is assumed in this thesis. The impact of introducing higher bitrate signals, i.e., 400 Gbps 

and 1 Tbps, which are expected to be deployed in the future, will also be verified.  
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Figure 3-3. The relationship between modulation level and transmission distance. 

 

3.3 Elastic optical path network architecture 

Figure 3-4 shows an example model of flexible grid ROADMS with C/D/C 

(Colorless/Directionless/Contentionless) function. Here, “colorless” means that any wavelength 

path in a fiber can access to a transponder, “directionless” means that any transponder can be 

connected to any input/output fiber, and “contentionless” means that any connection can be 

established regardless of the other connections. This C/D/C adds/drop capability is essential to 

create the next generation optical path networks that can support future dynamic optical path 

operation.  
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Figure 3-4. A model for a flexible grid ROADM architecture offering C/D/C function. 

 

The key components to construct the flexible grid networks are ROADMs (The similar ones 

as the fixed grid based system), bandwidth-variable (BV) transponder (consisting of transmitter 

and receiver), bandwidth-variable OXC (BV-OXC). Figure 3-5 shows the network models for 

using different types of transponders. For the BV-transponder (Fig. 3-5(a)) introduced in 

flexible grid networks, by using the CO-OFDM or Nyquist-WDM (See Section 3.2), it can 

generates the optical signal using just enough spectral resource for transmitting the optical 

signal, that is to say, it can provide the capability to adapt various properties (modulation 

format/bitrate) of the transmitted optical signal, in contrast to dedicated bitrate signals (e.g. 

10/40/100 Gbps in Fig. 3-5(b)) transponders implemented in the conventional fixed grid 

networks. Since the introduction of BV-receivers, at the drop side of the ROADM, to 

accommodate different bitrate signals, a tunable filter function is required [3-9]. This filter 

needs to tune both passband center frequency and passband bandwidth with a granularity of 

6.25 GHz and 12.5 GHz, respectively (More details can be found in Chapter 5). It can be 

realized by introducing large port count WSS, or coherent detection technology, however, the 

related research is still in the initial stage, and therefore, flexible grid based transponder is still 

costly compared with the conventional fixed grid based transponder [3-15].  
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(a) Bandwidth variable transponders for flexible grid networks 

 

 

(b) Fixed grid based transponders for fixed grid networks 

Figure 3-5. Network models for using different types of transponders. 

 

Meanwhile, the BV-WXC can be constructed by using BV-WSS with broadcast and select 

function for adding/dropping the optical signals (It is similar to the conventional fixed grid 

networks case where WSSs are utilized to construct the OXC). An example of a BV-WXC 

composed of BV-WSS is shown in Fig. 3-6. The basic function of BV-WSS is illustrated in Fig. 

3-7. BV-WSSs enable the forwarding of channels having arbitrary spectral widths to arbitrary 

output ports. Thanks to the development of liquid crystal on silicon (LCoS)/digital light 

processing (DLP) technologies, advanced BV-WSSs have been commercially available (e.g., 

Finisar Flexgrid
TM

 WSS). More information of the cost/energy consumption parameter settings 

for different photonics network components can be found in Chapter 5-3 
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Figure 3-6. A model for a BV-OXC consisting of BV-WSS. 

 

 

Figure 3-7. A simple model for a 1x2 BV-WSS. 

 

3.4 Elastic optical path network design problem 

3.4.1 Problem statement 

As mentioned in Chapter 2.5, the design problem for the conventional fixed grid based networks 

is called as the routing and wavelength assignment (RWA) problem. For the flexible grid 

networks, the network design problem is called as routing and spectrum assignment (RSA) 

problem. Similar with the conventional fixed grid networks where an optical path should utilize 

a same wavelength index on all the fibers it traverses (wavelength continuity constraint). For the 

flexible grid networks case, the adaptive spectrum allocation introduces more severe constraint 

than the wavelength continuity constraint in terms of maintaining a same spectrum on each fiber 

traversed by the route (spectrum continuity constraint). This constraint makes the RSA problem 

much more difficult. The RSA problem is solved by searching for an available route while 

guaranteeing the required number of consecutive vacant slots along this route. If there is 

additional flexibility in the selection of modulation format, the design problem for flexible grid 

network is called as routing, modulation level, and spectrum allocation (RMLSA) problem 
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[3-14]. In this thesis, the bitrate adaptive modulation scheme is assumed where the modulation 

level for each bitrate signal is fixed, and therefore, the network design problem tackled in this 

thesis is a RSA problem. 

   Theoretically the RWA problem can be regarded as a special problem of RSA where each 

optical path occupies a same bandwidth in the fibers. However, even the RWA problem is 

known to be NP-complete, introducing adaptive spectrum allocation makes the problem much 

more difficult, and basically it is impossible to obtain the optimal solution for the flexible grid 

networks, especially for the dynamic network design problem where the optical path are 

dynamically setup/released. Most of literatures tended to adopt heuristic-based RSA algorithms 

to obtain sub-optimal solutions. In the next section, related proposed dynamic network design 

algorithms for flexible gird networks are summarized. 

 

3.4.2 Preceding studies on elastic optical path network design algorithm 

For the flexible grid networks, when a path connection is setup, continuous frequency slots to 

suit the signal bitrate should be allocated on each fiber along the route between the source and 

destination nodes. Since the required slot width for different bitrate signals can be varied, during 

the iterative path setup/release operation process, the free contiguous spectrum blocks become 

fragmented into smaller ones, and eventually, it often becomes impossible to allocate required 

frequency slot widths for any arriving signals. This problem is similar to the memory 

fragmentation problem in computer memory management. The spectrum fragmentation strongly 

depends on the transponders granularity diversity, that is to say, the more types of bitrates 

occupying different frequency slot width introducing in the network, the more severe of the 

spectrum fragmentation [3-16]. The spectrum fragmentation in the available spectrum resource 

reduces the potential capacity gains, and degrades the network performance.  

   Various algorithms were proposed to alleviate the spectrum fragmentation degree in the 

networks, and their objective is to minimize the total path setup blocking ratio in the network. In 

general, these studies can be classified into three aspects: 1) Using the internal fragmentation 

metric [3-17][3-18]; 2) Dividing the available fiber spectrum into several dedicated/shared area 

according to the signal bitrate [3-19]; 3) Reroute the existing connections.  

   For the first technique, the authors utilized different internal fragmentation metrics (such as 

utilization entropy [3-17] and Shannon entropy [3-18]) to quantify the spectrum fragmentation 

degree in the links in the network (or the links traversed by the path candidates), here, a low 

utilization entropy value indicates that the resource is used in an ordered form with fewer 

spectral gaps on the slot usage in the fiber (low level of fragmentation). During the RSA process, 

the entropy related metric is applied in the links while searching for the available route and 

frequency slot candidates with lowest resulting entropy values. However, the effectiveness of 

this technique is only verified in the case considering the incremental traffic scenarios; while its 

effectiveness on the dynamic traffic scenarios is limited.  
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   In the conventional fixed grid networks, since each bitrate signal occupies the same 

bandwidth (ITU-T grid), no spectrum fragmentation occurred in the networks. The most direct 

way to eliminate the spectrum fragmentation is to divide the available fiber spectrum range into 

several non-overlapping areas where the same types of bitrates signals are assigned to each 

specific area exclusively, furthermore, a hybrid shared area strategy where the types of bitrate 

signals that can be shared is limited were also proposed [3-19]. However, for the dynamic traffic 

scenarios, this strategy requires high complexity in network control plane since the difficulty in 

obtaining optimal partitioning solutions. In Chapter 6, an improved spectrum area division 

strategy is proposed, and its effectiveness has also been verified. 

Rerouting of existing connections (paths) can be triggered to reduce the blocking of new 

connection demands. This technique is also called as “spectrum defragmentation technique”. In 

this process, the frequency slot (sometimes the route) assigned to the original existing path will 

be reconfigured for accommodating a new arriving connection demand. Therefore, the 

disruption of existing connections may happen, and one of the main operation requirements for 

the defragmentation technique is to minimize the disruption time during the whole rerouting 

process. The authors in [3-20] proposed a novel make-before-break rerouting technique which 

establishes rerouting paths on alternative routes and assigns frequency slots before releasing the 

original optical paths. When coupled with delay management techniques defined for OTN 

[3-21], truly hitless rerouting can be realized. An improved algorithm utilizing the 

make-before-break technique will be discussed in Chapter 6. 

 

3.5 Summary 

In this chapter, a review of elastic optical path networks, including technologies for realizing the 

flexible frequency grid granularity and the node architecture are described. Since this flexible 

grid-based system can exploit the available fiber spectrum resource in maximum, if the 

hardware requirements in the transceiver side can be released, this novel network can be 

expected to achieve future bandwidth-abundant networks cost-effectively. To achieve this 

objective, a novel elastic optical path network (called as “semi-flexible grid networks”) where 

each specific bitrate signal use its own dedicated fixed grid is proposed and it will be described 

in Chapter 5. On the other hands, the network design problem for elastic optical path networks 

and related design algorithms on them are also summarized. Furthermore, a novel elastic optical 

path network design algorithm that minimizes disruption in spectrum defragmentation and 

bitrate-dependent blocking will be discussed in Chapter 6. 
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Chapter 4 

HIERARCHICAL OPTICAL PATH NETWORKS 

WITH WAVELENGTH/WAVEBAND CONVERSION 

 
This chapter presents a comprehensive investigation on the impact of wavelength/waveband 

convertors in reducing the hierarchical optical path network cost. Firstly, the characteristics of 

wavelength/waveband convertors are briefly introduced. The network design problem for 

hierarchal optical path networks introducing either or both wavelength/waveband conversion is 

also explained. And then the proposed network design algorithms that apply either or both 

wavelength/waveband conversions are summarized. The algorithms are based on multi-stage 

integer linear programming (ILP) or heuristics. Numerical evaluation testing on various 

simulation parameters prove that, by employing either of both wavelength/waveband convertors, 

hierarchical optical path networks can be cost effective over wide traffic demand ranges and a 

broad convertor cost range.  

 

4.1 Introduction 

Hierarchical optical cross-connects that utilize wavebands (aggregated wavelength paths) 

[4-1]-[4-8] have been recognized as an important technology that can reduce the scale of the 

optical switches and the complexity of OXCs/ROADMs currently used in single-layer optical 

path networks. A critical problem for the hierarchical optical path networks is the selection of 

the route and waveband for each waveband path can strongly affect the waveband utilization 

ratios. Therefore, the impact of introducing waveband paths strongly depends on the network 

design algorithm adopted. As mentioned in the Chapter 2.5, even for the single-layer optical 

path networks whose optical paths are switched only at the wavelength granularity level, the 

RWA problem is known to be NP-complete. For hierarchical optical path networks, wavelength 

paths are routed on a virtual topology whose links represent waveband paths connecting node 

pairs. In other words, this virtual topology must be optimized whose optimality is defined by a 

solution of the NP-complete problem. It is therefore basically impossible to obtain optimal 

solutions for hierarchical optical path network design problems due the excessive computation 

cost.  

It has been shown that the introduction of path hierarchy reduces the total facility cost 

significantly if the number of wavelength paths is large, i.e. in the large traffic demand area 

[4-4], [4-6]. For example, the estimated total facility cost of a 9x9 regular mesh network can be 

reduced up to 45% [4-6]. On the contrary, in the small traffic demand area, the 

wavelength/waveband continuity constraints make it difficult for wavelength/waveband paths to 
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fully utilize the fiber capacity; as a result, the total network cost cannot be reduced. Therefore, 

attaining cost-effectiveness in this area will expand the effectiveness of hierarchical optical path 

networks and promote their introduction. 

Introduction of wavelength/waveband conversion is a feasible way to ease these constraints, 

and by this way, the fiber utilization efficiency can be significantly improved, especially for the 

small traffic demand area. However, since the waveband/wavelength convertors can be costly 

devices, to introduce them, a design algorithm that can optimize the trade-offs between fiber 

cost reduction attained by relaxation of the wavelength/waveband continuity constraints and the 

convertor cost is needed. Therefore, such algorithms should be carefully designed. To the best 

of the author’s knowledge, no algorithms that consider the waveband convertors or the joint use 

of both convertors have been investigated so far, and no comparisons of the two types of 

convertors have been made, even though it is critical to maximizing the benefits of hierarchical 

optical path networks. 

In this chapter, novel network design algorithms for hierarchical optical path networks that 

carefully select the placement and optimize the trade-off of waveband/wavelength convertors 

used are proposed. The goal of the proposed algorithm is to minimize the total network cost 

including the wavelength/waveband convertor costs. Firstly, the feature of 

wavelength/waveband convertors and the hierarchal optical path networks design problem 

introducing wavelength/waveband conversion are described. Then, the details of the proposed 

network design algorithm for hierarchical optical path network introducing 

wavelength/waveband conversion are explained.  Due to the computational complexity of the 

hierarchal optical path network design problem, the proposed algorithms divide the original 

problem into some simpler sub-problems and solve them sequentially in order to attain a 

suboptimal solution within reasonable time. Moreover, for waveband assignment, a key substep 

that affects the cost reduction effectiveness achieved by the introduction of 

waveband/wavelength convertors, different novel strategies that consider the cost of 

waveband/wavelength convertors to minimize the facility cost in this stage are adopted. 

Numerical experiments show that compared to conventional single-layer optical path networks 

and hierarchical optical path networks without any conversion, hierarchical optical path 

networks with either of both wavelength/waveband convertors can be cost-effective over a wide 

traffic demand area, even when the convertor costs are set at relatively high values.  

 

4.2 Wavelength convertor and waveband convertor 

4.2.1 Wavelength convertor 

Wavelength convertor [4-9]-[4-13] is an optical device that can convert arbitrary input 

wavelength index to any desired output wavelength index, as shown in Fig. 4-1. For the 

transparent WDM network, wavelength convertor is inserted at an intermediate switching node 

to resolve wavelength continuity constraint for a selected wavelength path, and by this way, the 
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fiber utilization efficiency can be improved. Figure 4-2 shows a simple example of the 

introducing impact of wavelength conversion in the optical path networks. 

 

 

Figure 4-1. Function of a wavelength convertor with full conversion capability. 

 

   

(a) Without wavelength conversion             (b) With wavelength conversion 

Figure 4-2. Introducing impact of wavelength conversion. 

 

   Wavelength convertors are generally classified into two types: optoelectronic-based 

conversion and all-optical-based conversion. Nowadays, most of the wavelength conversion 

function is realized by the optoelectronic-based technology, in this case, the input optical signal 

to be converted is firstly translated into electronic signal in the electronic domain by a 

photo-detector, and then, this electronic signal is converted to the optical signal with a desired 

wavelength by a tunable laser. However, the dispersion and nonlinearities in the optical fiber 

severely limits the transmission distance, and this method has been proved to be available for 

only the low bitrate signals (up to 10 Gbps) [4-9]. Meanwhile, the required O/E/O conversion 

strongly hinders the introduction of WDM technology where high fiber utilization efficiency 

can be achieved in the optical domain, and therefore, all-optical-based wavelength conversion is 

expected. The all-optical-based wavelength conversion can be achieved by utilizing 

linear/non-linear optics effects mechanism including gain saturation in semiconductor optical 

amplifiers (SOAs), interferometric effects, and nonlinear wave-mixing. The details of these 

mechanisms can be found in [4-11]. Nowadays, research on acheving all-optical-based 
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wavelength conversion has been widely studied: In [4-12], an all-optical wavelength conversion 

of a 640 Gbps using nonlinear wave-mixing mechanism has been demonstrated. Moreover, this 

demonstration is realized in a compact silicon photonic chip. In the material research area, the 

authors identify the mechanism that offers a great potential in improving the overall 

performance of wavelength conversion materials [4-13]. 

 

4.2.2 Waveband convertor 

For the hierarchical optical path networks that utilize wavebands (aggregated wavelength paths), 

the waveband continuity constraint impede the high fiber utilization efficiency. Waveband 

convertor can be regarded as a direct way to resolve this constraint. As shown in Fig. 4-3, an 

ideal waveband convertor can convert arbitrary input waveband index to any desired output 

waveband index [4-14]-[4-15], that is to say, waveband conversion can convert several 

wavelengths simultaneously. Similar with wavelength convertor, waveband convertor is 

inserted at an intermediate switching node to resolve waveband continuity constraint for a 

selected waveband path, and hence, fiber utilization efficiency can be improved. Figure 4-4 

shows a simple example of the introducing impact of waveband conversion in the hierarchical 

optical path networks. 

 

Figure 4-3. Function of a waveband convertor with full conversion capability. 

 

 

(a) Without waveband conversion             (b) With waveband conversion 

Figure 4-4. Introducing impact of waveband conversion. 
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Although the research on realizing waveband conversion is still on the preliminary stage, 

several experimental demonstrations on the waveband conversion have been reported: The 

authors in [4-14] describe a multi-wavelength nonlinear wave-mixing model utilized to simulate 

as a waveband convertor, and its feasibility is implemented experimentally. In [4-15], the 

authors developed an apodized multi-period quasi-phase-matched LiNbO3 device for 

low-crosstalk waveband conversion that also uses nonlinear wave-mixing mechanism. It should 

be noted that, to realize the simultaneous conversion of multiple wavelengths by the currently 

waveband conversion technology, an input waveband is converted to a new waveband so that 

each component wavelength is converted symmetrical around the center frequency as show in 

Figure 4-5. This characteristic is considered in the proposed algorithm for the hierarchical 

optical path networks considering the waveband conversion function. 

 

 

Figure 4-5. Characteristics of waveband conversion. 

     

Both wavelength/waveband conversions require highly-functional devices, and therefore, 

they can be costly. The effectiveness of their introductions strongly depends on the respective 

convertor cost. The developed network design algorithm described in this thesis evaluates the 

cost bound for the wavelength/waveband convertor that can reduce network cost against that of 

comparable single-layer optical path networks, and the hierarchical optical path networks 

without any types of conversion. 

 

4.3 Preliminaries 

4.3.1 Network cost model 

The generic HOXC architecture adopted in this thesis is shown in Figure 4-6. It consists of a 

BXC for routing higher order waveband paths and a WXC for routing lower order wavelength 

paths. Wavelength convertors can be applied to NNI ports of WXC, while waveband convertors   

can be inserted to NNI ports of BXC when necessary. This arrangement yields the node 
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structure called the dedicated wavelength/waveband convertible switch architecture [4-17]. 

Compared with alternatives such as the ones consider the wavelength/waveband convertor bank, 

the dedicated architecture offers lower implementation complexity. 

The network cost is evaluated by the sum of node cost (Figure. 4-6) and link costs (Figure. 

4-7). The costs of node/link are expressed as follows by using the given parameters and 

variables in Table 4-1 and Table 4-2 respectively. They include a constant that represents the 

costs of control systems and other overheads. Specific cost values used for the calculations are 

updated equivalents of the values given in [4-16]. The details of the cost parameters are 

summarized as follows: 

(i) Node cost: BXCs, WXCs and waveband/wavelength convertors 

_ _ _ _

1

( _ _ _ _ )
N

Node B NNI i B UNI i BXC W NNI i W UNI i WXC

i

WC WBC

C C B NNI C B UNI C C W NNI C W UNI C

C WC C WBC



         

   


 

                                (4-1) 

(ii) Link cost: optical fiber and amplifiers 

 
1 1

( , )
N N

Link fiber ij

i j

C C i j F
 

                             (4-2) 

where 

( , )
ij

fiber F ij AMP

AMP

D
C i j C D C

D

 
     

 
                       (4-3) 

 

Figure 4-6. Node cost model. 
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Figure 4-7. Link cost model. 

 

Table 4-1. Parameters for cost evaluation. 

Item Description Value 

CB_NNI BXC NNI port cost per waveband 1 

CB_UNI BXC UNI port cost per waveband 1.2
 

CBXC BXC base cost 4 

CW_NNI WXC NNI port cost per wavelength
 

1 

CW_UNI WXC UNI port cost per wavelength 1.2 

CWXC WXC base cost 4 

CF Optical fiber cost per km 0.012 

CAMP Amplifier cost 2.04 

CWC Wavelength convertor cost (*) 

CWBC Waveband convertor cost (*) 

DAMP Amplifier span 60 

Network parameters 

W Maximum number of wavelength per 

waveband 

 

B Maximum number of waveband per 

fiber 

 

K Number of nodes in network  

Dij Distance between node i and node j; 

Dij =0 for node pair that is not 

physically adjacent to each other. 

 

(*): Please see the convertor cost evaluation in Section 4-5. 

 

fiber

amplifiernode



Chapter 4 – Hierarchical Optical Path Networks with Wavelength/Waveband Conversion 

44 

Table 4-2. Variables for cost evaluation. 

Item Description 

Fij Number of fibers between node i and node j 

B_NNIi Number of BXC NNI ports at node i 

B_UNIi Number of BXC UNI ports at node i 

W_NNIi Number of WXC NNI ports at node i 

W_UNIi Number of WXC UNI ports at node i 

WC Number of wavelength convertor 

WBC Number of waveband convertor 

 

4.3.2 Problem statement 

As aforementioned in the Chapter 2, compared with the design problem of the conventional 

single-layer optical path network, the design problem of hierarchical optical path network is 

much more difficult due to the complexity of establishing optical paths with different 

granularities while avoiding wavelength/waveband collisions. Although in the large traffic 

demand area, the introduction of path hierarchy can significantly reduce the total network 

facility cost, in contrast, due to the wavelength/waveband continuity constraints, no cost 

reduction by path hierarchy has been achieved on the small traffic demand area where the fiber 

utilization efficiency is relatively low [4-4][4-6]. Attaining cost-effectiveness in this small traffic 

area will expand the effectiveness of hierarchical optical path networks and promote their 

introduction. 

Introduction of wavelength/waveband conversion is a feasible way to ease these constraints. 

Researches on the hierarchical optical path network design problem evaluating the introduction 

impact of wavelength conversion have been widely studied. In [4-18], a network design 

algorithm was proposed that considers 3R regenerator (with the capability of wavelength 

conversion) optimization subject to a given signal impairment condition. However, this work 

assumes non-hierarchical multi-granular optical paths (please see the details of this structure in 

Chapter 2.3.1) and the evaluation assumes a fixed regenerator cost. In [4-19], the authors 

proposed a hierarchical optical path network algorithm which minimizes the number of total 

required wavelength convertors while reducing the blocking ratio as much as possible. However, 

the trade-off between the convertor (cost) impact and the network performance/cost needs 

further investigation. On the other hand, to the best of our knowledge, no study has evaluated 

the cost reduction attained by waveband conversion. Indeed, the fact that waveband conversion 

cannot mitigate wavelength collision directly makes the network design problem evaluating the 

impact of waveband convertors much more difficult. The difficulty in minimizing the network 
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cost including the convertor cost prevented a sufficient improvement for hierarchal optical path 

networks introducing wavelength/waveband conversion. 

In this chapter, a novel network design algorithm for hierarchical optical path networks that 

carefully select the placement and optimize the trade-off of wavelength/waveband convertors 

used is proposed. The goal of this algorithm is to minimize the total network cost including 

wavelength/waveband convertor cost. All necessary physical resources, including the number of 

fibers and convertors are constructed, to satisfy a given traffic demand. The cost of resources 

needed is denoted by a cost function to be minimized (the Section 4.3.1 gives a detailed 

definition of the cost function and an example of cost parameter values). This study focuses on 

static network design where the traffic demand is given in advance.  

Since the optical path network design problem is known to be NP-complete even if without 

considering path hierarchy, due to the infeasibility of solving this minimization task, the original 

optimization problem is divided into two stages as shown in Fig. 4-8: 1) accommodating 

wavelength paths within waveband paths and routing the waveband paths, and 2) 

wavelength/waveband index assignment. The second step is still computationally very intensive 

and so is further divided into two sub-stages: waveband index assignment and wavelength index 

assignment. For the second and third steps, sub-routines according to requirements on the types 

of utilized convertors and the scale of networks are proposed. Figure 4-9 shows the flowchart of 

the proposed algorithms and the requirement classification.  

 

 

Figure 4-8. Outline of the proposed design algorithm. 
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Figure 4-9. Flowchart of the proposed design algorithm. 

 

For the routing sub-step in Step 1, an ILP-based method [Section (A)] can be applied to 

solve this problem; the number of variables grows linearly with the product of the number of 

links and the number of nodes [4-20]. However, for the waveband assignment sub-step, the 

computation load of the ILP-based algorithm (Section (B-1), and (B-3)) rises exponentially with 

the number of waveband paths to be assigned and therefore it is not possible to obtain useful 

results in relatively large traffic demand areas by using this method. Since the placement of 

costly wavelength/waveband convertors is decided in this sub-step and the assignment results 

definitely affect the total facility cost, some efficient heuristic-based algorithms (Section (B-2), 

(B-3) and (B-4)) are also proposed for waveband assignment that offer greatly reduced 

computational complexity. Here a novel heuristic algorithm [Section (B-2) and (B-4)] is adopted 

to minimize the total number of necessary waveband/wavelength convertors for different 

convertor usages: For the case considering wavelength conversion, the minimization of the 

number of wavelength convertors is considered. Wavelength convertors are classified into two 

types; for conversion between different wavebands and within same wavebands. Similarly 

classification is performed for the case considering only waveband conversion. These classes of 

convertors for different usages are minimized in different sub-stages.  

On the other hand, for the case considering both wavelength and waveband conversion, a 

heuristic algorithm in Section (B-5) is utilized to optimize the trade-off between two different 

costly devices, wavelength and waveband convertors in the initial waveband assignment, and 

after finishing this process, a waveband re-assignment process is performed to achieve a further 

reduction in the total cost of necessary wavelength/waveband convertors. Since the previous 

substep is the major network cost factor, for the wavelength index assignment process, heuristic 

algorithms is applied for resolving wavelength collision [Section (C-1) and (C-2)] to minimize 

the necessary equipment cost. This approach substantially reduces the computation load. The 

procedure of the proposed algorithm is summarized in the next section. 
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4.4 Network design algorithm for hierarchical optical path networks 

considering wavelength/waveband conversion 

4.4.1 Accommodation of wavelength paths and routing of waveband paths 

In this step, establish a set of waveband paths accommodating the given wavelength path 

demand and assign waveband path routes by using a two-stage ILP based algorithm. The 

objective is to minimize the total cost of the BXC ports, WXC ports and fibers, including 

optical amplifiers (see Section 4.3.1). The waveband/wavelength continuity constraints are not 

considered in this step. The details are summarized as follows: 

(A) A 2-stage ILP-based accommodation and routing algorithm  

Stage (i) Accommodation of wavelength paths into waveband paths  

Create a virtual full mesh graph whose links represent waveband paths connecting each node 

pairs. Here, the directional waveband link is weighted by the cost of the end-to-end shortest 

waveband paths connecting each node pairs.  

To the established virtual full graph, apply the source flow ILP formulations [4-20], which 

consider all the requests originating from a single source node as a single commodity to 

minimize the cost of grooming wavelength paths into waveband paths (represented by total 

cost of WXC switch ports and wavebands required to accommodate the given traffic 

demands). In this stage, the source/destination node of each waveband path and the 

accommodation of each wavelength path into waveband paths can be determined. Here, the 

wavelength continuity constraint is not considered. 

 

Stage (ii) Routing of waveband paths and fiber setup 

  By using the waveband traffic demands obtained from the previous stage, establish a virtual 

full mesh graph whose links represent fibers connecting each node pair. The objective is to 

minimize the total cost of BXC ports and fibers needed to accommodate all the waveband 

paths by applying the source flow formulation [4-20]; waveband path continuity constraints 

are not considered. 

 

4.4.2 Waveband index assignment  

In this step, different waveband assignment algorithms are adopted for the hierarchical optical 

path networks that introduce either wavelength/waveband convertors or both of the convertors. 

For the case of only wavelength or waveband conversion, an ILP-based algorithm [Section 

(B-1) and (B-3)] is proposed to obtain sub-optimal solutions for traffic with moderate volumes, 

and a heuristic-based algorithm [Section (B-2) and Section (B-4)] that covers a wider traffic 

demand area. The performances of these two algorithms will be compared in the next section. 

For the case of utilizing both or either wavelength/waveband conversion, a heuristic-based 

algorithm [Section (B-5)] is developed with consideration of the cost of wavelength convertor 
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(CWC) and waveband convertor (CWBC); please see Table 4-1 and Table 4-2. The details are as 

follows: 

 

(B-1) An ILP-based waveband index assignment algorithm for hierarchical optical path 

networks that employ only wavelength convertors 

Formulate the waveband assignment problem through ILP optimization using the following 

notation: 

(a) Input 

- L : The set of all unidirectional physical links 

- P : The set of all waveband paths that are calculated in Step1. 

- B : The set of all waveband indices. 

-T P P  : The set of concatenated waveband path pairs traversed by same wavelength paths. 

-
1 2( , )p pwc : For each 

1 2( , )p p T , this function returns the number of wavelength path traversing 

1p  and 
2p .  

-
( )fiber lC : The cost to establish a fiber on a physical link l L   

- WCc :   The cost of a wavelength convertor. 

NOTE: The cost of a wavelength convertor will be iteratively updated to evaluate cost bound. 

The details will be explained in the numerical experiment part. 

 

(b) Integer variables 

(b-1) Binary variables 

-
( , )p bb : If a waveband index b B  is assigned to a waveband path p , 

, 1p bb  . Otherwise 

, 0p bb  . 

-
( , )p ly : If a waveband path p  traverses a link l L ,

, 1p ly  . Otherwise 
, 0p ly  .  

 

(b-2) Non-binary variables 

-
( , )l bf : The number of waveband paths with waveband index b B  traverse a link l L . 

- lf : The number of fibers on a link l L . That is, ( , )maxl l b
b

f m  

-
1 2( , ; )p p be : For the concatenated waveband path pair 1 2( , )p p T , if the same waveband index 

b B  assigned to both waveband paths,
1 2( , ; ) 1p p be  . Otherwise 

1 2( , ; ) 0p p be  . 
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-
1 2( , )p pn : If wavelength convertors must be inserted at the boundary of concatenated waveband 

path pair 
1 2( , )p p T , 

1 2( , ) 1p pn  . Otherwise 
1 2( , ) 0p pn 

1 2( , ) 0p pe  . 

 

(c) Constraints  

(c-1) Waveband assignment constraints: 

                             
( , ) 1 ,          p b

b B

b p P


                              (4-4)                    

 

Equation (4-4) means that each waveband path p  occupies only one waveband index.  

 

(c-2) Fiber constraints:                                            

( , ) 0,        ( , )l bf b l B L                             (4-5) 

0,        lf l L                                 (4-6) 

( , )

( , ) ( , )

1

  ,         ( , , )
p l

p b l b

y

b f p b l P B L
 

                         (4-7) 

      
( , ),         ( , )l l bf f b l B L                            (4-8) 

 

Constraints (4-5) and (4-6) ensure that the number of fiber laying on a link l is a positive 

number or zero. Equation (4-7) and constraint (4-8) show that the number of fibers laying on a 

link l is defined by the maximum number of waveband paths with same waveband index going 

through that link. 

 

(c-3) Wavelength convertor constraints: 

             
1 2( , ; ) 1 21,     ( , ; )p p be p p b T B                            (4-9) 

1 2( , ) 1 20,     ( , )p pn p p T                             (4-10) 

1 2 1 2( , ) ( , ) ( , ; ) 1 20,       ( , ; )p b p b p p bb b e p p b T B                           (4-11) 

1 2) 1 2( , ( , ; ) 1 2,       ( , ; )p p p p bn e p p b T B                         (4-12) 

 

If two waveband paths 1p  and 2p  occupy different waveband indices, by equation (4-11), 

one of 
1 2( , ; )p p be  will be 1 for some of b B . Then equation (4-12) restricts 

1 2( , )p pn  to be equal 
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or larger than 1. The minimization of objective function in (4-13) makes 
1 2( , )p pn  to be the 

minimum value in the range [1,∞), and then 
1 2( , ) 1p pn  . On the other hand, if 

1p  and 
2p  

occupy the same index, 
1 2( , ; )p p be  be always 0 for all b B . Then 

1 2( , )p pn  will be 0. 

 

(d) Objective 

1 2) 1 2

1 2

( ) ( , ( , )

( , )

( ) fiber l l WC p p p p

l L p p T

C f c n wc
 

                      (4-13) 

 

The original objective is to minimize the total cost of wavelength convertors and fibers. The 

cost function includes exact fiber cost and cost for wavelength convertors necessary for 

wavelength paths that traverse multiple concatenated waveband paths with different waveband 

indices. In the next stage for wavelength assignment, fibers/wavelength convertors may needed 

to resolve wavelength collision.  

 

(B-2) A heuristic-based waveband index assignment algorithm for hierarchical optical path 

networks that employ only wavelength convertors 

This section describes the proposed heuristic algorithm for waveband assignment substep when 

introducing waveband conversion to the hierarchical optical path networks. In assigning 

wavebands, fibers may be needed to eliminate waveband collision at links. The probability of 

adding a fiber to one link is independent from that of another link. Here, assume the probability 

of adding fiber at each link is p, so for a k-hop count waveband path, the expected number of 

additional fibers is k p  during the process of assigning a waveband index to the path. 

Although the independence of fiber addition probability does not hold exactly, the number of 

waveband/wavelength paths is relatively large and the approximation can be adopted to simplify 

the situation. 

Suppose there is a pair of concatenated waveband paths, each of which carries a group of 

wavelength paths (See Figure. 4-10). If the same waveband index is assigned to both waveband 

paths, no wavelength convertor is needed in this process (please note that the later wavelength 

path index assignment process may introduce a wavelength convertor). However, if different 

waveband indices are assigned, assign a wavelength convertor to each wavelength path at the 

boundary node. Therefore, in order to suppress the introduction of wavelength convertors, try to 

assign the same waveband index to concatenated waveband paths if they carry many 

wavelength paths. 
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  (a) Without wavelength convertor (*)              (b) With wavelength convertor 

WLP=Wavelength path, WBP=Waveband path.    

Figure 4-10. Wavelength convertor set in waveband assignment substep. 

 

In summary, it is possible to estimate the potential cost increment to accommodate a pair of 

concatenated waveband paths from the sum of the hop count of waveband paths and the number 

of wavelength paths traversing the waveband paths. The algorithm is summarized as follows: 

Step1. Let 
1 2( , )N p p be the number of wavelength paths that traverse the concatenated 

waveband path pair
1 2( , )p p . Eq. (4-14) is the cost function for

1 2( , )p p . 

 
1 2)( , 1 2 1 2max , ( , )p pC hop p p N p p                              (4-14) 

where  1 2max ,hop p p  represents the maximum of hop counts of waveband paths 
1p  

and 
2p .   

 

Step2. For all concatenated waveband path pairs where each waveband path pair 
1 2( , )p p  is 

traversed by at least one wavelength path and at least 
1p  or 

2p  is not accommodated 

yet, calculate 
1 2( , )p pC  in Eq. (1). Find the path pair ( , )i jp p with largest

( , )i jp pC . If both 

ip  and 
jp  are not accommodated yet, find a waveband index for the longest one so 

that the cost for additional fibers is minimized. For the rest, if the same waveband index 

can be assigned without adding any fibers, assign that index. Otherwise, assign a 

waveband index such that the cost of additional fibers is minimized. If ip  or 
jp  is 

already accommodated, then follow the latter half of the above procedure. Repeat until 

all waveband pairs are accommodated. 

 

NOTE: After finishing this step, all waveband paths that are not accommodated yet are 

end-to-end waveband paths; i.e. each waveband path carries only wavelength paths 

whose source and destination nodes coincide with those of the waveband path. 
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(B-3) An ILP-based waveband index assignment algorithm for hierarchical optical path 

networks that employ only waveband convertors 

Use ILP optimization to search for an assignment of waveband indices to all waveband paths 

established in Section 4.4.1 such that the number of waveband convertors is minimized. Here, 

the waveband convertors are classified into two classes; one handles express waveband paths, 

named “waveband convertor for express paths”, and the other handles groomed waveband paths 

to resolve waveband collision at intermediate grooming nodes, named “waveband convertor for 

grooming operations”. Here, express waveband paths at a node are those that pass through the 

node without grooming operation at the WXC. 

Following notation is used to formulate the waveband assignment sub-step through ILP 

optimization: 

(a) Input 

-                 The set of all unidirectional physical links 

-                 The set of all waveband paths that are calculated in Section 4.4.1. 

-                 The set of all waveband indices. 

                  (The value ranges from 1 to the maximum number of wavelength paths 

that a waveband path can accommodate) 

-           The set of pairs of concatenated waveband paths where each waveband 

path pair is traversed by at least one wavelength path. 

-              The number of fibers (obtained from Step1) in a link .  

 

(b) Integer variables 

(b-i)Binary variables 

-           If waveband index  is assigned to waveband path p, 

.Otherwise . 

-                If waveband path p traverses link , . Otherwise . 

-           For concatenated waveband path pair , if the same waveband 

index  is assigned to both waveband paths, . 

Otherwise, . 
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-            If a waveband convertor is needed to convert groomed waveband paths at 

the boundary of concatenated waveband path pair , 

. Otherwise . 

 

(b-ii) Non-binary variables 

-               The number of waveband paths with waveband index  traversing 

link . 

-   The number of waveband convertors to convert waveband paths used to 

resolve waveband collisions on a link  

 

(c) Constraints 

(c-i) Waveband assignment constraints: 

 

                           (4-15) 

  

Equation (4-15) means that each waveband path occupies only one waveband index.  

 

(c-ii) Constraints for waveband convertors for express paths: 
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The first two equations, (4-16) and (4-17), guarantee the non-negativity of the number of 

waveband convertors put on the source node of link . Equations (4-18) show the number of 

waveband convertors for express paths inserted at the source node of link . Indeed, the value 

stands for the number of waveband paths with waveband index b at link that 

cannot be accommodated by  fibers. 
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(c-iii) Constraints for waveband convertors for grooming operations:  

 

1 2( , ; ) 1 21,     ( , ; )WB

p p bcont p p b T B    
               

     (4-19) 

                        (4-20) 

                 
   (4-21)

 

                    (4-22) 

The supporting variable  is introduced to express the necessity of a waveband 

convertor at the boundary of a pair of waveband paths 
 
and . Equation (4-19) and (4-20) 

guarantee the non-negativity of the number of this type of waveband convertor. If two 

waveband paths  and  occupy different waveband indices, that is to say, for some of

, the value of ,  will be one and the other zero, and by Eq. (4-21), one of 

 will be 1, then Eq. (4-22) makes  1 since the minimization of the objective 

function restricts the variable to be the lowest value. On the other hand, if  and  occupy 

the same index, is always 0 for all . Then  will be 0. 

 

(d) Objective function:   

                        (4-23) 

The objective of ILP is to minimize the total number of waveband convertors for different 

usages. Here, waveband convertors include those that handle express waveband operations at 

any point of a waveband path at links, and those to convert groomed waveband paths to resolve 

waveband collision.  

 

(B-4) A heuristic-based waveband index assignment algorithm for hierarchical optical path 

networks that employ only waveband convertors 

The objective here is to minimize the total number of necessary waveband convertors. Herein, 

the introduction of waveband convertors for different usage is determined with the following 

process: To resolve waveband collisions at links in the express paths, the introduction of 

waveband convertors at an outgoing fiber is determined by the total hop count of the wavebands. 

On the other hand, for grooming at the node, waveband convertors may be needed to change the 

waveband indices, and the introduction of those convertors is determined by the waveband 

occupancy rate, i.e., the number of wavelengths accommodated in the waveband path. By 
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following this measure, estimate the potential waveband convertor increment for all the pairs of 

concatenated waveband paths, then in the descending order of the increment value for each 

waveband path pair, assign waveband indices to them to avoid waveband collisions as much as 

possible. The procedure of the algorithm is similar to that described in Section B-3. 

 

(B-5) A heuristic-based waveband index assignment algorithm employing both waveband 

convertors and wavelength convertors 

In this case, utilize waveband convertors to convert waveband paths at links to eliminate 

waveband collision, and employ wavelength convertors so that wavelength paths can be 

accommodated within multiple concatenated waveband paths with different waveband indices. 

(Fig. 4-11) 

 

Figure 4-11. Mitigation of waveband collision by waveband convertors. 

 

Since wavelength and waveband convertors are two different devices and their cost strongly 

depends on the technology adopted, define the relative cost value (  and ) to evaluate 

their cost-effectiveness in this process. Herein, assign waveband indices to the waveband paths 

in the following manner to reduce the potential cost increment of both waveband convertors and 

wavelength convertors. To resolve waveband collisions at links in the express paths, the 

introduction of waveband convertors at an outgoing fiber is determined by the total hop count of 

the wavebands. On the other hand, for a grooming operation at the node, wavelength convertors 

may be needed to change the wavelength indices, and their introduction is determined by the 

waveband occupancy rate, i.e., the number of wavelengths accommodated in the waveband 

path. 

In this sub-step, firstly, select wavelength paths traversing multiple concatenated waveband 

paths by a novel measure that represents the potential need for waveband/wavelength convertors 

in terms of each concatenated waveband path pair, then assigne waveband paths traversed by 

the selected wavelength path sequentially, so that the total cost of both waveband/wavelength 

convertors for each assignment can be minimized. After initial waveband index assignment, for 

each waveband path, waveband re-assignment is done to achieve a further reduction in the total 

cost of wavelength/waveband convertors needed. The algorithm is summarized as follows: 
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(Step i) Initial waveband assignment 

Let be all concatenated waveband path pairs traversed by wavelength path lp, and 

be the number of wavelength paths that traverse the concatenated waveband path 

pair . Eq. (4-24) is the cost function for each lp. 

          (4-24) 

where 
 

represents the hop count of a waveband path  that belongs to all 

waveband paths traversed by wavelength path l. The right side of Eq. (4-24) represents the 

potential cost increment of the wavelength convertor and the waveband convertor. Here, If 

 has to be accommodated in the previous waveband assignment process, .  

For all wavelength paths, lp, calculate the corresponding . In descending order of  

value, assign waveband indices to all waveband paths traversed by the corresponding 

wavelength path lp so that the potentially necessary waveband/wavelength convertors cost 

can be minimized. It should be noted that  will be updated after each waveband 

assignment process. This process is repeated until all waveband paths are processed. 

 

(Step ii) Waveband re-assignment 

In this step, simple re-assignment is achieved by searching for a waveband assignment better 

than the current one for each waveband path, i.e., to achieve a further reduction in the total cost 

of wavelength/waveband convertors needed. The applied algorithm is summarized below: 

Step (ii-0) Obtain waveband index for each waveband path from waveband assignment 

algorithm in Step i.  

Step (ii-1)  Set REPEAT = FALSE. 

Step (ii-2)  For each waveband path pi: 

(a) Set b0 = current waveband index.  

      (The value of “b0” ranges from 1 to the maximum number of wavelength paths that a 

waveband path can accommodate; it is a constant value determined in the “Initial 

waveband assignment” operation) 

(b) Remove b0 for pi 

(c) Compute  for all possible waveband indices b by Eq. (4-25). 
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Here,  represents the number of waveband paths with waveband index b while 

these waveband paths are accommodated in the same fiber at link l as pi.  

If  or kp
 
is assigned to different waveband indices ( b ) as ip , or ( , )k iN p p

be the number of wavelength paths that traverse the concatenated waveband path pair

or ( , )k ip p , else or ( , )k iN p p to be 0. 

 

(d) For each pi, calculate by Eq. (4-26). 

0( , ) ( , )         max[ ],
i i ip p b p bC bZ C                              (4-26) 

 

(e) Find waveband path p0 with largest value; assign waveband index b to waveband path 

pi, set REPEAT=TRUE. 

Step (ii-3) If REPEAT = TRUE, repeat from Step (ii-1). Otherwise, terminate. 

 

4.4.3 Wavelength index assignment  

Assign Wavelength indices to all wavelength paths in descending order of the number of 

waveband paths that each wavelength path traverses. If wavelength collision occurs, a different 

solution will be adopted according to the case: 

(C-1) Considering wavelength conversion or both waveband/wavelength conversion 

In this case, if a wavelength path traverses a pair of concatenated waveband paths with different 

waveband indices, split the path virtually at the boundary into two wavelength paths. For all 

new wavelength paths that result, assign wavelength indices in descending order of the number 

of waveband paths that each wavelength path traverses. For each assignment, minimize the 

number of wavelength convertors as much as possible while resolving wavelength collision. 

 

(C-2) Considering waveband conversion 

In this case, since waveband convertor cannot resolve wavelength collisions directly, a new 

waveband path or a new fiber is added if necessary.  
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4.5 Performance evaluation 

4.5.1 Simulation parameters 

This evaluation adopts M × M（M = 4, 5, 6）regular mesh networks (Fig. 4-12(a)), a COST266 

pan-European network (COST266, Fig. 4-12 (b), [4-21]), a US nationwide network (USnet, Fig. 

4-12 (c), [4-22]), and a Telecom Italia backbone network (Italia, Fig. 4-12 (d), [4-23]). Traffic 

demands, represented by the average number of wavelength paths requested between node pairs, 

were randomly distributed. In this paper, set the link length to be uniform (500 km) to clarify the 

topology dependence of routing performance. The generalization to the variable link length case 

is straightforward. Each fiber accommodates 8 wavebands and each waveband supports 8 

wavelengths; i.e. 64 wavelengths per fiber (Fig. 4-13). The network cost is approximated by the 

weighted sum of the numbers of switch ports, wavelength or waveband convertors, fibers, and 

optical amplifiers in addition to a constant term that represents control systems and other 

overheads as shown in Section 4.3.1. The cost ratio between waveband convertor, wavelength 

convertor and NNI of WXC port is set at 2:1:1 initially. 

 

 

(a) M × M regular mesh network 

 

 

(b) COST266 pan-European network 
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(c) US nationwide network 

 

     

(d)Telecom Italia backbone network 

Figure 4-12. Network topologies. 

 

 

Figure 4-13. Capacity of fiber/waveband path. 

 

4.5.2 Comparison between ILP-based and heuristic-based waveband index 

assignment algorithm 

A) Hierarchical optical path networks introducing wavelength conversion 

Currently utilized single-layer optical path networks [4-8] are adopted as the benchmark to 

verify the effectiveness of hierarchical optical path networks introducing wavelength/waveband 

conversions. It should be noted that the impact of introducing wavelength convertors to 
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single-layer optical path networks has been shown to be very limited [4-20], so any conversion 

is not assumed in single-layer optical path networks. Figure 4-14 shows the cost ratio of 

proposed hierarchical optical path networks by using ILP-based (WC-ILP, Section 

4.4.2-B-1)/heuristic-based (WC-ILP, Section 4.4.2-B-2) methods. As shown in Fig. 4-14, for a 

5x5 regular mesh network, the result of ILP-based method is available only in the small traffic 

demand area due to its intensive computation load. On the other hand, the proposed 

heuristic-based method can obtain the results in a wide traffic demand area including a large 

traffic demand area (Please see the results shown in Section 4.5.3), while almost a same results 

can be achieved compared with the ILP method. Furthermore, the computation time of the 

proposed algorithm is much shorter than that of the ILP-based method. Although the 

computation time for the ILP-based method strongly depends on the acceptable gap, when the 

average number of wavelength paths requested between node pairs is 1, the ILP-based method 

takes 7 days while the proposed one takes only about 1 minute. For the next section, to analyze 

a larger network topology and a wide traffic demand area, the heuristic-based waveband 

assignment algorithm is adopted hereafter. 

 

Figure 4-14. Cost comparison between hierarchical and single-layer optical path networks. 

 

B) Hierarchical optical path networks introducing waveband conversion 

Figure 4-15 depicts the obtained normalized network costs for hierarchical optical path 

networks considering waveband conversion, in comparison to single-layer optical path network 

cost. Here, compare the results from different algorithms used in the waveband assignment 

sub-steps: an ILP-based algorithm (WBC-ILP, Section 4.4.2-B-3) and a heuristic-based one 

(WBC-Heu, Section 4.4.2-B-4). Similar with the case for hierarchical optical path networks 

introducing wavelength conversion, the results in Fig. 4-15 prove that the heuristic-based 

waveband assignment algorithm can achieve almost the same performance as the ILP-based 

algorithm. The simulation time for different strategy is similar with the case shown in the 

previous section. Therefore, the heuristic-based waveband assignment algorithm is adopted 

hereafter. 
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Figure 4-15. Cost comparison between hierarchical and single-layer optical path networks. 

 

4.5.3 Introduction impact of wavelength/waveband conversion  

A) Cost reduction achieved by introducing wavelength/waveband conversion for hierarchical 

optical path networks against comparable single-layer optical path networks 

Figure 4-16 shows the obtained normalized network costs for hierarchical optical path networks 

that utilize only waveband conversion (WBC), only wavelength conversion (WC), and both of 

them (Mix), in comparison to single-layer optical path network cost with different network 

topologies. It demonstrates that by introducing either or both of waveband/wavelength 

conversion, hierarchical optical path networks can be more cost-effective than the conventional 

single-layer optical path networks over a wide range of traffic demand including the small 

traffic demand area where the algorithm [4-6], which does not consider wavelength nor 

waveband conversion (w/o WC or WBC), cannot offer any reduction. The degree of cost 

reduction is enhanced as the traffic demand volume increases due to the improvement in the 

utilization efficiency of each waveband. The degree of cost reduction is also enhanced as 

network size increases. This mostly stems from the increase in average hop count of each 

waveband, which is determined by network size. 
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(a) Regular network topologies                (b) Irregular network topologies 

Figure 4-16. Cost comparison between hierarchical and single-layer optical path networks by 

different network topology. 

 

Next, evaluate the upper bound of wavelength/waveband convertor cost that permits the 

hierarchical optical path networks to be cost-effective compared with the single-layer optical 

path networks. It shows the allowable bound of the convertor cost for the hierarchical optical 

path networks, and hence it can be regarded as a cost target for wavelength/waveband 

convertors for hierarchical optical path networks. Suppose that the number of utilized 

wavelength/waveband convertors is #WC/#WBC, and that hierarchical optical path network 

cost (cH) should be less than that of an equivalent single-layer optical path network (cSL). The 

upper bound cost is determined by cWC (or cWBC) = (cSL – cH) / (#WC or #WBC). Figure 4-17 

shows that as traffic demand increases, the bound increases. It also demonstrates that 

hierarchical optical path networks that introduce waveband convertors can be cost-effective 

even when the waveband convertor cost is relatively high. Please note that in some small traffic 

demand areas, for 4x4, US nationwide and COST266 pan-European networks, cost reduction 

cannot be achieved even if the cost of wavelength/waveband convertor is 0. 
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Figure 4-17. Bounds of (a) waveband or (b) wavelength convertor cost that attain cost 

reduction from the comparable single-layer optical path networks. 

 

B) Cost reduction achieved by introducing wavelength/waveband conversion for hierarchical 

optical path networks  

Figure 4-18 compares the costs achieved by introducing either or both wavelength/waveband 

convertors to hierarchical optical path networks, relative to those of the corresponding 

hierarchical optical path networks that do not apply any conversion [4-6] for the 5x5 regular 

mesh network and COST266 pan-European network. It shows that by introducing 

wavelength/waveband conversion, a significant cost reduction can be achieved in a wide area of 

traffic demand, and that the largest cost reduction can be attained by utilizing both types of 

convertors. This effectiveness, however, declines as traffic volume increases. This is because as 

the traffic demand between node pairs approaches the waveband capacity, direct waveband 

paths between source and destination nodes effectively accommodate the traffic, so 

wavelength/waveband convertors are seldom needed. This phenomenon can be seen in Fig. 4-19, 

which plots the number of necessary wavelength/waveband convertors for different schemes. It 

also demonstrates that with applying both types of conversion, even just a few waveband 

convertors (Mix(#WBC)) can significantly reduce the necessary number of wavelength 

convertors (Mix(#WC)), compared to that when only wavelength convertors are used (WC). 

This indicates that even when waveband convertor cost is relatively high; employing both types 
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of convertors can well reduce the cost of hierarchical networks. Of course, the increases in 

complexity possible with using both convertor types should be considered from the operational 

viewpoint. 

 

 

(a) 5x5 regular mesh network 

 

 

(b) COST266 pan-European network 

Figure 4-18. Cost reduction achieved by introducing conversion. 

 

0

400

800

1200

1600

2000

0 1 2 3 4 5 6 7 8

R
e
d

u
ct

io
n

 a
ch

ie
v
e
d

 b
y

 

in
tr

o
d

u
ci

n
g
 c

o
n

v
e
rs

io
n

(W
X

C
(N

N
I)

 p
o
rt

 c
o
s
t 

=
1

)

Average number of wavelength paths requested  

between node pairs

WBC WC Mix

0

400

800

1200

1600

2000

2400

0 1 2 3 4 5 6 7 8

R
e
d

u
c
ti

o
n

 a
c
h

ie
v
e
d

 b
y

 

in
tr

o
d

u
ci

n
g
 c

o
n

v
e
r
s
io

n

(W
X

C
(N

N
I)

 p
o
r
t 

c
o
s
t=

1
)

Average number of wavelength paths requested  

between node pairs

WBC WC Mix



Chapter 4 – Hierarchical Optical Path Networks with Wavelength/Waveband Conversion 

65 

 

(a) 5x5 regular mesh network 

 

(b) COST266 pan-European network 

Figure 4-19. Number of necessary wavelength/waveband convertors. 

 

Next the upper bound of wavelength/waveband convertor cost is estimated compared with 

the comparable hierarchical optical path networks that do not utilize waveband/wavelength 

conversion. Figure 4-20 verifies that the cost bound for the waveband convertor is still higher 

than that of the wavelength convertor in a wide traffic demand area, especially in the small 

traffic demand area. It also shows that wavelength/waveband convertors can reduce the cost of 

hierarchal optical path networks. Especially in the low traffic demand area, even relatively high 

wavelength/waveband convertor cost allows the cost of hierarchical optical path networks to be 

reduced. Its effectiveness is verified on different network topologies, regardless of network size 

examined. The results show little dependency on topology or parameter setting. 
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(a) Waveband convertor cost bound 

 

 

(b)Wavelength convertor cost bound 

Figure 4-20.  Convertor cost bound that can reduce cost of hierarchical optical path network. 

 

The effects of the relative cost of wavelength and waveband convertors are also analyzed for 

networks that utilize wavelength and waveband convertors. Suppose that the total number of 

utilized wavelength/waveband convertors is (#WC + #WBC), and that hierarchical optical path 

network cost (cH) should be less than that of an equivalent single-layer optical path network 

(cHW). The upper bound of wavelength convertor cost is determined by 

                             (4-27) 

Figure 4-21 shows the obtained wavelength convertor cost bound for different traffic 

demands (“d” means the average number of a wavelength paths requested between node pairs) 

against the given relative cost of waveband convertors. The results also verify that, by 

appropriately introducing both wavelength/waveband convertors, hierarchical optical path 

networks can still achieve cost reduction effectiveness over a wide traffic demand area with a 

wide relative cost range of waveband convertors. 
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(a) 5x5 regular mesh network 

 

 

(b) COST266 pan-European network 

Figure 4-21. Wavelength convertor cost bound against different waveband convertor costs that 
can reduce cost of hierarchical optical path network for different traffic demand values. 

 

4.5.4 Sensitivity analysis 

A) Dependence of costs on network size 

Figure 4-22 shows the normalized network costs for hierarchical optical path networks 

introducing both wavelength/waveband conversions with different network topology sizes (N: 

the number of nodes in the topology). The result demonstrates that the hierarchical optical path 

network can be more cost effective than the conventional single layer optical path network over 

a wide range of traffic demands. Moreover, the cost reduction effectiveness is enhanced as the 

network topology size increases. This is because the average length (hop count) of waveband 

paths establishing in the network increases as the network topology size increases which 

exploits the advantages of waveband paths in minimizing the required port count necessary in 

the intermediate nodes. 

 

0

4

8

12

16

20

0 10 20 30 40

W
a

v
e
le

n
g
th

 c
o
n

v
e
rt

o
r 

co
st

 (
b

o
u

n
d

)

/W
X

C
(N

N
I)

 p
o
rt

 c
o
st

Waveband Convertor Cost / WXC(NNI) port cost

d=0.2

d=0.6

d=1

d=2

d=6

0

4

8

12

16

20

0 10 20 30 40

W
a

v
e
le

n
g
th

 c
o
n

v
e
rt

o
r 

co
s
t 

(b
o
u

n
d

)

/W
X

C
(N

N
I)

 p
o
rt

 c
o
s
t

Waveband Convertor Cost / WXC(NNI) port cost

d=0.2

d=0.6

d=1

d=2

d=6



Chapter 4 – Hierarchical Optical Path Networks with Wavelength/Waveband Conversion 

68 

 

Figure 4-22. Cost comparison between hierarchal and single-layer optical path networks                   

for different network size. 

 

B) Dependence of costs on waveband capacity 

Waveband capacity, W, is one of the critical parameters determining the effectiveness of 

hierarchical optical path networks. Generally, a small W value offers a smaller link cost but 

higher node cost; waveband utilization is increased while the number of wavebands and hence 

that of optical ports are increased. In this section, the impact of different W is evaluated for 

hierarchical optical path networks examining on a 5x5 regular mesh network. 

Herein, estimate normalized network costs for hierarchical optical path networks (Figure 

4-23: with waveband and wavelength conversion, Figure 4-24: without waveband/wavelength 

conversion) against the comparable single-layer optical path networks with different W. To 

obtain the result over a wider traffic demand area, for the case of introducing both types of 

convertor, set the waveband/wavelength convertor cost to be 0 for simplicity (this assumption 

yields the upper bound of available cost reduction).  

 

Figure 4-23. Cost comparison between hierarchical (with both waveband/wavelength 
conversions) and single-layer optical path networks with different waveband capacity. 
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Figure 4-24. Cost comparison between hierarchical (without considering any type                     
of conversion) and single-layer optical path networks with different waveband capacity [4-6]. 

 

Figure 4-23 shows that, regardless of waveband capacity, by introducing 

wavelength/waveband conversion, hierarchical optical path networks can be cost-effective over 

a wide traffic demand area. The capacity of W=4 results in the least cost reduction because of a 

fall in port reduction when traffic demands are large. On the other hand, though in the small 

traffic demand area, W=16 offers almost no cost reduction because of the low utilization ratio of 

waveband paths, the cost reduction increases with increasing traffic demand as the waveband is 

filled. It should be noted that, compared with the results in Fig. 4-24, in Fig. 4-23, for the area 

where the average number of wavelength paths between each node pair is between 5 and 10, the 

cost reduction for W=16 is relatively small. This is because in this traffic demand area, the 

utilization ratio of waveband paths is relatively low. Moreover, since each fiber can only 

accommodate 4 waveband paths, the possible frequent waveband contention tends to add costly 

fibers to resolve waveband collision. Therefore, in general, W should be large enough to offer 

some port reduction effect, and cost reduction is maximized when W is equal to or slightly 

larger than the given average traffic demand.  

 

 

4.6 Summary 

Routing and waveband/wavelength assignment algorithms are proposed for hierarchical optical 

path networks that utilize either of both wavelength/waveband convertors to investigate their 

impact. The results demonstrate that, by utilizing both wavelength and waveband convertors, 

hierarchical optical path networks can be cost-effective over a wide traffic demand area, and the 

wavelength/waveband convertor cost bound that makes the introduction of conversions effective 

was elucidated. The technologies of wavelength/waveband conversion, in particular in the 

optical domain, are not mature yet, but the investigations done in this thesis will provide a 
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useful guideline for the target cost that makes the conversion effective in creating cost-effective 

photonic networks. 
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Chapter 5 

SEMI-FLEXIBLE GRID OPTICAL PATH NETWORKS 

 
This chapter presents a novel semi-flexible grid optical path network where each specific bitrate 

signal uses its own dedicated fixed grid and one edge of its frequency grid is anchored at a 

specific frequency. The proposal is expected to retaining the high spectral utilization efficiency 

that can be achieved with the flexible grid networks while it can utilize almost the same 

hardware as the currently cost-effective fixed grid systems. In this chapter, the challenges of 

actively studied flexible grid networks are explained, and then, the concept of proposed 

semi-flexible grid networks, including the signal frequency allocation strategy, is described. At 

last, the architecture of the proposed semi-flexible grid network is illustrated, and the future 

tasks of the proposal are also discussed. 

 

5.1 Introduction 

Wavelength routing networks that utilize ROADMs [5-1] have been extensively introduced to 

cope with the rapid penetration of broadband/high-speed mobile access. These ROADMs are 

equipped mostly with fixed add/drop capabilities. To support the future broadband advanced 

wavelength services [5-2], the dynamic operation of wavelength paths is necessary. Enhanced 

optical layer flexibility is also critical to attain optical layer protection/restoration and to enable 

future advanced SDN (Software Defined Networking, which allows switches to be virtualized 

along with storage and compute/transport resources) [5-3]. As a result, ROADMs with so-called 

C/D or C/D/C (Colorless/Directionless/Contentionless) add/drop capabilities are required; to 

this end, various add/drop architectures have been discussed [5-4]-[5-6].      

To achieve a high fiber transmission capacity, maximizing the spectral utilization with 

minimum cost increment (minimizing link cost) is an important issue. Flexible grid optical path 

network uses a minimum frequency slot granularity (e.g., 12.5 GHz, the standardizations can be 

found in [5-7]) and can allocate multiple frequency slots as needed [5-8]-[5-11]. Therefore, it 

can possibly maximize the fiber utilization efficiency. More details about flexible grid networks 

can be found in Chapter 3. However, this benefit is obtained at the cost of using a set of 

sophisticated technologies (such as CO-OFDM [5-12] and Nyquist-WDM [5-13], See Chapter 

3.2), and as a result, high system cost (especially the node cost) and operation cost are required. 

In particular for metro networks, node cost dominates and the relative link (fiber) cost can be 

much smaller than that of core network segment. 

Another practical issue comes from the network evolution scenario. With most large carriers, 

few kinds of transmission systems generally co-exist so optimization of overall network design 

and operation is possible [5-14]. In other words, old generation systems will be generally 
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replaced fiber by fiber. Therefore, this chapter discusses flexible grid systems that can be most 

effectively applied widely, including the metro segment. More specifically, the bitrates 

considered here are a small set of those that have been standardized in ITU-T so far and future 

plausible higher bitrates; full coverage of highly granular bitrate signals is not considered. 

In this chapter, a novel semi-flexible grid optical path network, where each specific bitrate 

signal uses its own dedicated fixed grid and one edges of its frequency slot width is anchored at 

a specific frequency, is proposed. Herein, according to the flexible grid definition [5-7], 

frequency slots are defined with 12.5 GHz slot width granularity and 6.25 GHz central 

frequency granularity, instead of a grid. Since in the semi-flexible grid network, each bitrate 

signal is aligned with a fixed grid that is specific to each bitrate, current cost-effective fixed grid 

based hardware can be utilized. The details of the aforementioned contents will be explained in 

this chapter. 

 

5.2 Concept of semi-flexible grid strategy 

Figure 5-1 shows channel frequency allocation examples for: (a) ITU-T fixed grid, (b) flexible 

grid, and (c) proposed semi-flexible grid. With the flexible grid [Fig. 5-1(b)], the channel central 

frequencies of different bitrate signals can be arbitrarily selected with a minimum granularity of 

6.25 GHz provided no channels overlap.  

The proposed semi-flexible grid network can attain the same frequency slot granularity as 

the flexible grid network, but each set of same bitrate channels is located in a fixed frequency 

slot width that is determined specifically to suit the channel bitrate and modulation format. Fig. 

5-1(c) illustrates a simple channel frequency allocation example for the proposed semi-flexible 

grid. In this example, three types of bitrate signals are processed sequentially, and each types of 

bitrate signal can only assigned to the fixed grid that is equal to the required slot width occupied 

by the respective bitrate. Moreover, the edges of different frequency slot arrangements are 

anchored at specific frequencies. This anchored frequency slot assignment scheme can be 

expected to reduce the spectrum fragmentation (The details will be presented in Chapter 6.2) 

triggered by iterative path setup/release operations. It should be noted that, this scheme is 

different from present MLR (Mixed Line Rate、Figure 5-1(a)) systems where different line rate 

channels are accommodated on a single fixed grid (e.g., 50/100 GHz spacing). Since each bitrate 

signal is aligned using a fixed grid that is specific to each bitrate, the interfaces of a 

semi-flexible grid network can be developed as for a fixed grid, whose bitrate depends on the 

client side interface. 
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Figure 5-1. Comparison of (a) ITU-T fixed grid, (b) flexible grid,                              

and (c) semi-flexible grid. 

  

5.3 Semi-flexible grid network architecture 

Figure 5-2 shows a model for proposed semi-flexible grid ROADM architectures that offer 

C/D/C function (Please compare the ones for the flexible grid networks shown in Fig. 3-4). The 

ROADM architecture includes a wavelength drop part, a wavelength add part and a wavelength 

express part. Since the proposed semi-flexible grid networks use a same frequency granularity 

as the conventional flexible grid networks, bandwidth-variable OXCs are required at the 

wavelength express part. For the semi-flexible grid networks, the bitrate specific frequency slot 

width (frequency grid) enable each client system (router) interface-card uses a fixed bitrate 

receiver, which is the same as that for fixed grid systems. In the wavelength add side, when 

tunable lasers are used for the transponder, the tunability follows that of the fixed grid system. 

On the other hand, in the wavelength drop side, cost-effective tunable filters can be utilized at 

wavelength drop part, which are the same as those used for fixed grid systems. Tunable filter is 
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one of the key devices for creating cost-effective C/D/C ROADM architecture, and its 

manufacturing technique is rapidly developed. For example, for a novel fixed grid based tunable 

filter architecture shown in Fig. 5-3, all the functions are integrated on a small PLC chip (it 

combines arrayed waveguide grating and optical switches with the use of asymmetric 

Mach-Zehnder interferometer), and its feasibility is confirmed through transmission 

experiments [5-15]. Further size reduction and cost-effective implementation will be possible in 

the future by the use of silicon photonics technology. 

 

 

Figure 5-2. A model for a semi-flexible grid ROADM architecture offering C/D/C function. 

 

 

 

Figure 5-3. Prototype of a cost-effective tunable filter for fixed grid network [5-15]. 

 

Figure 5-4 compares a simplified model for the flexible and semi-flexible grid ROADM 

architectures that offer C/D/C function. For the flexible grid networks, the tunable filter at the 

drop side of the ROADM needs to tune both passband center frequency and passband 
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bandwidth with a granularity of 6.25 GHz and 12.5 GHz, respectively. This tunable filter 

function is possible with coherent detection or with WSSs. Coherent detection [5-16] is rather 

expensive and may take substantial time to be extensively deployed including metro area where 

non-coherent transmission can be substantially utilized for a certain period of time in the future; 

WSSs are also expensive devices and the port counts of commercially available WSSs are still 

limited to 20+ and expansion will not be easy [5-17].  

Fortunately, the fixed grid based ROADMs that can be utilized in semi-flexible grid 

networks have much relaxed filter requirement compared with the flexible grid ones, and hence 

are more cost-effective. The filter only needs to tune its passband center frequency (6.25 GHz) 

on the fixed grid and the passband bandwidth matches the bitrate of the client system (router) 

interface card.  

 

 

Figure 5-4. Example model for (a) proposed semi-flexible grid and                                
(b) conventional flexible grid ROADMs with C/D/C function. 

 

Figure 5-5 compares different channel frequency allocation strategies described so far. For 

flexible grid networks, high spectral efficiency is realized at the cost of hardware 

implementation complexity (cost). On the other hand, the existing fixed grid networks have 

much relaxed hardware requirements, and so are cost-effective in terms of hardware. The best 

approach is to combines both superiorities; the high spectral utilization offered by the flexible 

grid networks without additional hardware complexity (i.e., utilize existing fixed grid based 

hardware as much as possible). The proposed semi-flexible networks can be regarded as a 

subset of the flexible grid networks, but new advantages are created by the proposed scheme: 

transponder simplification which includes filter simplification. It should be noted that, the 

universal transponder is still very costly although the cost (also energy consumption) of 
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different types of transponders strongly depends on the adopted technology and required 

frequency grid. Related literature released by the telecommunications equipment vendor proved 

that the total network cost (also energy consumption) is dominated by the transponder cost 

/energy consumption [5-18], and the cost/energy consumption of flexible grid based transponder 

(CO-OFDM) is much higher than that of the fixed grid based transponder utilized by our 

proposed semi-flexible grid networks. Table 5-1 summarizes the cost (normalized) and energy 

consumption of different WDM network components obtained from different literatures. 

 

Table 5-1. Cost (normalized)/energy consumption of different WDM network components 

Item Ref. [5-19] Ref. [5-20] Ref. [5-21] 

Cost Cost Power (W) Power (W) 

 

 

 

 

Transponder 

 

Fixed  

grid 

 

10G 1 1 47 34 

40G 3 2.5 125 98 

100G 6 3.75 215 188 

400G n/a 5.5 330 n/a 

 

Flexible 

grid 

 

10G 6 3.75 215 108.16 

40G 6 3.75 215 158.653 

100G 6 3.75 215 259.63 

400G n/a 5.5 400 n/a 

 

OXC 

Fixed grid n/a 3.75
†
 430 85·N + 150

††
 

Bandwidth- 

variable 

n/a 4.68 430 85·N + 150
††

 

Amplifier   (1 per degree) n/a n/a 145  170 

†
  The cost of a fixed grid based WSS is 12, 000 €.  

††  
N: Number of fibers that the node connects to other node 

 

In the future, as technology advances, the universal transponder can be expected to be a 

cost-effective way of implementing dynamic bitrate-adaptive optical path services. However, in 

this thesis, a dynamic fixed bandwidth optical path service where the client interface speed does 

not change dynamically is assumed. In this case, making the best use of the current fixed-grid 

based transponders will be a feasible solution without waiting for implementation of the future 

dynamic optical level traffic management scenario. Therefore, a novel semi-flexible grid 
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network that can enhance frequency utilization while utilizing current fixed-grid based 

transponders is proposed.  

Another important issue is the management of bitrate signals variation: the conventional 

flexible grid network can smoothly manage different bitrate signals since universal transponders 

are utilized. However, as mentioned before, in the aspect of network evolution scenario, with 

most large carriers, few kinds of transmission systems generally co-exist so optimization of 

overall network design and operation is possible. Therefore, the bitrates considered here are a 

small set of those that have been standardized in ITU-T so far and future plausible higher 

bitrates. Therefore, with the introduction of future SDN technologies [5-3], the proposed 

semi-flexible grid networks can also manage the bitrate signals variation. As a result, cost 

effective semi-flexible networks can be created by adopting the semi-flexible grid strategy.  

The proposed semi-flexible network can be regarded as a subset of the flexible grid network, 

but new advantages are created with our proposed scheme: transponder simplification which 

includes filter simplification. The next important task here is to evaluate the performance of the 

proposed network in terms of the amount of traffic that can be carried on the same fiber 

networks. The network performance evaluation for the proposed semi-flexible grid networks 

will be discussed in Chapter 6 in details. 

 

 

Figure 5-5. Comparisons of different channel frequency allocation strategies. 
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5.4 Summary 

A novel elastic optical path network, called as semi-flexible grid network which utilizes an 

anchored frequency slot assignment that is defined selectively for each bitrate signal, is 

proposed. Compared with the conventional flexible grid networks, the proposed ones can 

significantly mitigating hardware requirements by utilizing the currently cost-effective fixed 

grid based hardware. The proposed approach yields flexible grid systems with much reduced 

hardware requirements and will be a viable approach to realizing flexible bandwidth networks 

cost-effectively. 
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Chapter 6 

DEVELOPMENT OF FLEXIBLE/SEMI-FLEXIBLE 

GRID NETWORKS DESIGN ALGORITHM 

 
This chapter presents a novel disruption-minimized dynamic rerouting and spectrum 

defragmentation algorithm that addresses blocking ratio equalization on different bandwidth 

signals in flexible grid networks and the proposed semi-flexible grid networks (the details can 

be found in Chapter 5). The blocking ratio inequality among channels stems from non-uniform 

frequency bandwidth allocation to different channels, which is unique to flexible/semi-flexible 

grid networks. The non-uniform assignment also causes more frequent channel set-up blocking 

due to the severe fragmentation that is possible in the frequency domain. To resolve these issues, 

a dedicated bandwidth reservation technique for the broadest bandwidth paths is introduced to 

cope with the inequality issue, and the path blocking ratio is reduced by applying rerouting and 

spectrum defragmentation technique. Numerical evaluations verify that combining these 

techniques can maximize network performance including blocking ratio and equality. The 

results also confirm that semi-flexible grid networks can achieve almost the same performance 

as the currently proposed flexible grid solution. Since the former have much relaxed hardware 

requirements, this novel approach is expected be a viable solution to realizing future flexible 

bandwidth networks cost-effectively. 

 

6.1 Introduction 

Transmission systems that accommodate 100 Gbps signals have been widely introduced in the 

backbone network to cope with the relentless traffic increase. Unfortunately, the existing fixed 

grid system cannot efficiently support higher bitrate signals, such as 400 Gbps and 1 Tbps. 

Maximizing fiber spectral utilization is a critical issue to attain cost-effectiveness, and hence 

flexible grid optical path networks [6-1]-[6-3] have been proposed and standardized in ITU-T 

[6-4]. The flexible fine frequency tunability offered enables the efficient use of fiber spectrum 

resources but this benefit is offset by the higher hardware costs than present fixed grid based 

networks. A novel semi-flexible grid network architecture was proposed (See Chapter 3) where 

each specific bitrate signal is aligned to a fixed grid that is specific to each bitrate, and hence 

current cost-effective fixed grid based hardware can be utilized. However, the network 

performance that can be achieved by the semi-flexible grid networks is still unknown. 

   Spectrum fragmentation is a critical issue impacting network performance for not only 

conventional flexible grid networks, but also the proposed semi-flexible grid networks. During 

the dynamic operation, since spectrum slots are allocated dynamically and non-uniformly 



Chapter 6 – Development of Flexible/Semi-flexible Grid Networks Design Algorithm 

84 

(diverse slot widths required for different bitrate signals), unusable spectral gaps (too narrow to 

accommodate new paths) will multiply. This fragmentation degrades the spectral utilization 

efficiency. To solve this problem, several spectrum defragmentation techniques have been 

proposed for flexible grid networks, such as re-optimization [6-5], push-and-pull 

defragmentation [6-6], and make-before-break (MBBR) defragmentation [6-7]. Indeed, by 

introducing defragmentation techniques, the network performance can be certainly improved for 

flexible grid networks but their effectiveness in semi-flexible gird networks is still unknown. 

Moreover, most spectrum defragmentation techniques tend to focus on reducing the blocking of 

relatively small bitrate channels while ignoring or increasing the blocking of high bitrate 

channels that occupy broader frequency bandwidth. This fundamental blocking ratio inequality 

can degrade service quality. 

In this chapter, a novel disruption minimized dynamic rerouting and spectrum 

defragmentation (using make-before-break technique) and blocking ratio equalization 

techniques (introducing exclusive area size for highest bitrate signal) are presented for both 

flexible grid and semi-flexible grid networks. The MBBR technique establishes rerouting paths 

on alternative routes and assigns frequency slots before releasing the original paths, which can 

minimize the disruption time. Moreover, when coupled with delay management techniques 

defined for optical transport network [6-8] that include electrical buffer memory management, 

truly hitless rerouting can be realized. The MBBR-based rerouting technique is proved to be 

effective in enhancing the network integrity of flexible grid networks [6-7]. Meanwhile, to 

alleviate the blocking ratio inequality among different bandwidth channels, reserve an exclusive 

contiguous frequency slot area in a fiber for the highest bitrate channels. Analyses demonstrate 

that by combining these two techniques, the proposed algorithm can improve the network 

performance for both flexible and semi-flexible grid networks significantly over wide parameter 

ranges. The results also verify that semi-flexible grid networks that utilize aligned frequency 

slot assignment can achieve almost the same performance as flexible grid networks, which 

conclusively confirms the effectiveness of semi-flexible grid network proposal. 

 

6.2 Spectrum fragmentation for flexible/semi-flexible grid networks 

For conventional fixed grid networks, the establishment of a path with a large hop count tends 

to be blocked more often due to the wavelength continuity constraint, i.e., the same wavelength 

must be assigned to a path in all fibers traversed. This issue becomes more obvious in both 

flexible grid and semi-flexible grid networks. In this case, a set of contiguous frequency slots 

must be commonly available in all traversed fibers and reservation is often prevented by the 

occupation of some of these slots by other paths. During the dynamic path setup/release 

operation process, the path routing and frequency slot assignment for an arriving connection 

tend to diverge from the optimal path accommodation condition, and eventually, the spectrum 

area is fragmented and may not accommodate a new connection even though each fiber has 

many unoccupied slots. This fragmentation degrades the spectrum utilization efficiency (i.e., 
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causes high path set-up blocking ratios), and this is most evident with higher bitrate signals 

which occupy broader bandwidths. 

Figure 6-1 shows an example of a blocking ratio distribution among different bitrate signals 

on flex/semi-flex networks; the evaluation considered a 6x6 regular mesh network. In this 

evaluation, 4 different types of bitrate signals (Table 6-1, “SP”, abbreviation of Slot width 

Pattern, represents the pattern of required slot widths for each assumed bitrate signals.) were 

generated with the same ratio among bitrates. The results demonstrated that for both the 

semi-flexible and flexible grid networks, more than 90% of path setup blocking is caused by the 

1 Tbps signals, which occupy the broadest bandwidth in the assumed bitrate signals. 

The objective of this study is to improve the network blocking performance while resolving 

the blocking ratio inequality caused by the non-uniform bandwidth assignment for both flexible 

grid and proposed semi-flexible grid networks. 

 

 

Figure 6-1. Comparisons of blocking distribution per bitrate signal. 

 

Table 6-1. Four different slot widths allocated in terms of m:                                      

multiple of 12.5 GHz for different bitrate signals 

 40 Gbps 100 Gbps 400 Gbps 1 Tbps 

SP1 (Ref.[6-2]) 3 4 7 16 

SP2 (Ref.[6-2]) 3 3 7 16 

SP3 (Ref.[6-3]) 4
 

4 6 12 

  SP4  4 4 8 16 

 

6.3 Disruption minimized in spectrum defragmentation 

For conventional fixed grid networks, rerouting is a viable and cost-effective approach to 

decreasing the path set-up blocking. An extension of this technique, the so-called rerouting and 

spectrum defragmentation has also widely been studied for flexible grid networks. The authors 

of [6-5] formulated the defragmentation problem as an ILP and proposed two heuristic 
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algorithms to obtain sub-optimal solutions. However, the re-optimization process involves 

cutting off existing paths for reconfiguration, which causes service interruption. In [6-6], the 

authors proposed a push-and-pull technique which performs defragmentation by crawling over 

the contiguous unoccupied frequency range along the same route of the original path. This 

technique can prevent service interruption, but the relocation to the other route or to another 

unused frequency range separated by the existing other paths is limited. In [6-6], the authors 

proposed a MBBR technique in which paths are established on alternative routes and assigned 

frequency slots before releasing the original paths, which can minimize the disruption time. 

Furthermore, if a delay adjustment mechanism that can absorb the delay differences between 

original and rerouting routes is introduced at the signal receiving side, hitless rerouting will 

become possible. This can be achieved by using the phase information of digital paths as 

standardized in the optical transport network process [6-8]. It should be noted that for high 

bitrate signals, hitless rerouting becomes difficult since large-capacity memories are required. In 

this situation, the distance difference between original and rerouting routes may need to be 

limited. The differences among these 3 rerouting techniques are summarized in Fig. 6-2.  

In this study, for dynamic optical path control in both flexible and semi-flexible grid 

networks, an MBBR rerouting technique [6-6] is introduced since this technique can achieve not 

only a good network performance, but also a smooth network operation compared with the other 

rerouting candidates. Figure 6-3 illustrates the process of MBBR technique: When a new path is 

blocked, an alternative path for the existing path that blocks the new path is established. After 

the existing path is switched to its alternative route, the existing path is released and the new 

path is accommodated. This defragmentation technique can cover all spectral areas/existing 

paths, and a significant improvement in network blocking performance can be expected for 

proposed semi-flexible grid networks.  

 

 

Figure 6-2. Mechanism for different defragmentation technologies. 
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Figure 6-3. Outline of make-before-break rerouting mechanism. 

 

6.4 Reservation of exclusive spectrum area for high bitrate channel 

For both flexible and semi-flexible grid networks, reducing the imbalance in blocking ratios 

caused by the non-uniform frequency bandwidth assignment (as presented in the example in Fig. 

6-1) is also a critical issue. For the case without rerouting, several techniques [6-9]-[6-10] have 

been proposed to solve this problem in flexible grid networks. The authors in [6-9] proposed an 

approach to divide the available fiber spectrum range into several non-overlapping areas where 

the same bitrate signals are assigned to each specific area exclusively (Fig. 6-4 (a)). Although 

uniform bandwidth allocation can be achieved in each area, ideal gapless packing will not be 

possible because routes of paths are different. Moreover, the bandwidth ratios of those areas will 

not match the bitrates due to the ever-changing traffic distribution. Therefore, common 

utilization of the available frequency range by all bitrate paths can reduce the unused gaps 

substantially. The authors in [6-10] introduced area-based frequency slot assignment, i.e., for 

each bitrate signal, first try to allocate it within a preferential zone, if no available space exists 

in the zone, try the other area (Fig. 6-4 (b)). An improved strategy was proposed in [6-9], where 

a hybrid shared area is created and in each area, the type of bitrate signals that can be shared is 

limited (Fig. 6-4 (c)). In both strategies, however, it is still difficult to obtain optimal 

partitioning solutions given the ever-changing traffic distribution, particularly in the case of 

multiple fibers on each link. 
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Figure 6-4. Example of spectrum assignment strategy for different conventional methods. 

 

In this study, a novel spectrum assignment strategy that reserves an exclusive spectrum area 

for high bitrate signals is proposed. Figure 6-5 illustrates an example of our proposed 

reservation strategy. In this example, signal bit rates are 10 Gbps, 40 Gbps and 100 Gbps. The 

exclusive area is located at the edge of spectrum resource of each fiber while the remaining 

resources are called the free area. The exclusive area is reserved for 100 Gbps signals since they 

have the broadest bandwidth in this example. Here, the exclusive area size (W) is defined as the 

maximum number of respective bitrate signals that can be reserved in the exclusive area. The 

size of the exclusive area is set to be twice (W=2) the bandwidth necessary for the 100 Gbps 

signal in this example. During spectrum assignment, if the exclusive area has no space left to 

accommodate a new 100 Gbps signal connection, the free area (the green area in Fig. 6-5) can 

also be utilized for the new 100 Gbps signal, while the other bitrate signals (10/40 Gbps) cannot 

utilize the exclusive area even if it has unused resources. This method can reduce high blocking 

ratio for the highest bitrate channels, without imposing a strict separation on the available 

frequency range for each bitrate signal (the other bitrate paths that need narrower bandwidth can 

share the remaining spectrum area). Moreover, since the proposed assignment method is only 

concerned with the critical signals most likely to be degraded, the complexity of area size 

optimization is substantially reduced. The proposal can also be realized without introducing any 

special hardware. 
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Figure 6-5. Example of proposed spectrum assignment strategy                                

introducing exclusive area for 100 Gbps signals. 

 

Expanding the exclusive area size will increase the blocking ratio of the lower bitrate signals, 

especially those with the second broadest bandwidth (e.g., 40 Gbps signal in Fig. 6-5). 

Therefore, to reduce the total blocking ratio in the network, it is important to appropriately set 

the size of the exclusive area considering the blocking ratio distribution among different bitrate 

signals. The impact of exclusive area size is discussed in the numerical experiments section. 

 

6.5 Proposed rerouting and spectrum defragmentation algorithm 

This chapter tackles a dynamic network design problem that assumes dynamic optical path 

setup/release requests; the objective here is to minimize the blocking ratio in the network, along 

with attaining blocking ratio equality for different bitrate signals.  In the preparation stage, for 

the given topology and fibers, the algorithm accommodates a new path demand request by first 

calculating a set of route candidates for the source and destination node pair using the k-shortest 

path algorithm. It then assigns a route and slot pair set to the new path demand in 

lexicographical order of (“route priority”, “frequency slot index”); according to the route 

priority, search for vacant and consecutive 12.5 GHz slots and assign them to the selected path. 

If an available route and slot index pair is not found, existing paths are rerouted in MBBR 

manner to generate vacant frequency slots on the related links that can accommodate the 

arriving path demand. When the path setup/release request arrives, execute the process shows in 

Fig. 6-6. The outline of the developed algorithm is described as follows:  

Step1. For all connection demands whose holding times have expired, release the paths and free 

all occupied frequency slots on their routes.   
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Step2. Select one of the path set-up requests in order of arrival. For the new request, assign the 

first found pair of route and slot to the request, establish the path, and update the slot 

usage database on all fibers traversed by the new path. Otherwise go to Step3. Repeat 

this procedure until all set-up requests are processed. Go back to Step 1. 

Step3. For each blocked path connection, find a pair of route and slot index set candidates for 

which the number of links the blocked path demand cannot go through is smallest.  

Step4. Find all existing paths that conflict with the pair of route and slot set candidates selected 

in Step 3. For each conflicting path, try to find an available alternative pair of route and 

slot set. Note that the original route with different slot sets can be a candidate.  

Step5. For each blocked demand, if alternative pairs of route and slot sets are found for all 

existing conflicting paths, perform path relocation in the make-before-break manner. 

Otherwise, block the connection demand.  

 

 

Figure 6-6. Flowchart of the proposed rerouting and spectrum defragmentation algorithm. 
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defragmentation technique: 

1) Scenario 1 (MBBR1)  

Select the first found available contiguous slot blocks in fibers that can accommodate the 

arriving connection demand. This classical algorithm has been proven to be effective in 

maximizing the spectrum utilization efficiency of conventional flexible grid networks and is 

widely adopted as a major verification benchmark [6-7], [6-9]-[6-12]. 

 

2) Scenario 2 (MBBR2) 

For all available contiguous slot blocks in the fibers, for all possible bitrate types assumed in 

the evaluation, calculate the differences between the before and after of the number of possible 

accommodation patterns. Select the contiguous slot blocks with the minimum difference value. 

Moreover, in this scenario, reserve exclusive spectrum area for 1 Tbps signals to reduce the 

blocking ratio inequality. That is to say, to accommodate the highest bitrate signal assumed in 

the evaluations, it first tries to find a vacant area in the exclusive area, if the exclusive area has 

no space left to accommodate this new connection request, try to utilize the free area (Fig. 6-5b). 

On the other hand, the other bitrate signals cannot utilize the exclusive area even if unused 

resources exist (Fig. 6-5(c)).  

 

   Meanwhile, to reduce the computation burden of the spectrum assignment process, the 

following fast available frequency slot search method is utilized in the proposed algorithm: 

Step (a). Establishment of fiber map  

For each frequency slot index in a fiber, calculate the number of consecutive vacant 

frequency slots that begins from this index for each fiber in the network. Create an 

information map for each fiber. 

 

Step (b). Establishment of link map 

Establish the link information maps based on the information on each fiber obtained from 

Step1. Here, the value on each frequency slot index is calculated by choosing the maximum 

value for the same frequency slot index for all fibers on the same link. For example, in Fig. 

6-7, the map information of link #2 is calculated by performing the “MAX” operation on 

fibers #2 and #3. 

 

Step (c). Establishment of path map 

Establish the route information maps based on the link information obtained from Step3. 

Here, the value on each frequency slot index is calculated by choosing the minimum value 
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on the same frequency slot index for all links traversed by the route. For example, in Fig. 6-7, 

the information map of route #1 is calculated by performing the “MIN” operation on links 

#1 and #2. 

 

Step (d). Search of available frequency slot index  

Assign the first consecutive 12.5 GHz slots in the frequency slot area (exclusive area or free 

area) sufficient to support the arriving bitrate signal. Here, it is only needed to locate the 

frequency slot index whose value in the route map is larger than the required slot width of 

the arriving path request. For example, in Fig. 6-7, if the required slot width of an arriving 

signal is 3, find a slot index whose value in the route map is equal to or larger than 3; and 

then assign the first slot index to route #1. 

 

 

Figure 6-7. Example of fast frequency slot search method. 

 

The next section verifies the effectiveness of introducing either or both of MBBR-based 

rerouting technique or/and reserving exclusive spectrum area for high bitrate signal technique. 

Unlike the currently discussed defragmentation technique, which tends to reduce the blocking of 

relatively small bitrate channels while keeping or even increasing the blocking of high bitrate 

channels, the evaluation proved that by reserving a contiguous frequency slot area for the high 

bitrate signals, not only the path set-up blocking ratio, but also the resource over-provision for 

the high bitrate signals to guarantee their certain blocking ratio can be significantly reduced. 
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6.6 Performance evaluation 

6.6.1 Simulation parameters 

The minimum frequency slot width, the unit of frequency slot assignment, is assumed as 12.5 

GHz in the C-band (4,400 GHz wide) following ITU-T standards. All the connection demands 

are full-duplex, i.e., each demand requires a pair of bidirectional paths. The bitrates requested 

are set at 40 Gbps, 100 Gbps, 400 Gbps and 1 Tbps which represents the current trend in 

channel bitrates towards the next generation core networks; the ratio of expected numbers of 

different bitrate connections is set at 1:1:1:1 (named “GR1”) so that generated connection 

request number of each bitrate signal is the same in the network, or the ratio corresponding to 

the inverse of capacity so that the total demand bandwidth for each bitrate signal is equal 

(named “GR2”). 4 different slot width requirements (SP1-SP4, Table 6-1) for each bitrate are 

tested. In this evaluation, finer bandwidth granularity or particular modulation formats like 

Nyquist WDM or CO-OFDM is not considered. Wavelength conversion is not assumed either 

due to its high cost (Please notice that the wavelength convertor required for flexible 

grid/semi-flexible grid networks is different from that for fixed grid networks). According to 

[6-2], 1 Tbps transmission is expected to be realized by DP-QPSK/DP-16QAM in the future, so 

regenerators seem redundant since a relatively long transmission distance can be achieved by 

using these modulation formats. 

Physical network topologies tested are M × M (M = 4, 5, 6) regular mesh networks, 

COST266 pan European network, US nationwide network, and Telecom Italia backbone 

network as shown in Fig. 6-8. More details of these network topologies can be found in Fig. 

4-12. 

 

 

(a) COST266 pan-European           (b) US nationwide      (c) Telecom Italia backbone 

Figure 6-8. Network topologies. 

 

The dynamic connection demands are generated following a Poisson process and the 

source/destination nodes are assigned randomly to each dynamic connection demand and the 

demanded bitrate is distributed as mentioned before. The holding time of each connection 

follows a negative exponential distribution. The data obtained in the initial period, 10 times the 
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average holding time, is not utilized in the blocking ratio calculation to ensure that the system 

has reached its steady state. The running time for each evaluation is 100 times the average 

holding time (when the tested traffic distribution patterns are more than 25, virtually the same 

results can be achieved as those with a large number of patterns, i.e., 200 patterns). Therefore to 

reduce the excessive computation burden, 25 different traffic distribution patterns are used in all 

evaluation; the results are the ensemble average of the obtained results.  

In order to construct a network that suits the traffic distribution considered, the initial stage 

applies a static flexible grid network design algorithm to determine the number of fibers needed 

in each link. Full mesh and random traffic demands are assumed where each demanded bitrate is 

also randomly selected according the ratio shown in Table 6-1. The demands between node pairs 

are then accommodated one by one in descending order of the shortest hop count among node 

pairs so as to minimize the number of fibers needed. For dynamic path setup/release, path 

requests are processed using the algorithm described in Section 5 for flexible grid/semi-flexible 

grid networks.  

To verify the effectiveness of the rerouting and defragmentation technique, two algorithms 

are also adopted for comparison. The First-Fit (FF) algorithm is the same method as Scenario 1 

(MBBR1, Section 5) if spectrum defragmentation is not considered, while the Shannon- 

Entropy (SE) algorithm [6-11] selects the available contiguous slot blocks by using a 

quantitative fragmentation index according to the so called Shannon entropy method in flexible 

grid networks. 

From the next section, firstly the effectiveness of our proposed rerouting and spectrum 

defragmentation algorithm is demonstrated in terms of the blocking performance and blocking 

distributions among different bitrate signals. Then network performance of semi-flexible grid 

networks and of conventional flexible grid and fixed grid networks is compared. 

 

6.6.2 Simulation criteria 

In this simulation, 3 simulation criteria are adopted to evaluate the performance of the proposed 

semi-flexible grid optical path network. Here, example shown in Table 2 is utilized to explain 

these criteria: 

Criterion 1 - Blocking ratio  

This criterion shows the ratio of total number of blocked connection requests to total number 

of connection requests. For example in Table 6-2, the blocking ratio is (1 + 10) / (400 + 400 + 

200 + 100) = 1 %. 

 

Criterion 2 - Blocking distribution per bitrate signal  

This criterion shows the ratio of the total number of blocked connection requests of a certain 

bitrate signal to the total number of blocked connections requested. For the example in Table 



Chapter 6 – Development of Flexible/Semi-flexible Grid Networks Design Algorithm 

95 

6-2, the value for a 1 Tbps signal is 10 / (10 + 1) = 90.9%.  

Criterion 3 - Blocking bandwidth ratio 

This criterion shows the ratio of total blocked connection request bandwidth over total 

connection request bandwidth. For the example in Table 6-2, the blocking bandwidth ratio is (1 

× 8 + 10 × 16) / (400 × 4 + 400 × 4 + 200 × 8 + 100 × 16) = 2.63 %. 

 

Table 6-2.  Simulation results. 

 40 Gbps 100 Gbps 400 Gbps 1 Tbps 

Slot width in terms of m; 

multiple of m x 12.5 GHz 
4 4 8 16 

Connection demand ratio 4 4 2 1 

The total number of arrived 

connection request 
400 400 200 100 

The total number of blocked 

connection requests 
0 0 1 10 

 

 

6.6.3 Network blocking performance 

Figure 6-9 and 6-10 plots the path blocking ratios versus traffic volume for the 5x5 regular mesh 

network and COST266 pan-European network, respectively, with slot assignment pattern SP1 

(Table 6-1) and the connection demand ratios of GR1. The horizontal axis is determined by the 

averaged summation of SWsignal in the network, where SWsignal represents the slot width an 

arriving connection requires. Here, the target blocking ratios are set to around 10
-2

-10
-3

. The 

results show that for both flexible and semi-flexible grid networks, the introduction of MBBR 

rerouting for spectrum defragmentation (MBBR1/MBBR2) can improve the network 

performance, and a larger improvement is attained with exclusive area reservation (MBBR2, we 

show only the results obtained by setting optimal exclusive area sizes). Since the algorithm that 

introduces both techniques (MBBR2) offers better performance than the other algorithms for 

various parameter values, the results of MBBR2 is used as the benchmark in the following 

evaluations. 
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(a) Flexible grid networks 

 

 

(b) Semi-flexible grid networks 

Figure 6-9. Comparison of blocking ratio for SP1 with 5x5 regular mesh network                    
tested on different networks. 
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(b) Semi-flexible grid networks 

Figure 6-10. Comparison of blocking ratio for SP1 with COST266 pan-European network         

tested on different networks. 

 

Next, evaluate the effectiveness of our proposed strategy while changing exclusive area size. 

Figure 6-11 compares the traffic volume that can be accommodated when the total blocking 

ratio is set at 1% (For dynamic services, the target blocking ratio that is commonly assumed 

[6-13]-[6-14] is around 10
-2

.) for the 5x5 regular mesh network with different slot requirement 

patterns (SP1-SP4, Table 6-1, the graph plots the maximum/minimum/average results tested on 

these four patterns.) and the connection demand ratio of GR1. The horizontal axis represents the 

exclusive area size W while vertical axis plots the relative accepted traffic volume attained 

under MBBR2 scenario (please see Section 5), normalized by those yielded by the First-Fit 

scheme. The results demonstrate that by introducing the rerouting technique and reserving an 

exclusive spectrum area for 1 Tbps signals, the accepted traffic volume can be increased over a 

wide range of exclusive area size (W represents the maximum number of respective bitrate 

signals that can be reserved in the exclusive area). The improved ratio can be up to 20% for 

flexible grid networks and 10% to semi-flexible grid networks. With setting different exclusive 

area sizes (W=8-12), compared with the case without introducing this exclusive area (W=0), the 

average accepted traffic volume can be improved up to 20% for flexible grid networks, and 10% 

to semi-flexible grid networks. (Please see the blue circle in Fig. 6-11). 
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(a) Flexible grid networks 

 

 

(b) Semi-flexible grid networks 

Figure 6-11. Comparison of normalized accepted traffic volume                                      

for different exclusive area sizes for 5x5 regular mesh network. 

 

Next discuss the optimum exclusive area size. First, assume that the exclusive area is always 

fully occupied by bitrate signals occupying the broadest bandwidth (e.g., 100 Gbps in Fig. 6-12) 

and the free area is also fully occupied by the other bitrate signals as shown in Fig. 6-12 (a). 

This would be the ideal condition for the given fibers. Let wE be the largest integer that does not 

exceed the ideal exclusive area size wT: 

             1 1; ( /   )   E T T f T Tw w w BW SW r                            (6-1) 

where BWf represents the available frequency bandwidth in each fiber, SW1T is 1 Tbps signal slot 

width and r1T is the occupancy ratio of 1 Tbps signals in the fiber’s total bandwidth. In Fig. 6-12 

(a), the value of wE can be calculated as⎿(20/4) x (8/20)⏌= 2.  

0.9

1

1.1

1.2

1.3

0 8 9 10 11 12

N
o

rm
al

iz
e

d
 a

cc
e

p
te

d
 t

ra
ff

ic
 v

o
lu

m
e

 
(M

B
B

R
2

/F
ir

st
-F

it
) 

Exclusive area size (W)

Average

0.9

1

1.1

1.2

0 8 9 10 11 12

N
o

rm
al

iz
e

d
 a

cc
e

p
te

d
 t

ra
ff

ic
 v

o
lu

m
e

 
(M

B
B

R
2

/F
ir

st
-F

it
) 

Exclusive area size (W)

Average



Chapter 6 – Development of Flexible/Semi-flexible Grid Networks Design Algorithm 

99 

Since the highest bitrate signal (e.g., 100 Gbps in Fig. 6-12) can also use the free area (the 

fiber is not always fully utilized), the proposed assignment will valid even if W is smaller than 

wE as shown in Fig. 6-12 (b). 

For the numerical experiments assuming complex multi-fiber networks where setup/release 

paths are dynamic operated, when the connection demand ratio is GR1 and slot assignment 

pattern is SP1, wT is 11. As shown in Fig. 6-11, the network supports a high traffic volume at 

around W=wE = 9 - 11 which is close to wT (=11). 

 

Figure 6-12. Example for deciding the optimum exclusive area size. 

 

6.6.4 Blocking ratio distribution for each bitrate signal 

Reducing the blocking ratio inequality for different bitrate signals is another important goal of 

our proposed strategy. Figure 6-13 compares the blocking distribution for different bitrate 

signals by using the same parameter values as Fig. 6-11. Without reserving the exclusive 

spectral area (“W=0”), more than 90% of path blocking is triggered by the 1 Tbps signals (Fig. 

6-1). Setting the exclusive area (i.e. the cases of “W>0”) can significantly alleviate the blocking 

ratio inequality caused by the non-uniform bandwidth demand, and moreover, by introducing 

the MBBR-based rerouting technique, the traffic volumes that can be accommodated (See the 

results shown in Fig. 6-9 and Fig. 6-10) can also be increased. This confirms that better network 

performance can be attained by introducing both rerouting and spectrum defragmentation 

technique and reserving the exclusive area for high bitrate signals.  
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(a) Flexible grid networks 

 

 

(b) Semi-flexible grid networks 

Figure 6-13. Comparison of blocking distributions among different bitrate signals                        

for different networks. The connection demand ratio is GR1 with 5x5 regular mesh network. 

 

6.6.5 Network performance comparison: semi-flexible grid vs. flexible grid 

This section compares the performance of conventional flexible grid/fixed grid network to that 

of the proposed semi-flexible grid network. Figure 6-14 plots blocking ratios versus traffic 

volume for different networks tested with slot assignment pattern SP1. For each network, only 

the results calculated by MBBR2 (Section 5) are adopted since this method can achieve the best 

performance. The results verify that semi-flexible grid networks can attain almost the same 

blocking performance as flexible grid networks over a broad blocking ratio range, including the 

low blocking ratios. For comparison, the equivalent fixed grid network is also tested. For the 

fixed grid network, the grid spacing is set at 200 GHz to accommodate the 1 Tbps signal. The 

results show that both flexible and semi-flexible grid networks can accommodate much larger 

traffic volume at the same blocking ratio, which results in significantly improved spectral 

utilization efficiency. 
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(a) 5x5 regular mesh network 

 

 

(b) COST266 pan-European network 

Figure 6-14. Comparison of blocking ratio for SP1 with connection demand ratio GR1                  

tested on different network topologies. 

 

As shown in Fig. 6-14, the blocking ratios of flexible grid and semi-flexible grid networks 

are compared and verified to be almost the same. This implies that the degree of fragmentation 

for both networks will be almost the same. To confirm this, Fig. 6-15 compares the 

fragmentation level of flexible grid and semi-flexible grid networks. Here, as a criterion, 

utilization entropy is utilized to show the level of resource fragmentation in the networks. The 

value is calculated based on the frequency slot usage status changes (See Fig. 6-7) for all the 

frequency slots on the link following the method shown in [6-15]. A low utilization entropy 

value indicates that the resource is used with fewer spectral gaps in slot usage in the fiber (low 

level of fragmentation). The results confirm that both flexible grid and semi-flexible grid 

networks give almost the same level of fragmentation over a wide range of traffic loads. 
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(a) 5x5 regular mesh network 

 

 

(b) COST266 pan-European network 

Figure 6-15. Comparison of utilization entropy for SP1 with connection demand ratio GR1 

tested on different network topologies. 

 

Figures 6-16 and 6-17 summarize the results tested over different parameter settings 

(Section 6.6.1). The graph plots the normalized maximum/minimum/average differences 

between the results for semi-flexible and flexible grid networks, tested on two different 

connection demand ratios (GR1 and GR2) and 6 different network topologies shown in Section 

6.6.1. Figure 6-16 compares the traffic volume that can be accommodated when the total path 

setup blocking ratio is 1% for different network topologies with different slot assignment 

patterns (SP1-SP4, Table 6-1) and different connection demand ratios (BR1 and BR2).  The 

vertical axis plots the relative accepted traffic volume (Rtrf) for “Semi-Flex” grid to “Flex” grid 

network, which is calculated by: 
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where trfSF and trfF represent the accepted traffic volume (the number of optical paths) 

permitted in semi-flexible and flexible grid networks. The results demonstrate that semi-flexible 

grid networks can achieve almost the same blocking performance as conventional flexible grid 

networks (The average gap is less than 3.5 %).  

 

 

Figure 6-16. Comparison of accepted traffic volume                                           

between flexible and semi-flexible grid networks for different slot requirement patterns. 

 

Figure 6-17 compares the relative blocked bandwidth ratios for semi-flexible grid networks 

and flexible grid networks at the blocking ratio of 1% with different slot assignment patterns 

(SP1-SP4, Table 6-1). The blocked bandwidth ratio is defined as the ratio of total blocked 

connection request bandwidth over total connection request bandwidth. Obtain the results where 

the exclusive spectrum area size for 1 Tbps signal is optimal. The vertical axis of Fig. 6-17 is 

given by: 

                       ( ) /BW SF F FR BW BW BW                           (6-3) 

where BWSF and BWF represent the blocking bandwidth ratios of the proposed semi-flexible 

grid network and the conventional flexible grid network, respectively. The results confirm that 

our proposed semi-flexible grid network offers almost the same blocked bandwidth ratios (The 

gap is less than 4 %) as the conventional flexible grid network. 
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Figure 6-17. Comparison of blocking bandwidth ratio                                           

between flexible and semi-flexible grid networks for different slot requirement patterns. 

 

Figure 6-18 shows how the network topology size (Number of nodes: N) affects the relative 

blocked bandwidth ratios for semi-flexible grid and flexible grid networks for different slot 

assignment patterns (SP1-SP4, Table 6-1) when the blocking ratio is 1%. The results also 

demonstrate that our proposed semi-flexible grid network can attain almost the same blocked 

bandwidth ratios as the flexible grid ones, irrespective of network topology size. 

 

 

Figure 6-18. Comparison of blocking bandwidth ratio                                          
between flexible and semi-flexible grid networks for different network topology sizes. 

 

The aforementioned results prove that semi-flexible grid networks can basically match the 

performance of conventional flexible grid networks, which confirms the effectiveness of the 

proposed semi-flexible grid networks. 
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6.7 Summary 

Spectral efficiency improvement, the major advantage of the flexible grid system has been 

intensively studied so far. To fully realize this merit, hardware requirements including flexible 

transponders, can be intense, and may more than offset the efficiency benefit. These 

requirements will worsen in the more flexible networking environment needed to support 

optical layer enhanced SDN or switched lambda services; the flexible C/D/C ROADMs 

necessitate fully tunable filters for coherent detection. To resolve these issues, novel 

semi-flexible grid networks are proposed, and one of the major objectives in this chapter is to 

prove the validity of semi-flexible networks over a much wide range of network conditions.  

In this chapter, a novel disruption minimized rerouting and spectrum defragmentation 

mechanism that considers bitrate-dependent blocking ratio mitigation is presented. The 

proposed algorithm was verified to improve both the spectral efficiency and the blocking ratio 

equality among different bitrate signals. The results prove that semi-flexible grid networks can 

match the spectral efficiency of flexible grid networks over various parameter sets, while, as 

already mentioned in Chapter 6, the semi-flexible grid approach can almost match the hardware 

complexity of the present fixed grid system. These results suggest that our semi-flexible grid 

network technologies will be a viable solution in creating cost-effective flexible bandwidth 

networks. 
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Chapter 7 

CONCLUSIONS 
 

7.1 Research summary 

Optical communication technologies are developing dramatically to cope with the continual 

increase in traffic growth. In 1990s, a significantly increase in the transmission capacity of 

optical fibers laid on the links is brought by the WDM technologies. In the currently backbone 

networks, point-to-point WDM transmission systems and electrical forwarding and routing 

systems have been widely utilized. Moreover, to resolve the bottlenecks of node throughput and 

energy consumption, the next generation optical-based node are also developing. In the 2000s, 

ROADMs, where the optical signals can cut through the electricity-intensive IP-routers as much 

as possible, are starting to be deployed. However, to support future traffic expansion where 

video-oriented traffic is dominant, further large-scale optical switches and large capacity optical 

fiber are required. To improve the limitation of the currently optical path networks, hierarchal 

optical path networks and elastic optical path networks which can reduce the node cost and link 

cost respectively are been actively studied. 

This thesis presented analysis and results on the study focuses on the improvement of both 

hierarchical optical path networks and elastic optical path networks, and therefore, the topic is 

classified into two categories: For the first topic on the hierarchical optical path networks, the 

main objective is to analyze the cost reduction effectiveness possible with the introduction of 

wavelength/waveband convertors (the devices which can improve the fiber utilization 

efficiency) to the hierarchical optical path networks. For the second topic on the elastic optical 

path networks, the main objective is to propose a new optical path network which can almost 

match the performance of conventional flexible grid optical path networks (the verification of 

the performance by an effective network design algorithm is also required), while mitigates the 

hardware requirements by utilizing the cost-effective fixed grid based systems. The major 

contributions of this thesis are summarized as follows: 

(1) Topic on the hierarchical optical path networks 

Several novel optical path network design algorithms for hierarchical optical path networks 

introducing either or both of wavelength and waveband convertors are proposed. Since the 

original network design problem is known to be NP-complete, to obtain the sub-optimal 

solutions in a realistic calculation times, multi-stage ILPs (Integer Linear Programming) or 

heuristics practical are proposed. By using these algorithms, the cost reduction effectiveness 

achieved by introducing different types of convertors is verified. Compared with the 

conventional single-layer optical path networks, at most 40% of cost reduction effectiveness has 

been achieved while introducing both wavelength and waveband conversions. The allowable 

cost bound for different convertor use is also evaluated. 
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(2) Topic on the elastic optical path networks 

A novel semi-flexible grid optical path networks are proposed. For the proposal, each 

specific bitrate signal uses its own dedicated fixed grid and one edges of its frequency slot width 

is anchored at a specific frequency. Since each bitrate signal is aligned with a fixed grid that is 

specific to each bitrate, currently cost-effective fixed grid based hardware can be utilized. 

Moreover, to verify the effectiveness of the proposal networks, a novel disruption minimized 

rerouting and spectrum defragmentation mechanism that considers bitrate-dependent blocking 

ratio mitigation is proposed. By using this advanced control mechanism, the effectiveness of the 

proposed networks is confirmed. Compared with previous methods, the accommodated traffic 

volume in the networks can be improved by 25%. 

The conclusions of each chapter are summarized as follows: 

Chapter 1 – Introduction outlined the background of this thesis, including the 

advancement of photonic network technology, and issues to be addressed for realizing the next 

generation photonic networks - hierarchical optical path networks and elastic optical path 

networks more cost-effectively. 

Chapter 2 – Hierarchical Optical Path Networks provided the fundamental review of 

hierarchical optical path networks which aim to reduce the node cost. The technologies enabling 

the waveband routing, the related node architectures and design problem for hierarchical optical 

path networks were also summarized. 

Chapter 3 – Elastic Optical Path Networks provided the fundamental review of elastic 

optical path networks which aim to reduce the link cost. The technologies for realizing the 

flexible frequency grid granularity and the related node architecture, and design problem for 

elastic optical path networks were also summarized. 

Chapter 4 – Hierarchical Optical Path Networks with Wavelength/Waveband 

Conversion presented novel hierarchical optical path network design algorithms to investigate 

the impact of either of both waveband/wavelength convertors. The results demonstrated that, by 

utilizing different types of convertors, hierarchical optical path networks can be cost-effective 

over a wide traffic demand area, and the wavelength/waveband convertor cost bound that makes 

the introduction of conversions effective was elucidated. The investigations done in this thesis 

will provide a useful guideline for the target cost that makes the conversion effective in creating 

cost-effective photonic networks. 

Chapter 5 – Semi-flexible Grid Optical Path Networks proposed a novel semi-flexible 

grid network which utilizes an anchored frequency slot assignment that is defined selectively for 

each bitrate signal. Compared with the conventional flexible grid networks, the proposal can 

significantly mitigating hardware requirements by utilizing the currently cost-effective fixed 

grid based hardware. The proposed approach yields flexible grid systems with much reduced 

hardware requirements and will be a viable approach to realizing flexible bandwidth networks 

cost-effectively. 
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Chapter 6 – Development of Flexible/Semi-flexible Grid Networks Design Algorithm 

proposed a novel disruption minimized rerouting and spectrum defragmentation mechanism that 

considers bitrate-dependent blocking ratio mitigation is presented. The proposed algorithm was 

verified to improve both the spectral efficiency and the blocking ratio equality among different 

bitrate signals. The results prove that semi-flexible grid networks can match the spectral 

efficiency of flexible grid networks over various parameter sets, while, as already mentioned, 

the semi-flexible grid approach can almost match the hardware complexity of the present fixed 

grid system. These results suggest that our semi-flexible grid network technologies will be a 

viable solution in creating cost-effective flexible bandwidth networks. 

 

 

7.2 Future prospects 

The technologies of photonic networks have been rapidly developed in the last four decades. 

Since the first deployment of optical fiber communication in the 1970s, the fiber capacity of 

commercial networks has been increased by more than 1000 times, i.e., From 45 Mbps in 1977 

(Corning Inc., 10 km) to 100 Gbps in 2009 (Verizon, between Paris and Frankfurt, around 500 

km), and most of this improvement is brought by the introduction of WDM technologies. At the 

same times, Internet traffic is continually increasing, and this trend will be more obvious with 

the introduction of new video-oriented services including ultra-high definition video, the next 

generation photonic networks need to cope with this traffic expansion while the CAPEX/OPEX, 

as well as the power consumption should also be reduced as much as possible. The hierarchical 

optical path networks and elastic optical path networks are regarded as the potential candidates 

as the next generation photonic networks since they can significantly improve the network 

performances, especially in reducing the node cost and link cost respectively. 

   In this thesis, the potencies and bottlenecks of both hierarchical optical path networks and 

elastic optical path networks were analyzed, and different improvement strategies were 

proposed for each network: For the hierarchical optical path networks, to improve the low fiber 

utilization efficiency, the introduction impact of wavelength/waveband convertors were 

investigated, and the numerical results proved that by utilizing either or both 

wavelength/waveband convertors, hierarchical optical path networks can be cost-effective over 

a wide traffic demand area, and the target wavelength/waveband convertor cost that makes the 

introduction of conversions effective was elucidated. However, the technologies of 

wavelength/waveband conversion, in particular in the optical domain, are not mature yet, 

therefore, the hierarchical optical path networks are expected to create future photonic networks 

cost-effectively if the cost of related hardware components can be reduced to a reasonable level. 

On the other hand, for the elastic optical path networks, the proposed semi-flexible grid 

networks were verified to be effective in achieving a high spectral efficiency (link cost 

reduction effectiveness) while the hardware requirements (cost) can be significantly reduced 

compared with the conventional elastic optical path networks. 
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   Apparently, with the development of related device technologies, an elastic optical path 

network introducing wavebands can be expected to be the best solution is to reduce the node 

cost and link cost at the same time. This new network architecture can be regarded as a 

combination of aforementioned hierarchical optical path networks and elastic optical path 

networks. There are two crucial issues for realizing this novel network architecture 

cost-effectively. The first issue is the optical path granularity. For the hierarchal optical path 

networks using wavebands, the minimum granularity is a wavelength (50 GHz/100 GHz), and a 

waveband is defined as group of several these wavelengths with a same granularity. However, 

for this new elastic optical waveband network, with the introduction of flexible bandwidth 

allocation with a much finer granularity (12.5 GHz), each bitrate signal can occupy different 

bandwidth during the fiber resource allocation; as a result, the waveband size can be varied. 

Obviously, the selection of wavebands has an enormous impact on the network performance. 

For this elastic optical waveband network, the design problem to be solved will be a routing, 

waveband selection, spectrum allocation and waveband assignment, which is certainly much 

more difficult than the conventional photonic network design problem. Here, efficient 

heuristic-based algorithm is expected to solve this problem. The second issue is the hardware 

requirement (cost). Assume this elastic optical waveband network utilize the same transceiver as 

the aforementioned semi-flexible grid networks, currently fixed grid based transponder can be 

utilized, however, for the OXC part which is used for switching the waveband signals is still in 

the development stage even for the conventional fixed grid networks. The same issue also 

happens to the wavelength/waveband convertors which are deployed to improve the fiber 

utilization efficiency, to realize them in a reasonable cost is still a challenging task. To address 

the above issues, the development in both optical path control scenario and photonic network 

technology is essential. Therefore, it is expected that the advance of the above issues will make 

a significant contribution to creating the next generation bandwidth abundant photonic networks 

cost-effectively. 
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