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The radial density profile of negative hydrogen ions in magnetized plasma is investigated in the
divertor simulator MAP �Material and plasma�-II �S. Kado et al., J. Plasma Fusion Res. 71, 810
�2005�� by measurement and numerical simulation. The laser photodetachment method is used to
evaluate the H− density by considering the influence of the magnetic field. The density of H− has a
hollow profile and exhibits a peak in the peripheral region, though the electron density and
temperature exhibit a peak at the center of the plasma column. The density profile of H− does not
agree with the calculation result obtained from the rate equation, in which the local production and
extinction rates are balanced, under the present experimental condition. To understand the behavior
of negative ions, their trajectories are calculated by numerically solving the equation of motion by
considering the effect of collisions. The negative ion density profile calculated from the particle
simulation agrees well with the measured negative ion density profile. It is shown that the cross-field
H− transport due to the radial electric field with the assistance of the elastic collisions plays an
important role in enhancing the negative ion density in the peripheral region. © 2007 American
Institute of Physics. �DOI: 10.1063/1.2789559�

I. INTRODUCTION

Negative ions can play an important role in various ap-
plications such as in negative ion sources for neutral beam
injection heating,2 in the divertor region of experimental fu-
sion reactors,3 and in plasma processing.4 For hydrogen
negative ions, major production processes are volume pro-
duction and surface production.5 It is generally accepted that
the dissociative attachment of low-energy electrons to rovi-
brationally excited hydrogen molecules is the principal vol-
ume production process. To effectively produce H− in ion
sources, a magnetic filter6 is used to separate high-energy
electrons from the extraction region of H−, in which the
negative ion density is high. In addition, in order to enhance
the surface production of H−, the vapor of an alkali metal
�cesium or sodium� is seeded.7 The H− behavior in negative
ion sources has been investigated by a numerical simulation
and experiments. For the numerical simulation, a numerical
code termed NIETZSCHE was developed in the late 1990s.8

Subsequently, various H− transport codes have been devel-
oped and successfully applied thus far to explain several phe-
nomena in negative ion sources.9

In the 1960s, it was reported that there exists a possibil-
ity of an increase in the H− current in the peripheral region of
the plasma in a duoplasmatron.10 From the mid-1980s on-
wards, linear magnetized plasmas have been used to investi-
gate the possibility of volume production ion sources of
H−.11–15 The concept of a volume production source without
cesium or sodium is particularly attractive because it would
avoid the hazardous operation of areas contaminated with the
alkali metal vapor. In such studies, negative ions were suc-
cessfully extracted from the peripheral region by utilizing a
Faraday cup; it was demonstrated that two separate regions
such as those in the negative ion sources with a magnetic
filter were formed in the magnetized plasmas. In other
words, rovibrationally excited hydrogen molecules were pro-
duced in the central region, and negative ions were produced
in the peripheral region, in which the electron temperature
was lower than that in the central region. Moreover, in Ref.
15, the effect of the anomalous diffusion on the H− current
has been investigated by changing the radial electric field.

Recently, the behavior of H− in linear magnetized plas-
mas has been investigated in similar magnetized devices
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termed divertor simulators.16–19 The primary purpose of
these studies was to understand the characteristics of the re-
combination process known as molecular activated recombi-
nation �MAR�,3 which is possibly important in the divertor
region of nuclear fusion reactors. The density profile and
behavior of H− in the divertor simulators have been investi-
gated by the laser photodetachment �LPD� method, which
has been verified to be reliable for measuring the negative
ion density locally and absolutely,20 at least in unmagnetized
plasmas.

The H− density profile in magnetized plasmas has thus
far been compared with the calculation results obtained from
the rate equation in which the local production and extinction
rates are balanced.16,17,21 However, in the divertor simulator
MAP �Material and plasma�-II, the measured H− density did
not agree with the calculation results obtained from the rate
equation under certain conditions. It was suspected that the
transport effect of H− is one of the mechanisms for explain-
ing the discrepancy between the experimental and calcula-
tion results. Under low-density detached conditions, the
negative ions produced in the central region of the plasma
column appear to be transported to the peripheral region,17

whereas under high-density attached conditions, transport
loss may occur in the peripheral region.16 An understanding
of the behavior of H− in linear magnetized plasmas may offer
a good insight into the development of linear H− ion sources
and atomic and molecular processes related to MAR. Thus, it
is important to investigate the behavior of H− in magnetized
plasmas by considering the transport effect of H−. Generally,
a well-type radial potential profile is formed in magnetized
sheet or cylindrical plasmas generated by a dc arc
discharge.22 Since the electric field due to the potential well
may force the negative ions to the peripheral region, it is
necessary to investigate the transport effect by considering
the effect of electric field.

In the present study, the H− density in the upstream
chamber of MAP-II was measured by the LPD method. For
the evaluation of the H− density using the LPD method, the
influence of the magnetic field is considered because of the
concern regarding whether this method can accurately evalu-
ate the H− density in magnetized plasmas. Particularly, the
influence of the magnetic field was discussed in terms of the
collection region of the photodetached electrons �PDEs� and
an anomaly occurring in the current-voltage �I -V� character-
istics of an electrostatic probe in recombining plasmas. To
understand the behavior of the negative ions, we developed a
particle simulation code of H−, in which the transport effect
is considered. Based on the comparison between the experi-
mental and simulation results, we showed that the transport
of negative ions due to the electric field is a key process for
explaining the H− density profile under the present experi-
mental conditions. The experimental setup and results are
provided in Sec. II. In Sec. III, the simulation model and
results are presented, and these results are compared with
the experimental results. The conclusions are presented in
Sec. IV.

II. EXPERIMENTS

A. Experimental setup

Figure 1 shows the schematic of the experimental setup
of the linear discharge device MAP-II.1 The plasma was gen-
erated by a dc arc discharge using a LaB6 cathode. The mag-
netic field strength at the center of the plasma chamber was
approximately 200 Gauss. Since the radius of the solenoidal
coils was sufficiently large, the magnetic field strength at
r=10 cm decreased by only 2%–3%; the radial dependence
of the magnetic field strength was negligible. A cylindrical
plasma with a radius and length of several cm and �2 m,
respectively, was formed. Hydrogen was used as the dis-
charge gas, and the neutral pressure at the measurement point
was controlled in the range 5.4–33.1 mTorr by injecting ad-
ditional hydrogen gas into a downstream chamber without
utilizing the turbomolecular pump for the upstream chamber.
The discharge current and voltage were 45 A and 75 V, re-
spectively. The downstream chamber of MAP-II has thus far
been used for investigating the atomic and molecular pro-
cesses in the divertor region of the fusion experimental reac-
tors in previous studies.16,17 In the present paper, the negative
ion density was measured in the upstream chamber, shown in
Fig. 1�a�, using pure hydrogen plasmas. Figure 1�b� shows
the schematic of the configuration of a probe tip and laser
beam channel. A tantalum plane probe with a dimension of
2�2 mm was used for the LPD method. The magnetic field
line was normal to the plane probe, and the laser beam was
injected parallel to the plane probe, i.e., at an angle of 90° to

FIG. 1. �Color online� �a� Schematic of the experimental setup in the di-
vertor simulator MAP-II. �b� Schematic of the configuration of probe tip and
laser beam channel.
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the magnetic field line. Typically, the electron Larmor radius
is approximately 0.3 mm, which is considerably smaller than
the probe tip size; therefore, the experimental configuration
corresponds to magnetized regime of electrons. Only one
side of the plate was coated with Al2O3; therefore, the other
side was exposed to the plasmas.23 When the probe tip sur-
face is damaged by the formation of helium bubbles and
holes24 or contaminated by the impurities such as hydrocar-
bon, the ablation of the probe surface may lead to the over-
estimation of the negative ion density in the conventional
LPD method.25,26 In the present study, a screening object �a
black-colored object with a dimension of �2�5 cm� was
placed outside the vacuum chamber, as shown in Fig. 1�a�;
this resulted in a slab geometry configuration in the eclipse
LPD method,27 in which the laser pulses do not irradiate the
probe tip surface directly. When an in situ heated probe is
used to clean the probe surface, ablation occurs less fre-
quently, and in the case of pure hydrogen plasmas, the
threshold pulse energy of the ablation becomes several hun-
dred mJ/cm2.26

When the LPD method is used to measure the negative
ion density in magnetized plasmas, particularly in low-
temperature recombining plasmas, several problems have to
be dealt with. The first problem regarding the collection re-
gion of the probe is that in magnetized plasmas, this region
may elongate along the magnetic field line. For the LPD
method, the collection region of the PDEs,28 which corre-
sponds to the minimum necessary laser beam size for accu-
rately measuring n−,29 is a matter of concern. The negative
ion density is underestimated unless the laser beam size is
sufficiently large, typically several mm in radius in unmag-
netized plasmas.29 The behavior of the collection region
of the PDEs in magnetized plasmas has also been
investigated.30 In Ref. 30, it has been verified that the collec-
tion region of the PDEs depends neither on the strength of
the magnetic field nor on the probe tip size under experimen-
tal conditions similar to those in the present study. The
length of the laser beam used in the experiments was 5 mm
along the magnetic field, as shown in Fig. 1�b�; therefore, the
laser beam was sufficiently large as compared to the collec-
tion region of the PDEs.

The second problem to be dealt with is the reduction in
the electron current due to the magnetic field. In particular, in
low-temperature recombining plasmas, it has been reported
that the I -V characteristics of a single probe become similar
to those of a double probe. Therefore, the absolute value of
the electron current may not be used for the measurement. A
detailed discussion regarding the effect is provided later with
the experimental results.

B. Experimental results

Figure 2�a� shows the radial profile of the electron den-
sity ne and temperature Te measured with the electrostatic
probe. The neutral gas pressure was 5.4 mTorr. In strongly
magnetized plasmas, it is common to use only the net ion-
collecting part of the I -V characteristics to determine Te and
ne.

33 In the present analysis, we used only the net ion-
collecting part; however, anomalous I -V characteristics in

the recombining plasma led to the overestimation of the elec-
tron temperature in the peripheral region of the plasma col-
umn in a manner similar to that in previous studies in a
tokamak34 and divertor simulators.31,35 Therefore, we as-
sumed that the electron temperature at r�7 cm was 2 eV.
Figures 3�a� and 3�b� show the probe I -V characteristics at
r=2 cm and 9 cm, respectively. It was observed that
the electron current of the probe is reduced drastically at
r=9 cm, and the I -V characteristics were similar to those of
the double probe. Figure 3�c� shows the ratio of the probe
current at the space potential to the ion current, i.e., Ip�Vs� / Ii,
as a function of r. When we evaluate Ii from the probe char-
acteristics, its value at the space potential, which is extrapo-
lated from the negatively biased part of the I -V characteris-
tics, is used for eliminating the expansion effects of the
probe collection area. Without the anomalous reduction in
the probe current, Ip�Vs� and Ii are written as follows:

Ip�Vs� � 1
4eneve,thS , �1�

Ii = �eneCsS , �2�

where e is the elementary charge, S is the surface area of the
probe tip, me and mi are the electron and ion mass, respec-

FIG. 2. �Color online� Radial profiles of �a� electron density and tempera-
ture, �b� �Ie and �Ie / Ip�Vp�, and �c� space potential. The pressure of neutral
hydrogen is 5.4 mTorr �Shots Nos. 25148–25164�.
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tively, and � is a constant whose value is 0.61 for Ti�Te.
ve,th is the thermal velocity of the electrons defined as
�8kTe /�me, and we use Cs=�kTe /mi for the ion sound ve-
locity under the assumption that Ti�Te. Only the contribu-
tion of the electrons is considered for Ip�Vs� in Eq. �1�. From
Eqs. �1� and �2�, the ratio Ip�Vs� / Ii becomes

Ip�Vs�
Ii

�
1

�
� 1

2�

mi

me
. �3�

In Fig. 3�c�, the ratio drastically decreases with r, though
Ip�Vs� / Ii�30, which corresponds to the value estimated
from Eq. �3�, around the column center.

If the negative ion ratio increases, it is necessary to con-
sider the effect of the negative ions in Eq. �3�. According to
Refs. 36 and 37, due to the contribution of the negative ions,
the ratio Ip�Vs� / Ii changes as follows:

Ip�Vs�
Ii

=
�mi/2�me + �n−/ne��1/2�� − �1 + n−/ne��1/2��

�exp�− �� + �n−/ne�exp�− �����2�
, �4�

where � is the ratio of the electron temperature to the nega-
tive ion temperature, and

� = 0.5
1 + n−/ne

1 + ��n−/ne�
. �5�

For simplicity, it is assumed that the positive and negative
ion temperatures are the same and the positive and negative
ions have the same mass in Eq. �4�. Figure 4 shows the ratio
Ip�Vs� / Ii calculated from Eq. �4� versus n− /n+ for different
values of Te /Ti. The ratio Ip�Vs� / Ii decreases linearly with
n− /n+ when Te /T−=1. When Te /T−�1, Ip�Vs� / Ii decreased
to a moderate extent.

Under the present experimental conditions, it is unlikely
that Te /T−�1; therefore, the reduction in Ip�Vs� / Ii in the
peripheral region, as shown in Fig. 3�c�, indicates that
n− /n+	0.9, i.e., n− /ne	9 if Ip�Vs� / Ii is reduced only due to
the negative ions. Figure 2�b� shows the radial profiles of �Ie

and �Ie / Ip�Vp�, where �Ie is the excess electron current in
response to the laser pulse and Ie�Vp� is the probe current
�electron current� measured along with �Ie using the posi-
tively biased probe. In contrast to the profile of ne whose
peak is at the center, the peak of �Ie is located at r�5 cm. It
can be observed that the maximum value of �Ie / Ip�Vp� is
2.5, which is considerably lower than the ratio n− /ne equal to
9 obtained from Eq. �4� in the peripheral region. This indi-
cates that the reduction in Ip�Vs� / Ii is caused by factors other
than the effect of the negative ions.

In certain cases, it has been reported that the electron
current of the probe reduces drastically. The anomaly in the
single-probe characteristics has been widely reported in a
tokamak34 and divertor simulators.31 Moreover, in divertor
simulators, such an anomaly has been observed not only in
hydrogen plasmas35 but also pure helium plasmas,31 in which
negative ions do not exist. Although the physical mechanism
of the anomalous I -V characteristics is not yet entirely clear,
the mechanism is considered to be the plasma impedance
between a probe tip and a reference electrode and/or by fluc-
tuating space potential.32 Similarly, in the present study, it is
believed that the electron current was reduced due to the
probe anomaly in the peripheral region; therefore, it is better

FIG. 3. Probe current-voltage characteristics at �a� r=2 cm and �b� 9 cm
and �c� radial profile of the ratio of electron current to ion current Ip�Vs� / Ii

at space potential.

FIG. 4. Ratio Ip�Vs� / Ii vs n− /n+ for different Te /Ti.
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to rely on the positive ion current, which is considered to be
more accurate in recombining plasmas, as shown in Ref. 32.

Usually, the following equation is used to evaluate the
negative ion density when the laser pulse energy is suffi-
ciently high to saturate the photodetachment signals,20,38

�Ie

Ip�Vp�
=

n−

ne

�Teff

Te
, �6�

where Teff is the effective temperature of the excess electrons
collected by the probe. The term �Teff /Te represents the dif-
ference between the energies of the PDEs and bulk electrons.
While investigating Teff, we should consider the thermaliza-
tion process and particle exchange process of the PDEs. The
time required for the thermalization of the PDEs can be writ-
ten as2


 =
3�2�3/2�0

2me
1/2

nee
4 ln �

�Te + TPDE�3/2, �7�

where TPDE is the effective initial temperature of the PDEs.
Given that ln �=10 and TPDE�Te�2 eV, 
 becomes
�50 ns for ne=1012 cm−3 and 500 ns for ne=1011 cm−3.
Thus, the thermalization time of the PDEs in the peripheral
region is longer than the rise time of the LPD signal
��50 ns�. With regard to the particle exchange process of the
PDEs, detailed numerical40 and experimental39 investigations
have been reported. In Ref. 39, it has been experimentally
shown that the energy of the PDEs does not depend on the
photon energy, although the thermalization time of the PDEs
is longer than the rise time of the LPD signal. This behavior
has been attributed to the exchange process of the PDEs and
bulk electrons. We experimentally identified that Teff ob-
tained from the probe voltage dependence of �Ie is almost
the same as Ie�Vp� in MAP-II. This may be attributed to the
fact that TPDE�1.6 eV �photon energy of 2.33 eV; electron
affinity of 0.75 eV� can be approximated to Te�2 eV in the
peripheral region of MAP-II in addition to the particle ex-
change and thermalization processes of the PDEs. Therefore,
we adopted the assumption of Teff�Te in this study.

From Eq. �1�, ne is written as

ne =
4Ie0

eve,thS
. �8�

By substituting Eq. �8� in Eq. �6�, the negative ion density
is17

n− =
�Ie

eS

Ip�Vs�
Ip�Vp�

4
�8kTeff/�mi

. �9�

Even if the value of the electron current Ip�Vs� is affected by
the probe anomaly and Eq. �8� cannot be used to determine
ne, only the relative value of the electron current
Ip�Vs� / Ip�Vp� is used in Eq. �9�. Thus, we can obtain an ac-
curate n− from Eq. �9� even when a probe anomaly occurs.
Using Eqs. �2� and �9�, n− /ne can be written as follows,
instead of Eq. �6�:

n−

ne
=

��Ie

Ii

Ip�Vs�
Ip�Vp�

��

2

meTe

miTeff
�

��Ie

Ii

Ip�Vs�
Ip�Vp�

��

2

me

mi
.

�10�

Then, the negative ion density ratio can be determined even
when an anomaly occurs in the electron current in the recom-
bining plasmas. The important points to be considered while
evaluating the negative ion density ratio by Eq. �10� are the
use of the ion current and the relative value of the electron
current in stead of the use of the absolute value of the elec-
tron current.

Figure 5 shows the radial profile of n− /ne evaluated from
Eq. �10�. By using the ion current, the influence of the
anomalous reduction in the electron current was modified;
the maximum negative ion density ratio n− /ne was evaluated
to be 15%. It was observed that n− /ne was overestimated
when Eq. �6� was used under the present experimental con-
ditions because of the anomalous reduction in the electron
current in the peripheral region. Figure 2�c� shows the radial
profile of the space potential measured by the electrostatic
probe. A potential well with a depth of approximately −20 V
was formed at the center of the plasma column.

Figure 6 shows the contour plots of �Ie as the functions
of the radial distance and hydrogen gas pressure. Since the

FIG. 5. Radial profile of n− /ne evaluated from Eq. �10�.

FIG. 6. �Color online� Contour plots of �Ie as functions of neutral pressure
and radial distance. The measurements were performed at 5.4, 7.2, 9.4, 12.0,
17.5, 21.3, 24.8, 28.7, and 33.1 mTorr �Shots Nos. 25148–25270�.
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probe anomaly occurred even in the central region of high
neutral gas pressure regimes, �Ie was plotted in Fig. 6 in-
stead of ne. As the gas pressure increased, the peak position
of �Ie shifted closer to the central region. One reason for this
shift is that Te decreases with an increase in the gas pressure.
The transport effect may also influence the profile of H−. In
the present study, we desire to focus on the H− density profile
under the lowest pressure condition of 5.4 mTorr; the varia-
tion in the transport effect due to the increase in the gas
pressure can be investigated in a future work.

Before discussing the transport effect in detail in the next
section using a simulation method, the possibility that this
effect causes a change in the H− profile is mentioned in this
paper following our previous qualitative discussions in Sec.
4.2 of Ref. 1. Figure 7 shows the radial profiles of the cal-
culated extinction rate of the negative ions and the number of
the elastic collisions within their lifetime. The extinction pro-
cesses considered here are the electron detachment processes
by the collisions with e− and H, and mutual neutralization.
The density profile of H was assumed to be uniform, and the
degree of dissociation of H2 was assumed to be 5%. With
regard to the elastic collision processes, the collisions with
hydrogen molecules and with positive ions41 were consid-
ered with the assumption that Ti=Te /5. The extinction rate
decreased with r because of the decrease in ne and Te. In the
peripheral region, the collision with H is the principal extinc-
tion process as compared to the collisions with electrons and
ions; therefore, the extinction rate becomes rather flat at
r�8 cm. With regard to the elastic collision, Coulomb col-
lision with positive ions is dominant around the center, while
the collision with the hydrogen molecules is dominant in the
peripheral region. At r�2 cm, the number of collisions was
approximately five, even though the lifetime was approxi-
mately 2 
s because of the high electron/ion density. On the
other hand, the number of collisions for the negative ions
produced in the peripheral region would be ten during
�10 
s. Assuming that the radial velocity of H− is
�10 km/s, which is the typical H− velocity in MAP-II,23 the
distance traveled within the entire lifetime would be from
�2 cm �at r=2 cm� to 20 cm �at r=10 cm�. Although the

cross-field effect was not considered in the assumption of the
radial velocity of H−, the simulation results shown later in-
dicate that the assumption does not contradict the actual situ-
ation. It may be difficult for the negative ions to escape from
the central region because the distance to be traveled is short;
it is possible that the negative ions produced between the
center and the peripheral region �for example, 3�r�5 cm�
contribute to enhancing the density in the peripheral region
�for example, 5�r�10 cm� due to a sufficient number of
elastic collisions.

III. SIMULATION

A. Simulation model

In order to investigate the effect of the cross-field trans-
port of H−, the trajectories of the negative ions were calcu-
lated by numerically solving the equation of motion with two
dimensions x and y and three velocities vx, vy, and vz as
follows:

m−
dv
dt

= − e�E + v � B� + Fcoll, �11�

where m− is the mass of H− in kg, v is the velocity of H− in
m/s, e is the elementary charge in C, E is the electric field
vector in V/m, B is the magnetic field vector in T, and Fcoll is
the collision term. The following three extinction processes
of H− and the elastic collision with neutral particles are con-
sidered by using the Monte Carlo method in each time step:
�1� collision with electrons, H−+e→H+2e, �2� mutual neu-
tralization, H−+H+→2H, and �3� collision with H, H−+H
→H2+e and H−+H→2H+e. In addition to these collisional
processes, Coulomb collisions with electrons and positive
ions are considered.42,43 The extinction process due to the
collision with H2 is neglected because the extinction rate is
substantially lower than that of the collision with H.44,45 The
extinction due to the collision with the chamber wall, which
occurs due to the effect of the parallel transport, is consid-
ered in each time step by the Monte Carlo method. The ex-
tinction probability due to the parallel transport can be deter-
mined from the ratio of the negative ion flux toward the wall
to the total negative ions. If all the particles are produced at
the center of the chamber, the transport is determined from
the diffusive process; therefore, 
�Lcham

2 /D�. In the diffusion
model, the parallel transport time is of the order of 1 ms,
which is significantly longer than the extinction time due to
the collision process. However, in actual situations, the pro-
duction of the negative ions in the parallel direction is almost
uniform because the gradients of the electron temperature
and density are small. Therefore, we should precisely evalu-
ate the parallel H− density profile in order to estimate the H−

flux toward the wall. For simplicity, we assumed that the
negative ion density in the parallel direction is constant and
the flux toward both the walls is �n−vz per unit area. This
corresponds to the regime termed “sheath limited regime.”
The use of the transport time of �vz�t /Lcham creates an am-
biguity and it may slightly overestimate the parallel transport
effect; however, this does not cause a critical problem under
the present experimental conditions because the extinction
due to the collisions with electrons, positive ions and H are

FIG. 7. �Color online� Radial profiles of extinction rate of H− and number of
elastic collisions with H2 and H+ within the lifetime.
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the principal extinction processes. We used a simplified
model in this study; the parallel H− density profile can be
investigated in a future work by measurement and
simulation.

Negative ions were generated at random in the x -y space
by applying their calculated production rate. The initial ki-
netic energy of the generated negative ions is assumed to be
0.3 eV based on the calculation by Wadehra,46 in which the
initial kinetic energy of the negative ions produced by the
dissociative attachment of H2 is estimated to be in the range
0.2–0.4 eV. The time step size in the simulation was 10 ns,
which is sufficiently shorter than the time scale of the cyclo-
tron motion of H−.

Figure 8�a� shows the trajectories of the negative ions
without collisional effects. The trajectory is circular and its
guiding center moves in the E�B direction. Thus, it is dif-
ficult to enhance the negative ion flux toward the radially
outer region when collisions do not occur, although the nega-
tive ions move cyclically in the radially outer and inner di-
rections. Figure 8�b� shows the typical calculated trajectories
of the negative ions. The calculations were continued until
the particle disappeared due to the extinction processes by
collisions and parallel transport; the trajectories of some par-
ticles are extremely short, while those of others are rather
long. Let us consider the trajectories of particles marked as
�a�, �b�, and �c�. All the particles gradually move toward
radially outer region as moving in the direction of E�B.
Particle �a� was produced at r=6.1 cm and destroyed at r
=14.4 cm after 13.2 
s, particle �b� was produced at r
=4.1 cm and destroyed at r=8.8 cm after 5.6 
s, and par-
ticle �c� was produced at r=4.0 cm and destroyed at r
=5.9 cm after 1.4 
s. The averaged radial speeds of particles
�a�, �b�, and �c� were 6.3, 8.4, and 13.6 km/s, respectively.
The velocities do not contradict the assumption of radial
speed of H− used in Sec. II.

B. Simulation results and discussion

The negative ion density without considering the cross-
field transport is obtained from the steady state solution of
the rate equation including the major production and extinc-
tion processes. The negative ion density is evaluated as
follows:

n− = 	
0�v�9

ne�e,H2
nH2�v�

ne�e,H− + nH+�H+,H− + nH�H,H− + 1/

, �12�

where �e,H2
, �H+,H−, �e,H− and �H,H− are the rate coefficients

for dissociative attachment, mutual neutralization, electron
detachment due to the collision with electrons, and electron
detachment due to the collision with H, respectively; nH is
the density of atomic hydrogen, and 1/
 represents the ex-
tinction due to the parallel transport. Figure 9�b� shows the
comparison of the calculated and measured H− density pro-
files. Case �i� in Fig. 9�b� shows the H− density obtained
from Eq. �12� by applying Tvib=5000 K and 
=Lcham/Cs,
where Cs is the ion sound velocity under the assumption that
the parallel H− velocity is equivalent to the ion sound veloc-
ity. This assumption does not imply that H− is accelerated by
presheath as positive ions. It was based on the previous mea-

surement of the H− velocity in MAP-II,23 in which the speed
of H− was comparable to the ion sound speed.

The calculation based on the rate equation yields a lower
H− density in the peripheral region as compared to the H−

density obtained from the experiments; the H− density profile
exhibiting a peak at approximately 5 cm cannot be repro-
duced. It is observed that in the calculation based on the rate
equation, the spatial profiles of the vibrational temperature
and H density are assumed to be constant. In MAP-II, the
vibrational temperature and the degree of dissociation have
been measured using passive spectroscopy.17,47 The gas pres-
sure dependence of the vibrational population distribution
obtained by detailed modeling is different from the gas pres-

FIG. 8. �Color online� Typical calculated trajectories of negative ions �a�
without collisions and �b� with collisions.
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sure dependence in the current experiments.48 Regarding the
profile of H, since the degree of dissociation is low �several
%� and the lifetime of H is reasonably long, i.e., roughly
�0.1 ms even around the plasma center due to a low reac-
tion rate of ionization �typically lower than 10−9 cm3/s�, it is
likely that the H density profile is determined mainly by the
diffusion process and the loss due to the collision with the
chamber wall. Qualitatively, if the H density decreases with
the radius, the H− density profile obtained from the simula-
tion may extend to the peripheral region; whereas, the H−

density in the peripheral region may decrease if the vibra-
tional temperature in the peripheral region is lower than that
in the central region. However, a spatial profile cannot be
obtained by passive spectroscopy; therefore, these effects can
be investigated in a future work by the use of other precise
measurements such as laser-induced fluorescence. Then, in
this study, we focus on the transport effects of H− by a
simulation.

Figure 9�a� shows the radial profile of the production
rate of H− from the dissociative attachment of H2�v�, which
corresponds to the numerator on the right-hand side of Eq.
�12�. The production rate in the central region was estimated
by extrapolating Te and ne around this region. The produc-

tion profile of the test H− particles in the simulation was
weighted by this production rate. Figure 9�b� shows the evo-
lution of particle number density by using 5000 test H− par-
ticles produced at t=0. The radial mesh size for evaluating
the particle density in Fig. 9�b� was 5 mm. Under the present
experimental conditions, the negative ions produced in the
chamber were calculated to be of the order of 5�1019 s−1.
By considering the time step size of 10 ns and 5000 test
particles, the weight of one test particle is evaluated to be of
the order of 108. At t=0.01 
s, the particle distribution indi-
cates the production distribution of the negative ions. Since
the production rate is proportional to the electron density, the
production distribution exhibits a peak at the center. How-
ever, the negative ions around the central region disappeared
rapidly in several 
s because the extinction rate was high
due to higher electron density and temperature in the central
region; in addition, the particles were transported to the pe-
ripheral region due to the electric field. After 5 
s, the nega-
tive ions at r�3 cm disappeared totally; however, the par-
ticle density at r�5 cm became twice the initial particle
density. Similarly, the negative ions at r�5 cm disappeared
totally after 15 
s; however, the particle densities at
8–10 cm were higher than the initial particle density. Note
that the particle density is plotted against r, i.e., in the cylin-
drical coordinate system in Fig. 9�b�. Because the cell vol-
ume increases with r, the number density decreases with r
even if the same number of particles exist. This effect is
clearly shown in Fig. 9�b�. Although the density around the
central region drastically decreased in several 
s, approxi-
mately 60% of the test particles are remained even at 5 
s.

Since the negative ion is a minority species, the interac-
tions between them can be neglected. Thus, the relative H−

density profile can be obtained by integrating the particle
number density shown in Fig. 9�b� in each time step until all
the particles disappear. In Fig. 9�c�, the radial cell size for
evaluating the H− density from the simulation is 3 mm.
Other parameters such as time step size and test particle
number were the same as those used in the calculation per-
formed in Fig. 9�b�. In Fig. 9�c�, case �ii� represents the H−

density profiles obtained from the particle simulation using
5000 test H− particles for the degrees of dissociation F of
4%, 6%, and 8%. The calculation revealed a peak at r
�5 cm, and decreased as the radius increased above r
�5 cm; the calculated profile was in agreement with n−. In
the peripheral region, the calculated density decreased with
an increase in the degree of dissociation because the collision
with H is one of the major H− extinction processes in the
peripheral region. Based on the comparison between the cal-
culation and experimental results, it can be said that the
transport of negative ions is one of the key processes to
determine the H− density profiles in magnetized plasmas.

To investigate the sensitivity of the H− density profile to
the electric field strength, the calculations were performed by
changing the electric field strength independently. Figure 10
shows the calculated H− density profile for different electric
field strengths under the assumption that the H− density cal-
culated in Fig. 9�c� for F=6% is correct at r�6 cm. Cases
�a�, �b�, and �c� correspond to the results without the electric
field, with the experimental electric field, and twice the ex-

FIG. 9. �Color online� �a� Radial profile of production rate of H−, �b� evo-
lution of density profile of test H− particles produced at t=0, and �c� com-
parison between calculated and measured H− density profiles. Cases �i� and
�ii� represent the calculation results from Eq. �12� and particle simulation,
respectively.
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perimental electric field strength, respectively. Without the
electric field, the H− density profile does not exhibit a clear
peak in the peripheral region even if diffusive transport is
included. When the electric field is introduced, a clear peak
can be observed around r=5−7 cm, as shown in Figs. 10�b�
and 10�c�. It was demonstrated that the electric field plays an
important role in the transport of H− under the present ex-
perimental conditions.

It is expected that the transport effect is suppressed when
the lifetime of H− is shorter than the time necessary for the
transport. Figure 11�a� shows the calculated H− density pro-
files under the assumption that ne becomes �a� one third of
and �b� five times that in the experiment for three different
electric field strengths. The number of test H− particles used
for the calculations shown in Figs. 11�a� and 11�b� are 5000
and 25000, respectively. In both calculations, the H density is
set to be the same as that in Fig. 9, and the parallel transport
effect is considered in the simplified model. Although these
ambiguities exist when the H− profiles are discussed, it is
possible to discuss the sensitivity of the H− density profiles
to the electric field strength based on the calculation results.
The H− density profile is clearly affected by the electric field,
as shown in Fig. 11�a�. On the other hand, the effect of the

electric field on the H− density profile is insignificant, as
shown in Fig. 11�b�. When the electron density is high, the
lifetime of H− is so short that it is difficult for them to be
transported to the peripheral region. When the electron den-
sity is low, the extinction due to the electron impact and
mutual neutralization becomes insignificant; therefore, the
lifetime of H− becomes longer. Consequently, the profile of
H− appears to be more sensitive to the electric field strength.

IV. CONCLUSIONS

The behavior of hydrogen negative ions was investigated
experimentally and numerically in the divertor simulator
MAP-II. To evaluate the negative ion density n− and its ratio
to the electron density n− /ne using the laser photodetachment
method, the influence of the magnetic field was considered.
In particular, by using the ion current and the relative value
of the electron current, we deducted the effect of the
anomaly of the current voltage characteristic of a probe; such
anomalies frequently occur in low-temperature recombining
plasmas. Experimentally, it was observed that the negative
ions mainly existed in the peripheral region of the plasma
column and the maximum density ratio n− /ne at r�10 cm
was approximately 15%.

Since the H− density profile cannot be explained by the
rate equation calculation, in which local negative ion produc-
tion and extinction rates were balanced, we developed a par-
ticle simulation code for investigating the effect of the cross-
field transport of the negative ions. When the effects of radial
transport were considered, the calculated profile of the nega-
tive ion density agreed with the experimental results. With
the help of the electric field and the elastic collisions, it was

FIG. 10. Negative ion density profile calculated for different electric field
strengths: �a� without electric field, �b� with experimental electric field, and
�c� twice the experimental electric field strength. The electron density and
temperature profiles shown in Fig. 2�a� are used in the calculation.

FIG. 11. �Color online� H− density profile calculated under the assumption
that ne becomes �a� one third of and �b� five times that in Fig. 2�a�. Three
cases corresponding to three different electric field strengths are presented.
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shown that the negative ions can be transported to the radi-
ally outer region where the lifetime of negative ions is rea-
sonably long.

In linear discharge devices such as a divertor simulator,
two separate regions such as those in negative ion sources
are formed naturally. In other words, rovibrationally excited
hydrogen molecules are produced in the central region, while
the lifetime of the negative ions in the peripheral region is
reasonably long. Furthermore, the potential well, which may
be produced by the ambipolar diffusion process across the
magnetic field, is formed in the plasmas; therefore, the pro-
duced negative ions are transported to the peripheral region.
This transport effect can enhance the negative ion density in
the peripheral region.
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