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1. Introduction

The problem of the transferability of the various meanings of a polysemous word

from one language to another has been studied by many researchers (e.g., Cunningham

and Graham, 2000; Kellerman,1978; 1986; Viberg, 1999). The underlying theory of 'core'

and 'prototype' has been used in many of psychology and psycholinguistics, such as

perception (e.g. Rosch, 1973), cognitive psychology (e.g., Miller, 1978), language

development (e.g., Nelson, 1985), semantics (e.g., Jackendoff, 1984, and Pause, Botz, and

Egg, 1995), historical linguistics (e.g. Michaelis, 1996 on the diachronic analysis of the

adverbial STILL, and Uhlenbeck, 1996, on the distinction between homonymy and

polysemy), and by Bell (1998) on the “cancellative discourse markers”).

The concepts of 'core' and 'prototype' have been used in the field of second

language acquisition as well: Shirai (1990), for example, studied the prototype and

metaphorical extensions of the verb PUT. The concepts of core and prototype are not

identical: the notion of 'core' is regarded as a context-free, abstract essence of one set (or

group), while 'prototype' is seen as the most typical member of a given set defined by a

concept of core. Since 'core' is a concept which is free of context, the concrete meaning of

each member belonging to a set defined by the core is determined by the context in which

the member appears. In other words, the embodiment of core is determined by contextual

information. Limiting himself to cases involving polysemous words, Miller (1978) points

out two necessary conditions for actualization of the core: "(a) it is possible to identify

central or core senses of polysemous words, and (b) it is possible to formulate construable

rules governing the ways a core sense can be extended or provide other senses (p.102)."

                                    
1 Here the word 'genre' is used without strict definition to refer to field grouping in the Brown Corpus.

For example, later codes such as A01, B02, etc., will be given as genre identifiers.  "A" means "Press:
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In a slightly different approach to the concepts of core and prototype, Coleman

and Kay (1981), for example, define 'semantic prototype' as a 'prelinguistic cognitive

schema or image' with which speakers judge the degree to which an object matches as a

member of the category represented by the schema or image. Using this semantic concept

of prototype, Kellerman (1978) carried out an experiment on transferability judgments

between a Dutch polysemous word BREKEN and its English equivalent BREAK.

Kellerman's subjects, who were all native speakers of Dutch learning English as second

language, judged that the closer to the 'core' a specific meaning was, the more likely the

meaning would be transferable from their first language to the target language. That is, it

was judged "safe" to do a direct translation from one language to another.

Building on Kellerman (1978), Tanaka and Abe (1985) studied cross-linguistic

transferability between Japanese and English. They came to a conclusion to that of

analogous to Kellerman. They found that the less idiomatic an expression was, i.e., the

closer to the "core" the word was, the more likely it would be judged transferable from

one language to another.

In a related study, Caramazza and Grober (1976) claimed that the grammatical

category of a word sense did not affect similarity judgments; however, Kellerman (1978)

reported that the grammatical category of a lexeme in a polysemous word did indeed

affect the transferability judgment. At the same time, however, Kellerman claimed that

the degree to which a polysemous word was judged as similar to a corresponding word in

another language does not predict the transferability judgment reliably. According to

Kellerman, in comparison with a similarity judgment, a prototypicality judgment shows a

much stronger correlation with the judgment of transferability.

Kellerman (1986) attempted to improve the predictability of transferability

judgments through the use of prototypicality judgments. In order to do this, he introduced

the notion of subjective frequency -- how frequently a learner thinks a sense of a word is

used regardless of its objective frequency. He used the concept of subjective frequency in

addition to a previously-used notion, i.e., prototypicality, which was defined as

"perceived similarity to the primary sense of a word (XXX)." Using these two factors

simultaneously, he claimed the predictability of transferability judgments could be

significantly improved when expressed as a product of these two factors.

Similar to Kellerman’s (1986) experiment using the frame work of prototype

theory, Ueda (1998) compared the mental lexicon of Japanese college level learners of
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with regards to the prototypical meanings of PLAY. Ueda (1998b) also reported a similar

result in which both Japanese learners of English and English native speakers used the

prototypical meanings of PLAY to understand more peripheral ones of the same verb.

The above-mentioned researchers, however, focused mainly on the transferability

of individual senses of a polysemous word in an exclusively crosslinguistic /

interlinguistic situation. It seems possible, however, to consider an analogous problem of

transferability in an intra-linguistic situation as well. Intralinguistic transferability here

refers to the possibility that a possible meaning of a polysemous word used in one

particular genre can also be used in another genre. In the present study, “genre

variability” of senses in polysemous words will be considered equivalent to and used

interchangeably with the term “intralinguistic transferability”.

There seem to be a very small number of studies conducted concerning the

'intralinguistic transferability' of any given sense of a polysemous word. Evidence for this

paucity comes from the relatively small number of intralinguistic transferability studies in

large-scale data base searches. For instance, the Language and Linguistic Behavior

Abstract regularly scans domestic and international journals and books in language-

related research and has accumulated 234,000 records (as of 2001). This database holds

182 records for the key words 'polysemous word(s)' and 1856 records for the key word

'genre.' However, this same database has only twoo records containing both of these two

keywords found together.

Based on the theoretical framework of contextual analysis (Celce-Murcia, 1980;

1990), the present study, therefore, attempts to investigate the relationships between the

intralinguistic transferability (or genre variability) and the prototypicality of each lexeme

of the polysemous verb BREAK3 using (a) native and near-native speakers' typicality

judgments on lexemes in given sentences, and (b) subjects' most typically generated

sentences as measurements of prototypicality for the various senses of BREAK.

Research questions and hypothesis

The study attempts to answer the following research questions:

(1) What is a working representation of various meanings of BREAK?

(2) What is the most prototypical sense of BREAK?
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(3) What is the relationship between prototypicality and intralinguistic

transferability?

The hypothesis

The following hypothesis is tested in this study:

The more 'core-like' or the more 'prototypical' a meaning is, the more widely it is

used across various genres, i.e., the higher the degree of intralinguistic

transferability.

2. Method

The present study was conducted following four major steps. First, a classification

of the meanings of BREAK was broadly constructed based on several dictionaries'

categorization of them. Second, the actual use of each sense of the verb BREAK in a

large-scale database was observed using the Brown Corpus, which contains more than

1,000,000 written words.

It is true that there are much larger corpora of English than the Brown Corpus,

such as the Bank of English and the British National Corpus (see 滝沢2001 for the status

quo of larger corpora). It is also true, however, that the Brown Corpus is still the major

reference corpus for many researchers given its design and principles of construction its

word frequency information, and its provision for targeted words in an immediate context.

Thus, Hennoste, Koit, Roosmaa, and Saluveer (1998) created the first written Estonian

corpus based on LOB and Brown Corpora design principles. Sinclair (1995) also adopted

the original principles of the Brown Corpus with minor modifications to describe and

classify various large scale linguistic corpora. As for the use of the frequency information,

Grabowski and Mindt (1995), for instance, relied upon the Brown Corpus and the LOB

corpus to compile a learning list of irregular verbs in English, and they confirmed the list

with Longman/Lancaster English Language Corpus, as well. Furthermore, Burgess and

Livesay (1998) compared the word frequency estimates from the Brown Corpus (about 1

million words) and those of the HAL corpus (about 130 million words) in terms of their

predicting abilities for word recognition time and found that the two corpora have

virtually no difference as far as their high-frequency words (such as BREAK) are
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justifiable to use the Brown Corpus for the current study in spite of the relatively early

date of its construction.

Third, each meaning of the verb BREAK was evaluated in terms of prototypicality

based on (a) the 'receptive typicality' judgment test by linguistically sophisticated native

and near native speakers of English, and (b) the 'productive typicality' test given to the

same subjects. Finally using descriptive statistics, the present study examined whether

meanings judged 'prototypical' were indeed used more widely in various genres than other

senses judged less prototypical.

2.1. Classification of the meanings of the verb BREAK

According to Tanaka (1987) and Shirai (1990), There are three major approaches

to the classification of the various meaning of polysemous words, i.e., (a) the dictionary

approach, (b) the feature approach, and (c) the core-prototype approach. The dictionary

approach starts with collecting as many samples as possible which contain the target word.

Those samples are then divided into multiple groups. After the grouping has been verified,

each sense group is named according to its most representative meaning.

The feature approach to the categorization of multiple meanings of a word

dissects those meanings into basic features so that a combination of the existence and the

non-existence of each feature will define the specific meaning of one sense. Shirai (1990)

cites Jackendoff (1983), who illustrates this approach using PUT, as in "Amy put the

flower in the vase" in terms of [+CAUSE] [+ GO] and [+ positional/+circumstantial].

The core and the prototype approach set the core meaning and the prototypical

example of a target word at the center and arrange various meanings in concentric circles

until the examples at the outer-most borders can no longer be regarded as examples of the

word.

The three approaches discussed above have both positive and negative aspects.

Tanaka (1987) criticizes the dictionary approach by saying that its enumerating nature

makes intergroup relations opaque. The feature approach is of interest due to its binary

nature which makes it possible to classify a virtually infinite number of separate entities

based on features. As the number of meanings of a word increases, it is necessary to

increase the number of features in order for each meaning to possess a unique

combination of features. If those basic features are used not only for one particular word
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This approach has another problem involving feature expansion, since each word may

need a completely different set of features from others to distinguish its own meanings.

Thus, although each word may need just a few features, the total number of features

necessary for classifying all words could become quite large.

The core and prototype approach also has problems stemming from the

operationalization of prototypicality and coreness. Givón (1984), for example, discusses

the limitations of the core approach by arguing that there is almost always something that

the context-free core of a word alone cannot cover. In other words, Givón sees the

meaning of words as "a mixed compromise system," and admits that there are some

meanings which are context-free and others which are context-dependent.

In terms of feasibility and theoretical superiority, the present study uses a

combination of the dictionary and the core and prototype approaches, since (a) sample

classifications are readily available from a large number of dictionaries and (b) the core /

prototypical approach has shown some success in previous studies. The following are

some examples of the core and prototype approach and the dictionary approach for

various meanings of the verb BREAK.

The core and prototypical approach
(A). Tanaka and Kawade (1987)

1. (with movement) interruption

2. (without movement) damage

The dictionary approach
(B). West's (1953)' A General Service List of English Word s

1.fracture

e.g.,. break the window/ break the skin/ The rope broke

2.figurative

e.g., break her heart/ break the attack

3.not be retained by

e.g., break the prison/ break a contract

4.interrupt

e.g., break one's journey/ break the silence

5.phrasal expressions

(Phrasal expressions will not be included in this study.)

 

(C) . Oxford Advanced Learner's Dictionary of Current English (Hornby, 1974)

1. (of a whole thing) (cause to) go or come into two or more separate parts as the result of force, a

blow or strain (but not by cutting)
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e.g., He broke a branch from the tree.

3. make something useless by injuring an essential part (of a machine, apparatus, etc.)

e.g.,break a clock

4. (with adjective). break even, break loose etc.

(Phrasal expressions will not be in this study.)

5. (with various subjects):

e.g., The abscess blister bubble broke.

6. (with various objects):

e.g., break somebody's back.

7. train or discipline

e.g., break a horse to a harness

8. subdue, keep under, end by force:

e.g., break the enemy's resistance

9. act in opposition to; infringe:

e.g., break the law

10. interrupt or destroy the continuity of; end the operation or duration of

e.g., break the silence by speaing

11. (with adverbial particles and prepositions) phrasal expressions

(Phrasal expression will not be used in this study.)

(D) Longman Dictionary of Contemporary English (Procter, 1978)

1. to (cause to) separate into parts suddenly or violently, but not by cutting or tearing:

e.g., to break a window / a leg. The rope broke when they were climbing.

2. to (cause to) become separated from the main part suddenly or violently, but not cutting or

tearing:

e.g., to break a branch off a tree.

3. to (cause to) become unusable by damaging to one or more parts:

e.g., He broke his wristwatch by dropping it.

4. to (cause to) become, suddenly or violently:

e.g., The prisoner broke free/loose.

5. to open the surface of:

e.g., to break the skin/the soil.

6. to disobey; not keep; not act in accordance with:

e.g., to break the law/a promise

7. to force a way (into,out of, or through):

e.g., He broke into the shop.

8. to bring under control:

e.g., to break a horse/ a child's spirit

9. to do better than:

e.g., to break a record in sports

10. to ruin:
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e.g., We broke the enemy at the battle of Harlow Fields.

12. to make known (especially something bad.)

e.g., Break the bad news gently to him, please.

13. to interrupt (an activity):

e.g., We broke our journey to Rome at Venice.

e.g., The bushes will break his fall.

14. to (cause to) come to an end:

e.g., to break the silence; The cold weather at last broke at the end of March.

15. to come especially suddenly into being or notice:

e.g., As day breaks; The storm broke.

16.to fail as a result of pressure from inside or outside:

e.g., His health broke. He may break under continuous questioning.

17.to (cause to) change suddenly in direction, level, loudness:

e.g., His voice broke with strong feeling

18.to discover the secret of :

e.g.,.She broke their code(=secret writing).

Among these various categorizations, the present study used the Longman

Dictionary's system for its basic classification of the meanings.4 The choice of the

Longman Dictionary is partly due to the fact that this dictionary is made for second

language learners so that it is easier to identify the meaning of a certain use of BREAK in

this system than in more complicated ones. Secondly, what is necessary to differentiate

among the various meanings of a word in order to master the word in second language

learning may in fact reflect better a native speaker's mental categorization of the

meanings of the word. Finally, Longman's list of definitions seems to be appropriate as

indicated by Kellerman's (1986) use of it to define the prototypical meanings of BREAK.

The Oxford Advanced Learner's Dictionary (OALD) (Hornby, 1974) is also a learner

dictionary, but the Longman Dictionary of Contemporary English is more recently

compiled and thus reflects the present-day use of words better than the OALD.

In order to make the Longman system applicable to the data used in this study,

however, a modification to the Longman system was devised. This was partly because the

number of categories seems to exceed the observed uses in the Brown corpus and partly

because some differentiations seemed to be too minute to be practical for investigation in

the present study. The following is an adapted categorization based on the Longman

Dictionary of Contemporary English (Procter 1978).
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(E) Modified Longman system
G15 Destruction6

17. to (cause to) separate into parts suddenly or violently, but not by cutting or tearing: e.g., to

break a window / a leg. The rope broke when they were climbing.

2. to (cause to) become separated from the main part suddenly or violently, but not cutting or

tearing: e.g., to break a branch off a tree.

10.to ruin: e.g., if that young man tries to marry my daughter, I'll break him!

16. to fail as a result of pressure from inside or outside: e.g., His health broke. He may break under

continuous questioning.

G2 Damage
3.to (cause to) become unusable by damaging one or more parts:

e.g., He broke his radio.

G3 Exposure/ uncovering
5. to open the surface of: e.g., to break the skin/the soil.

12. to make known (especially something bad.): e.g., He broke the bad news to her.

18.to discover the secret of : e.g.,.She broke their code(=secret writing).

G4 Go against expectation/ convention
6.to disobey; not keep; not act in accordance with: e.g., to break the law/a promise

G5 Overpower / control
8. to bring under control: to break a horse/ a child's spirit

11. to destroy as an effective force: e.g., We broke the enemy at the battle of Harlow Fields.

9. to do better than: e.g., to break a record in sports

G6 Interruption
13. to interrupt (an activity): e.g., We broke our journey to Rome at Venice. The bushes will break

his fall.

G7 (+/- change in state or existence)
14. to (cause to) come to an end: e.g., to break the silence; The cold weather at last broke at the

end of March.

15. to come especially suddenly into being or notice: e.g., As day breaks; The storm broke.

17. to (cause to) change suddenly in direction, level, loudness: e.g., His voice broke with strong

feeling

G8 None of the above

One note which seems necessary here is that Sense Group 1 does not differentiate

between physical and figurative ("imagery") objects. This is based on previous research

by Kellerman (1978, 1986). Kellerman reports that the degree of prototypical sense or

                                    
5 This number shows the Group number in the modified version of the Longman Dictionary explanation
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attribute shared by various meanings is minimally influenced by a consideration of

concreteness or imagery. Kellerman (1978) elaborates as follows:

Senses of break as represented by She broke his heart or The accident left him a

broken man are seen as more related to the 'prototypical sense' than such concrete or high

imagery senses as contained in The waves broke on the shore or The tree broke his

fall.(p.38).

Also, with regard to idiomatic or phrasal expressions, all expressions listed as

idioms and phrasal verbs in Longman and Cobuild or judged as such by a sophisticated

native speaking researcher were excluded from further analysis. This follows Kellerman's

(1978: 38) methodology.

2.2. Data

2.2.1. Corpus

In this research, the Brown Corpus8 was used as the source of data. Computer

software called the Oxford Citation Program was used to select all sentences containing

any form of BREAK in the form of a concordance with tags indicating the genre of the

source.

2.2.2. Limiting the data and the classification of the sentences from the Brown

Corpus.

This study used only the "simple" forms of BREAK based on Kellerman (1978).

This means that the present study excluded the cases using BREAK as (1) nouns, (2)

phrasal verbs, (3) prepositional expressions, or (4) a combination of both phrasal and

prepositional expressions. In addition, cases of gerundive use to form a compound noun

were also excluded because of their noun-like nature.

In order to decide whether each example of BREAK should be included in the

data for analysis in the current study, the following steps were taken. First, using the tag

information in the Brown Corpus regarding the part of speech of the target word, all

examples of BREAK classified as nouns were eliminated, even if they co-occurred with

tokens of BREAK used as verbs in a given segment of output from the Brown Corpus.

Second, the remaining sentences containing BREAK were examined individually.



Intralinguistic (Genre) transferability and prototypicality of meaning of polysemous words: the case

of BREAK.

sentences were classified according to the meaning of BREAK in each sentence, using

the modified Longman system of classification. Whenever the researcher was not certain

of how to classify a token of BREAK, it was discussed with linguistically sophisticated

native English speakers so that an appropriate classification could be made.
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2.3. The receptive prototypicality judgment test

2.3.1. Subjects

Thirty-seven linguistically sophisticated native speakers and near-native speakers

of English who were either graduate students or faculty members of the Applied

Linguistics Department at the University of California, Los Angeles (UCLA) participated

in this test in June 1991.

2.3.2. Instrument

A five-point Likert scale-type questionnaire adapted from Kellerman (1978) was

used. See Appendix A.

2.3.3. Procedure

The subjects were asked to judge the 'typicality' of each sense of BREAK. The

questionnaire sheets were collected after one week.

2.3.4. Analysis

The left-most column of Appendix A shows the sense group to which each

sentence belongs. When more than one sentence was classified as a member of a sense

group, the scores of these sentences were averaged. The results of this test were

summarized as the receptive prototypicality scores in Table 4.

2.4 The productive prototypicality test

The productive prototypicality was operationalized as the degree to which a

meaning is used in sentences generated by the subjects in a context-free environment.

Thus, if a subject often generated sentences in which BREAK meant the destruction of

something physically, for example, then sense group 1 would be regarded more typical

than other meanings for that subject. (See Table 4. for results).
 
2.4.1. Subjects

The same as those used for the receptive prototypicality judgment test except the

number was reduced to 26.
 
2.4.2. Instrument and procedure

The subjects were told to generate three sentences using the verb BREAK,



Intralinguistic (Genre) transferability and prototypicality of meaning of polysemous words: the case

of BREAK.

2.4.3. Analysis

The sentences produced by the subjects were classified according to the seven

sense groups. Then a weighted score was given to each sentence based on the reversed

order of production: the first sentence, the second sentence, and the third sentence were

given 3 points, 2 points, and 1 point, respectively. The sum of the weighted scores for

each sense group was then given to each respective sense group. The total sum for each

sense group was used as its productive prototypicality judgement index.

3.Results

3.1.BREAK as a whole in the Brown Corpus

Table 1 shows the total number of "inflected forms" of the verb BREAK which

were initially extracted from the Brown Corpus for this research. Although not surprising,

Table 1 and Table 2 (below in the next section) indicate that the most frequently used

form among the inflected forms of the verb BREAK is "broke," or the past time form.

The number of occurrences of "broke" is greater than that of "broken", which includes

both adjectives and past participles. Type-token ratios and other related information are

also provided in Table 1.

Table 1. Summary of Frequencies of BREAK in The Brown Corpus Including Type /

Token Ratio

____________________________________________________________________________________

Variations  Freq. Total vocab.(%) words(%)        Freq.(%)
____________________________________________________________________________________

BROKE*  1   1  16.67  0.38  0.38

BREAKS 12  13  33.33  5.00  4.62

BREAKING 25  38  50.00  14.62  9.62

BROKEN 63 101  66.67  38.85 24.23

BROKE 71 172  83.33  66.15 27.31

BREAK 88 260 100.00 100.00 33.85

Type/Token Ratio 0.023077    Total Words Picked     260
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Note. Freq. = Words in Frequency; Total = Word Total; Vocab.%=% of vocabulary; Words(%)=% of

Words; Freq.(%)=% of Words in Frequency; BROKE* is an adjective meaning not having money.

3.2.Results of the reduction procedure.

Each category of BREAK is shown below in Table 2. Underscored categories

indicate those actually used for the analysis of the meaning of BREAK for each sentence.

As a whole, cases were moved to the next step of analysis in terms of classification of

meaning (discussed below) and in terms of the genres in which they were used.

Table 2 Breakdown of BREAK in the Brown Corpus

Category Frequency9 Category       Frequency10

Break-Noun 23 Break-Phrasal 32

Break 30 Breaks-Noun  3

Breaks-Phrasal  4 Breaks  4

Broke-Phrasal 47 Broke 19

Breaking 25 Broken-Phrasal      16

Broken 41

3.3. The classification of the meaning of BREAK.

The total number of instances of BREAK in the corpus was 260 and 116 of them

were used. Based on the reduction procedure explained in the method section, each

observed use of BREAK (N=116) was identified using the adapted Longman

system.Table 3. in Appendix A given the cross-tabulations of sense group and the genres

in which they appeared in the Brown Corpus.

The columns of Table 3 contain the seven sense groups (plus an eighth, for "none

of the above" ) and the rows indicate the genres specified by the Brown Corpus. A

descriptive label for each genre is given in Appendix B.

The row total (See the right most figure next to cell A8) reports 12 actual

observations of genre A. The column total (See the bottom of the first column under cell

R1) shows 57 (49.1 %) observed cases for sense group 1, destruction. Looking at the

column totals for each sense group and their percentages, it is clear that the absolute
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majority of the meanings of BREAK used in the Brown Corpus belong to the first sense

group, i.e., 'destruction'.

Table 4 below summarizes the genre frequency of each sense group, the receptive

and productive prototypicality index, and the absolute frequency of each sense

group.Genre frequency refers to the number of genres in which a particular sense group

was used in the Brown Corpus. For example, the first row of Table 4. shows that this

meaning was used 56 times in the corpus altogether, and that it appeared in 11 genres.

As mentioned before, Table 4. indicates that the 'destruction' sense acounts for a

clear majority of the occurrences of BREAK. However, whether one can say that this

sense is more widely used than other meanings interms of genre is not so clear.It is

certain that this sense group appears in more genres than any other meaning since the

genre frequency of this sense group is higher than that of any other group. However, this

result could be due to the absolute numbers. In other words, other meanings did not

appear in more genres simply because their absolute frequencies were not large enough.11

On the other hand, it seems quite possible to say that the fact that this sense group

accounts for the majority of tokens (and appears in more genres than any other sense

group) means that English writers feel safe in using it in more genres than others. Further

investigation using the prototypicality of each sense will help sort out these conflicting

views.

Table 4. Results of absolute frequency, genre frequency and prototypicality

____________________________________________________________________________
Sense Absolute Genre Productive Receptive
group Freq. Freq. proto- proto-

typicality ypicality
____________________________________________________________________________
  1 (destruction) 56 11 100 4.23
  2 (damage)  8  7   5 4.57
  3 (exposure)  8  7   0 2.73
  4 (unexpected)  9  9  18 3.53
  5 (overpower) 12  6   0 2.95
  6 (interruption)  7  5   6 1.89
  7 (change of 12  8  10 2.34

existence)

                                    
11 Unfortunately, the data of the present study potentially violate the necessary conditions for the use of
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_______________________________________________________________________________

As a supplement to the current study, 86 sentences containing BREAK and its

variations were selected using COBUILD Direct (a partial corpus of the Bank of English).

Those sentences were then classified into the same seven sense groups as in Table 4,

following the same procedures as have been explained so far. The Spearman rank order

correlation between the rank order of the absolute frequencies of the seven sense groups

obtained from COBUILD Direct and the rank order obtained from the Brown Corpus as

shown in Table 4 turned out to be 0.778 (p < 0.001). The relatively strong correlation

between the two corpora added another piece of evidence for the justification of using the

Brown Corpus for the present study.

3.4. The prototypicality of each sense group

Table 4 summarizes the results of two prototypicality judgement tests, as well.

The productive prototypicality and the receptive prototypicality measured and computed

as explained in Section 2.3. are reported in the fourth and fifth columns of Table 4,

respectively. For example, the first row of the fourth column indicates that the sum of the

weighted scores given to the generated sentences containing the meaning of destruction

for BREAK was 100, while the second row of the fourth column shows that the sum of

the weighted scores for damage was 5. According to the fourth column of Table 4., the

sense group characterized as destruction was regarded as much more "typical" than the

sense group characterized as exposure or the sense group characterized as overpower.

Similarly, the fifth column (receptive prototypicality) shows subjects' evaluation

of the prototypicality of contextualized tokens of each sense group for BREAK in the

receptive situation. The computation of these scores is explained in Section 2.3. The last

column of the first row shows that the destruction group received 4.23, which is the

second highest among these seven senses. This means that 'destruction' was judged by the

subjects to be the second most typical meaning among the seven meanings, while Sense

Groups 6 and 7 were judged the least and the second least typical meanings of BREAK.

3.5. The relationship between genre frequency and prototypicality

Table 4 is the most comprehensible summary of results. In order to closely

examine the relationships among the genre frequency based on each sense group and the

two types of prototypicality, a series of graphs is included. Figure 1 is a bar chart of genre
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‘destruction’ sense is used in eleven genres of the Brown Corpus while the ‘interruption’

appears in only five genres in the same corpus. Figure 2 shows the results of the

computed productive prototypicality for each sense group. The horizontal axis of Figure 2

refers to the Productive Prototypicality, computed according to the procedures described

in the methods section. The vertical axis of this figure shows the seven sense groups. It

should be noted that the order of the sense group in Figure 2 is arranged not by magnitude

of productive prototypicality but by order of genre frequency of each sense group (as in

Figure 1).

Similarly, Figure 3 is a graphic representation of the results of the prototypicality

judgement for each sense group. The horizontal axis provides the measured receptive

prototypicality. The order of the sense groups in this figure is, again, not that of genuine

receptive prototypicality but that of genre frequency for each sense, as in Figures 1 and 2.

Figure 4 attempts to capture the relationship between the two types of

prototypicality used in the present research. The horizontal axis of Figure 4 indicates the

receptive prototypicality, like Figure 3. The sense groups in Figure 4 are arranged in

accordance with the descending order of productive prototypicality. Thus, if there were

perfect agreement between these two types of prototypicality measures, the higher the

vertical position of a sense group, the longer its bar would be. In this chart, it is possible

to examine this agreement to some extent. Nevertheless, it is obvious that there is some

discrepancy between the two measures of prototypicality. Particularly 'damage' and

'interruption' seem to be problematic if we believe that there is only one prototypicality

attached to each sense of BREAK in the human brain.

4. Discussion and Conclusion

The present study attempted to answer the following three research questions:

(1) What is a working categorization of the various meanings of the

polysemous verb BREAK?

(2) What is the prototypicality of each sense of BREAK?

(3) What is the relationship between the prototypicality and intralinguistic

transferability of senses of BREAK?
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The more 'core-like' or 'prototypical' a meaning is, the more widely it is used

across various genres, i.e., the higher intralinguistic transferability it has.

With regard to the first research question, the categories of the seven sense groups

modified from the Longman Dictionary proved useful. In only a very few cases was it

difficult to determine a categorization.

The second research question was partly answered by the two tests measuring the

productive and the receptive prototypicality associated with each sense group. As Table 4.

and Figure 2 indicate, the prototypicality measured by the production test showed that the

'destruction' group was clearly the most prototypical sense group. The table and figure

also indicates that the second most prototypical sense group was 'unexpected', i.e., 'go

against expectation' (sense group No.4), although there is a big gap between the first and

the second senses. The same table and figure also show that the 'exposure' group and

'overpower' group turned out to be the least prototypical. Neither occurred among the

three freely-generated sentences produced by the subjects in the research. The same test

also indicated that, in terms of productive prototypicality, the second (or third) least

prototypical group was the sense of 'damage'.

Table 4. and Figure 3 demonstrate that the 'damage' and 'destruction' groups were,

respectively, the most and the second most prototypical meanings of BREAK according

to the receptive prototypicality test. The same test determined that 'interruption' of

activity, and 'change of existence, etc.' groups were considered the least prototypical

sense groups.

Judging from the results of the two types of the prototypicality tests, it seems safe

to say that the 'destruction' sense is one of the most prototypical among the various

meanings of the verb BREAK, because it was this sense that ranked as the first and

second most prototypical meaning on both tests. There are at least two additional reasons

to assume that the meanings included in 'destruction' constitute the core meaning of the

word. One such reason is that Kellerman's (1978) multidimensional scaling12 indicated

that the sentences he used with "break one's leg" or "break the cup" are more "core"-like

in meaning than others, such as "break the code" or "to break the surface". Another reason

is the way in which dictionaries arrange the major meanings of the word BREAK. In The

Longman Dictionary of Contemporary English, The Oxford Advanced Learner's

Dictionary of Current English, Collins COBUILD English Language Dictionary, and
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General Service List by West, the meaning that Group 1 represents is treated as one of the

most important or the most basic (thus "core"-like) meanings of the word BREAK, by

listing it as one of the first three meanings.

However, the results obtained from the productive prototypicality test and

receptive prototypicality test did not yield clear-cut answers to the original research

questions. That is, the research question, consciously or unconsciously, assumed that it

would be possible to say that the prototypicality of a certain sense group is one thing,

while that of another sense group is another. However, Figure 4 now allows us to

visualize the existence of a disagreement between the two types of measurements, so we

now have to ask which type of prototypicality is presumed in this question.

Of course, what is suggested by the disagreement itself is ambiguous. One

possible interpretation would be that there is in fact only one theoretical trait named

prototypicality here, and it is quite natural to see some discrepancy given that the two

types of measurement must include some amount of measurement error. The second

interpretation is that there is indeed no single entity called prototypicality. Instead, there

are at least two different types of prototypicality. Although it is true that a certain amount

of error must be involved, the two tests yielded different results because they were

actually reflecting the existence of the two different kinds of prototypicality.

One explanation is that the subjects may have thought that the receptive

prototypicality test was asking them to imagine which meaning they think other people

would most typically use. This interpretation of the prototypicality test would transform it

into a kind of productive prototypicality test. Similarly, it could mean they used the same

information as for the productive prototypicality even if there was another set of

information for receptive prototypicality.

On the other hand, there seem to be several reasons to assume two sets of

prototypicality. One reason to believe more than one entity of prototypicality for each

word comes from the size discrepancy between one's passive and active vocabulary. It is

quite common for people to recognize more words in a receptive or passive task than they

actually produce spontaneously. This suggests that there are words for which only the

receptive side of the information exists in the lexicon. Further, this could mean that the

same kind of phenomenon exists for each nuance/separate meaning of a word. Only a

receptive aspect of this word could exist while a productive side does not. If this is the
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Either interpretation could be valid in terms of general research design. The

present research cannot determine which interpretation is more suitable based on

objective evidence. (These interpretations could be translated into corresponding models

and would be statistically testable if it were appropriate to use some sophisticated

statistical modeling techniques, such as structural equation modeling.)

The answer to the last and central research question of this study, i.e., identifying

the relationship between the genres and the sense group with regard to prototypicality,

was supplied by Figure, 2 and 3. Taking the discrepancy discussed in the results section

related to the second research question, if productive prototypicality is used as an index of

prototypicality, Figure 2 shows a relatively clear correspondence between intralinguistic

transferability and prototypicality. Sense groups are arranged vertically based on

descending order of the genre frequency of each sense. While 'interruption' appears as

somewhat of a misfit and an exception, the other six sense groups show clear agreement

between the productive prototypicality and the genre frequency associated with each

sense group found in the Brown Corpus data. Consequently, the hypothesis was

supported in that the more (productively) prototypical a sense group, the more widely that

particular sense group was actually used in various genres in the Brown Corpus, i.e., the

more intra-linguistically transferable it was.

The relatively clear relationship between intralinguistic transferability and

prototypicality, however became somewhat less salient when receptive prototypicality is

used instead of productive prototypicality. It may well be possible to recognize some kind

of agreement between the order of receptive prototypicality and genre frequency as well.

Nevertheless, such a relationship seems to be somewhat weaker than that of productive

prototypicality, with 'damage' and 'change of existence' as the two outstanding exceptions

to the pattern.

One immediately emerging question is why the productive prototypicality showed

a stronger agreement with genre frequency than the receptive prototypicality did. One

possible explanation of this could be as follows. Comparatively speaking, productive

prototypicality obtained by asking subjects to generate sentences with BREAK should

more directly reflect actual use of the word in a large scale corpus than receptive

prototypicality. This is because producing several sentences is, in fact, nothing but an

actual use of them. On the other hand, asking subjects to rate how prototypical each sense

of BREAK is in test sentences is not an actual use of these senses in daily life.
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In other words, not only the subjects in the present research produced the sentences with

the verb BREAK, but also the writers in the Brown Corpus produced each meaning of

BREAK in a similar manner. Neither group chose meanings based on the given senses. In

contrast, subjects were given the full range of various senses when they were asked to

choose which sense of BREAK looked most or second most prototypical in the receptive

prototypicality judgement.

Interestingly, the relatively strong agreement between productive prototypicality

and genre frequency for each sense could potentially contradict one of the conclusions of

Shirai (1990) vis-a-vis the verb PUT. The productive prototypicality operationalized in

the present study was also used in Shirai. Furthermore, Shirai also used the Brown

Corpus as one of his two major sources of data. In addition, both studies used TESL/

Applied Linguistics students at UCLA as subjects. Yet, Shirai reports that the sentences

most typically produced by his subjects are not in accordance with those actually found in

the Brown Corpus, though his study says this tendency is stronger in speech data taken

from the UCLA Oral Corpus. In other words, productive prototypicality is not a good

predictor of the absolute frequency of the sense groups of PUT used in the Brown

Corpus.

One possible account for the gap between the productive prototypicality

judgement and that of the Brown Corpus data is that the productive prototypicality

judgement test leads subjects' attention to the full range of grammatical forms. Unlike

these subjects, the authors of the samples in the Brown Corpus do not seem to have paid

special attention to each form of the tense/aspect system of the verb.

It is, of course, quite legitimate to attribute the different findings of the two

studies to the idiosyncratic nature of these studies. Indeed, we used different words

(BREAK vs. PUT) as targets, different computational methods for determining the

productive prototypicality (weighted and non-weighted scoring for each elicited sentence

based on their order of occurrence from each subject), and, above all, had different

research focuses (genre frequency vs. absolute frequency).

In particular, regarding the last difference between Shirai (1990) and the present

study, it is noteworthy that Table 4. demonstrates that the present study data also shows a

gap between the productive prototypicality of sense groups and their absolute frequencies.

Consider 'over power', for instance. This category is the lowest in terms of its productive
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Consequently, on the one hand, the present study confirms the findings of Shirai

(1990). On the other hand, this study suggests that (productive) prototypicality and genre

frequency may not be as different from each other as are productive prototypicality and

absolute frequencies. That is, productive prototypicality may not predict how often a

particular category of sense is actually used in corpus, but it may be able to predict how

widely that category is used across various genres. Whatever the reason for the

contradictory findings, the existence of the difference suggests that further studies should

be conducted.

As for theoretical and methodological problems and future improvements, first, a

more systematic way for defining each meaning of BREAK should be sought. For this

purpose, a cluster analysis using various features, such as [+/- movement], [+/- agent], etc.

might be promising, although the problems associated with feature analysis have been

discussed in Section 2.

One related problem is to seek out some methods for incorporating the idiomatic

and / or phrasal expressions which were excluded from the current study. Their exclusion

was, in one respect, necessary in order to reduce the potential ambiguity of the meaning

of the verb BREAK in each sentence following conventions adopted by Kellerman (1978).

One undesirable side-effect of these conventions is, however, that they greatly reduce the

sample size. Thus, since a larger sample size is more desirable, some procedures should

be sought which might enable us to handle sentences including at least BREAK and some

prepositions. Another alternative to increasing the sample size of the data would be to use

much larger corpus databases or to combine them provided this would not cause other

undesirable side-effects.

Second, a more systematic way of establishing a prototypicality scale is necessary.

As discussed before, it might be the case that different measurements tap different types

of prototypicality and / or different aspects of one prototypicality associated with each

sense group. Larger-scale multidimensional scaling, a larger sample elicitation

experiment of typical sentences using BREAK, and some indicator such as a card-sorting

task13 should be considered for the improvement of studies such as the one reported here.

Third, in order to see the effects of 'authors' idiosyncrasy and the text from which

the samples were taken to form the Brown Corpus, loglinear modeling should be
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considered. The loglinear modeling procedure could circumvent the potential violation of

using chi-square tests discussed before (E. Hatch, M. Shall, personal communication).

Fourth, to enhance the reliability of a similar study, elicitation techniques should

take into consideration the effects of grammatical forms (e.g., tense/aspect) of BREAK in

the instructions to the task as well as cultural and schematic context. One possibility is to

present all five forms of BREAK (break, breaks, breaking, broke, will break) in the

instructions and ask subjects to generate sentences freely for each of the five forms.

Different tense and aspect might produce quite different results, just as the context and

discourse would do (M. Celce-Murcia, personal communication).

In conclusion, the present study partially confirmed the central hypothesis in that

the productive prototypicality of each sense group indeed showed an agreement/

association with the pattern of genre frequency although receptive prototypicality showed

the same pattern to a much lesser extent. Thus, the more (productively) prototypical a

sense of BREAK is, the more widely it is used in various genres, i.e., the more

intralinguistically transferable it is.

Finally, the present study has not resolved all the theoretical and/or practical

issues treated here. Among these issues are methodological limitations and possible

improvements on them, partly different findings from related studies such as Shirai

(1990), the potential extension of the external validity by using alternative corpus data,

and any other hidden pit-falls, or even potentially valuable insights. All of these certainly

necessitate further study.
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Figure 2. Productive Prototypicalty in Genre Frequency Order of Sense Group
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Appendix A

                                                                                  

Table 3. Genre  by  Sense Group: Frequency Crosstabulation

________________________________________________________________

                                    Sense Group                                

________________________________________________________________

GENRE  1 2 3 4 5 6 7 8 Row

Total  (%)

________________________________________________________________

A  4 0 1 1 3 2 0 1 12 10.3

B  5 0 0 0 0 0 0 0  5  4.3

C  0 0 0 1 0 0 1 0  2  1.7

D  0 0 0 0 0 1 1 0  2  1.7

E  2 1 0 0 2 0 0 1  6  5.2

F  8 1 1 1 2 0 2 0 15 12.9

G  5 1 1 2 2 0 2 0 13 11.2

H  0 0 1 0 0 0 1 0  2  1.7

J  6 1 0 0 1 2 0 0 10  8.6

K  4 2 1 1 0 1 0 0  9  7.8

L  4 1 3 1 0 0 2 0 11  9.5

N  5 0 1 0 2 1 2 0 11  9.5

P 10 1 0 1 0 0 1 0 13 11.2

R  4 0 0 1 0 0 0 0  5  4.3

________________________________________________________________

Column 57 8 9 9 12 7 12 2 116

TOTAL

(%) 49.1 6.9 7.8 7.8 10.3 6.0 10.3 1.7 100
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Appendix B

_______________________________________________________________________

Topic Number of Number of

Samples words

_______________________________________________________________________

BROWN CORPUS 500 1136854   

Informative Prose 374  846361   

   A. Press: Reportage  44   98898   

         Political  14   31149   

         Sports   7   15908   

         Society   3    6862    

         Spot News   9   20207   

         Financial   4    8945    

         Cultural   7   15827   

   B. Press: Editorial  27   60528   

         Institutional  10   22310   

         Personal  10   22627   

         Letters to the Editor   7   15591   

   C. Press: Reviews (theatre, books, music, dance)  17   39756  

   D. Religion  17   38591  

         Books   7   15766  

         Periodicals   6   13594  

         Tracts   4    9231  

   E. Skills and Hobbies  36   81391  

         Books   2    4566  

         Periodicals  34   76825  

   F. Popular Lore  48  108398  

         Books  23   51799  

         Periodicals  25   56599  

   G. Belles Letters, Biography, Memoirs, etc.  75  169505  

         Books  38   85787  

         Periodicals  37   83718  

   H. Miscellaneous  30   69491  
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         Industry Reports   2    4434  

         College Catalog   1    2302  

         Industry House Organ   1    2215  

   J. Learned  80  179803  

         Natural Sciences  12   26912  

         Medicine   5   11365  

         Mathematics   4    8963  

         Social and Behavioral Sciences  14   31333  

         Political Science, Law, Education  15   33275  

         Humanities  18   40323  

         Technology and Engineering  12   27632  

         Imaginative Prose 126  290493

   K. General Fiction  29  66567

         Novels  20  45983

         Short Stories   9  20584

   L. Mystery and Detective Fiction  24  55173

         Novels  20  45919

         Short Stories   4   9254

   M. Science Fiction   6  13841

         Novels   3   6946

         Short Stories   3   6895

   N. Adventure and Western Fiction  29  66813

         Novels  15  34473

         Short Stories  14  32340

   P. Romance and Love Story  29  67280

         Novels  14  32173

         Short Stories  15  35107

   R. Humor   9  20819

         Novels   3   7019

         Essays, etc.   6  13800

_______________________________________________________________________
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 (Receptive prototypicality judgement sheet)

Direction:  Could you evaluate the following sentences including the verb

BREAK in terms of how typical, central, or core-like, the particular meaning

of BREAK in each sentence is ?  Please use 5 point scale with 5 for the most

typical meaning and 1 for the least typical one.  

least typical most typical

e.g.      Give me a break.                3?   1 2 3 4 5

1. She broke the cup.

2 .Nobody could break the witch's spell .  (destroy the power of )

3. Her radio's broken.  (not function)

4. It took a few drinks to break the ice.  (ease the tension)

5. Her fall was broken by a tree.  (reduced in force)

6. When will the weather break? (change)

7. She broke his heart. (hurt emotionally)

8. He broke wind. (caused wind to escape violently)

9. They broke the enemy code. (cracked, solved)

10. The man who broke the bank at Monte Carlo.  (rendered penniless)

11. They are always breaking promises.  (failure to keep)

12. Who's going to break the news? (announce)

13. She broke her journey in Delhi. (interrupted)

14. The police broke the enemy resistance.  (ended)

15. The waves broke on the shore.  (disintegrate)

16. The Americans today broke yet another record. (bettered)

17. She broke her leg.  

First language   (English or __________)

Gender             (Male          Female        )

Thank you for your corporation.


