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Generation of low-frequency electrostatic and electromagnetic waves
as nonlinear consequences of beam—plasma interactions
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Nonlinear evolution of the electron two-stream instability in a current-carrying plasma is examined
by using a two-dimensional electromagnetic particle-in-cell simulation. Formation of electron
phase-space holes is observed as an early nonlinear consequence of electron—beam—plasma
interactions. Lower-hybrid waves, electrostatic, and electromagnetic whistler mode waves are also
excited by different mechanisms during the ensuing nonlinear wave—particle interactions. It is
shown by the present computer simulation with a large simulation domain and a long simulation
time that these low-frequency waves can disturb the electrostatic equilibrium of electron
phase-space holes, suggesting that the lifetime of electron phase-space holes sometimes becomes
shorter in a current-carrying plasma. © 2008 American Institute of Physics.

[DOI: 10.1063/1.2937818]

It is well-known from early computer simulations of the
Vlasov—Poisson system in the 1960s that coherent electro-
static potential structures are generated as a consequence of
nonlinear beam—plasma interactions.” These coherent struc-
tures consist of charged particles trapped by an electrostatic
potential well of the coherent structure, and appear as rotat-
ing vortices around holes in the position-velocity phase
space. These structures were also observed in laboratory
plasmas.3 The phase-space structures of these holes have
been modeled by using one-dimensional equilibrium solu-
tions to the time-independent Vlasov—Poisson equations
called the Bernstein—-Greene—Kruskal (BGK) equilibrium
(e.g., Refs. 4-6).

The electron phase-space holes have been invoked to
interpret electrostatic solitary waves (ESWs) observed in the
geomagnetospheric plasma during broadband electrostatic
noise (BEN) events.” The ESWs are bipolar electric pluses
without a magnetic component, whose polarization is longi-
tudinal to the ambient magnetic field turning from positive to
negative or from negative to positive in a few milliseconds.®
It has been demonstrated by computer simulation studies that
there is a close similarity between characteristics of observed
ESWs and electron phase-space holes generated by nonlinear
electron—beam—plasma interactions.’ The ESWs are likely to
be one part of the BEN emissions, because such electric
pulses have a broad range of frequencies below the electron
plasma frequency. The electrostatic solitary structures are
commonly observed in the auroral region10 and other bound-
ary 1ayersll of planetary magnetospheres. Thus beam—plasma
interactions are one of the ubiquitous processes in space
plasmas.

Recent computer simulations have demonstrated that
electron—-beam—plasma interactions show highly complex
features in multidimensions. Electron phase-space holes or
BGK modes, which are stable in one-dimensional systems,
are sometimes unstable in multidimensional systems. The

“Electronic mail: umeda@ stelab.nagoya-u.ac.jp.

1070-664X/2008/15(6)/064502/4/$23.00

15, 064502-1

phase-space holes quickly dissipate in a weakly magnetized
plasma,z’lz’13 whereas a stronger magnetic field enables elec-
tron holes to persist for a longer time.*"*"' Electrostatic
whistler mode waves are excited as a nonlinear consequence
of electron—hole—plasma interaction in a strongly magnetized
plasma.13’16 However, the electrostatic whistler waves are not
excited when the potential energy of an individual electron
hole e is much smaller than the effective thermal energy of
surrounding background electrons after the saturation of
beam instability,BJ4 where ¢ is the peak-to-bottom value of
electrostatic potential. Instead, lower-hybrid waves are ex-
cited by an interaction between electron holes and ions."*"

The coherent structures seen in satellite observations and
in computer simulations of beam—plasma interactions were
electrostatic with very weak or without magnetic
component.g‘lo’18 Thus interests in previous studies were lim-
ited to electrostatic problems in which only Poisson’s equa-
tion is solved. In this paper, generation of electromagnetic
waves and ensuring nonlinear processes of electron—beam—
plasma interactions are of interest. We performed a computer
simulation using an electromagnetic particle-in-cell code
with two spatial and three velocity dimensions. ' A full set of
Maxwell’s equations and the equations of motion for indi-
vidual charged particles are solved in a self-consistent man-
ner with the standard leapfrog algorithms,20 while the current
density is computed with the charge conservation method.?!

The simulation domain is taken in the x—y plane with
N, X N,=4096 X 512 grid points. The ambient magnetic field
is taken in the x direction. In both x and y directions we
imposed periodic boundary conditions for both fields and
particles. We assumed counterstreaming two electron beams
with an equal density 0.57, and equal initial thermal velocity
V... The two electron beams drift along the ambient magnetic
field with the drift velocities V,; and —V;. lons with an initial
thermal velocity V,; and a density n;=n, are also assumed to
be drifting along the ambient magnetic field with the drift
velocity -V,

Assuming the total electron plasma frequency w,,=1.0
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FIG. 1. Spatial profiles of the electric field E, and E, at different times. (a)
,,1=50, (b) ,t=1000, (c) w,t=4000, (d) wpgi:GOOO, and (e) .t
=8000. The amplitude is normalized by m,w,.V,/e, and the distance is
normalized by V./ @,

and the initial electron thermal velocity V,,=1.0, we normal-
ize the frequency and velocity by w, and V,,, respectively.
The distance is normalized by the initial electron Debye
length A\,=V,./w,. The drift velocity is set to be V,;/V,
=2.0, and the electron cyclotron frequency is set to be
o,/ w,,=4.0. Here we use the real ion-to-electron mass ratio
m;/m,=1836 with the temperature ratio 7;/7,=4.0. To in-
crease computation efficiency, however, we assumed a re-
duced light speed ¢=10.0V,,. The grid spacings Ax and Ay
are equal to 1.0V,,/ w,,, and the time step is equal to w, At
=0.05. We used 256 particles per cell for each species. Thus
over 1600 million particles are totally employed.

In a previous study of the electron two-stream instability
without ion dynamics, a stable one-dimensional electron hole
was formed at the final phase of nonlinear evolution with
these parameters.13 In contrast, we include ion dynamics in
the present study, and ion modes are likely excited. Thus we
take a large simulation domain and a long simulation time. In
the present study, the simulation domain is taken in the rest
frame of electron phase-space holes, while ions drift against
the phase-space holes in the —x direction. Thus there exists a
current in this simulation model. Note that this model was
adopted in previous simulations'*'® and in the present one
because the ion dynamics leads to the disruption of electron
phase-space holes when the relative velocity between ions
and phase-space holes is slower than the ion-acoustic
speed.g’22

It is also noted that the effective temperature of electrons
after the saturation of beam instability is 7.;~47T,. Since the
temperature ratio between ions and electrons after the satu-
ration of beam instability becomes about T,/ T;~ 1, there is
no excitation of ion acoustic waves. The maximum velocity
of electrons after the saturation of beam instability also be-
comes v, ~ 6V,,. Thus we assume a nonrelativistic regime.

Figure 1 shows spatial profiles of the electric field E, and
E, at different times. In the two-dimensional system consist-
ing of spatial coordinates parallel and perpendicular to the
ambient magnetic field, there exists seed fluctuations with
finite wave numbers k; and k. The parallel electron beam
mode (k, =0) as well as the oblique electrostatic modes
(k, #0) grow linearly as the time elapses. At the saturation
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FIG. 2. (Color online) (a) Time history of the electric field energies |E,|,

|E,, and |E.|* normalized by m’w’,V3/e% (b) Expanded history for w,t

e~ pe
=1000-4000.

phase of the instability (w,t~50), there exists two-
dimensional sinusoidal potential structures [Fig. 1(a)]. In the
subsequent nonlinear evolution, the two-dimensional poten-
tials coalesce with each other, forming isolated potential
humps, i.e., electron phase-space holes. The electron phase-
space holes have bipolar structures in the electric field par-
allel to the ambient magnetic field as seen in Fig. 1(b). Dur-
ing the coalescence of electron phase-space holes, they are
aligned in the direction perpendicular to the ambient mag-
netic field with the perpendicular electric field diminishing
slowly. The two-dimensional characteristics totally disappear
from the potential structures, and one-dimensional potential
structures appear [Fig. 1(c)], which are essentially BGK
modes. These are typical processes of the evolution of elec-
tron holes in the multidimensional system.

Figure 2 shows time history of the electric field energies
|E,%. |E,|% and |E|* normalized by m_w>,V;/e*. The parallel
electric field E, saturates at a very early phase ().t~ 50),
corresponding to the saturation of the electron beam instabil-
ity. After the saturation of the parallel electric field E,, the
perpendicular electric field E, grows slowly from w),z
~ 1500 [see the expanded history for w,.t=1000-4000 in
Fig. 2(b)], which corresponds to the generation of low-
frequency electrostatic mode. The frequency of this mode is
roughly estimated to be w~0.06w,,. The low-frequency
electrostatic mode have a long wavelength in the direction
parallel to the ambient magnetic field and a short wavelength
in the direction perpendicular to the ambient magnetic field
as seen in Fig. 1(c).

From w,,,t~3500 both E, and E, components show in-
crease in the electric field energy, corresponding to the exci-
tation of an electromagnetic wave because the E, component
consists only of the electromagnetic field while the E, com-
ponent consists of both electrostatic and electromagnetic
fields in the two-dimensional system taken in the x—y plane.
The amplitude of the electromagnetic wave becomes much
higher than that of the saturation level of the parallel electric
field E,. The frequency of the electromagnetic wave is esti-

mated as o~ 0.008w,,, which is lower than the lower hybrid
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FIG. 3. Parallel-wavenumber-frequency spectra of a perpendicular electric
field component E, at different time intervals. (a) ,,t=0-1000, (b) w,,t
=2000-4000, and (c) ®,,t=6000-8000. The amplitude is normalized by
m,w,,V,/e. Note that these spectra show projection of \E).(w,kx,ky)\ on to
ky=0. The dashed line indicates the lower hybrid resonance frequency. Note
that a more intense gray scale is used for a later time interval.

resonance frequency (wpr=0.0233w,,) but is higher than
the ion cyclotron frequency (w,=0.0022w,,). The electro-
magnetic wave has a long wavelength in the direction paral-
lel to the ambient magnetic field but does not have any struc-
ture in the direction perpendicular to the ambient magnetic
field as seen in Fig. 1(d).

Figure 3 shows parallel-wavenumber-frequency spectra
(i.e., numerical dispersion relation) of the E, component at
different time intervals. Note that these spectra show projec-
tion of |Ey(w,k.k,)| on to k,=0. For w,t=0~1000, the
spectrum of the £, component shows a weak enhancement at
low-frequencies by linearly unstable wave modes propagat-
ing obliquely to the ambient magnetic field. For ot
=2000-4000, the spectrum of the E, component shows a
strong enhancement at a very low frequency w~0.004w,,
and in a wide frequency range (w/w,,=0.03-0.08). The
higher-frequency component is an electrostatic whistler
mode whose frequency is higher than the lower-hybrid reso-
nance frequency but is much lower than the electron cyclo-
tron frequency in the rest frame of electrons. It is also known
that the phase velocity of electrostatic whistler mode waves
is much faster than the initial electron beam speed,B’17 which
is consistent with the numerical dispersion relation in Fig.
3(b).

Umeda ef al.” performed a two-dimensional simulation
with the same simulation parameters as the present simula-
tion but with a smaller simulation domain. However, electro-

Generation of low-frequency electrostatic and electromagnetic waves...

Phys. Plasmas 15, 064502 (2008)

static whistler mode waves were not excited in their simula-
tion. Excitation of electrostatic whistler mode waves from
electron phase-space holes likely takes place when the po-
tential energy of electron phase-space holes becomes higher
than the thermal energy of background electrons."” Since the
simulation domain in the present simulation is much more
elongated in the parallel direction than in the previous simu-
lation, there exist more electron phase-space vortices, i.e.,
energy sources, at the saturation phase of the instability. Thus
the potential energy of the large electron holes resulting from
the coalescence of all the small holes can exceed the thermal
energy of background electrons in the present simulation.

Although enhancement of the lower-frequency compo-
nent is not apparent in Fig. 2(b), its existence has been
clearly shown by the w—k, spectrum in Fig. 3(b). The phase
velocity of this lower-frequency component is estimated as
v,~0.5V,,. Since ions are drifting in the negative (-x) direc-
tion in the present simulation model, the Doppler effect in
frequency should be taken into account. The frequency of
this mode in the rest frame of ions is roughly estimated as
o/ 0,,~0.004(v,+V,)/v,~0.02 which is close to the
lower-hybrid resonance frequency. Thus we expect that the
lower-frequency component in Fig. 3(b) is a lower-hybrid
wave due to ion dynamics. Note that the phase velocity of
lower-hybrid waves is almost equal to the propagation veloc-
ity of the electron phase-space holes in the rest frame of
ions.'*1

For a)pet=6000—8000, the spectrum of E, shows a
strong enhancement of an electromagnetic wave at a fre-
quency ®~0.008w,, and at a wavenumber k.V,/w,,
~0.003. The numerical dispersion relation shows that the
electromagnetic wave propagates in the negative (—x) direc-
tion at a phase velocity v, ~-2.7V,,, which is faster than the
Alfvén speed (V,~0.9V,,). Since an ion beam is propagating
in the —x direction at a velocity V,;=-2V,,, the anomalous ion
cyclotron resonance condition, w+ w.=—Vk, is almost sat-
isfied. Thus we expect that an R-mode electromagnetic ion
cyclotron (EMIC) wave is excited by a current-driven insta-
bility due to the drifting ion beam. It is noted that the EMIC
wave is also excited even when the simulation is started with
a warm electron beam of temperature T,; without electron
holes and an ion beam drifting at —V/,.

The particle-in-cell simulation presented here has shown
that linearly unstable wave modes in a beam—plasma insta-
bility do not persist for a long time, diminishing during the
coalescence of electron phase-space holes. Low-frequency
electrostatic and electromagnetic waves are excited in the
ensuing nonlinear processes. At the final phase of the simu-
lation run [Fig. 1(e)], low-frequency electrostatic and elec-
tromagnetic waves persist, while electron phase-space holes
disappear, implying the low-frequency (ion-scale) electro-
static and electromagnetic waves strongly affect the stability
of electron holes. It is suggested by the present computer
simulation with a large simulation domain and a long simu-
lation time that the lifetime of electron phase-space holes in
a current-carrying plasma becomes shorter when the relative
velocity between background electrons and ions is faster
than the Alfvén speed. Thus the electron holes are stable
when the propagation speed of electron holes Vgy is faster
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than the ion sound speed but is slower than the Alfvén speed,
. ’/— ’/— /—
ie., Cy=V NTep/ TNm,/m;<Veg<Vy=c(w./ w,)\Vm,/m;.
In the present study, the reduced speed of light artificially
makes the Alfvén speed slower and causes the anomalous ion
cyclotron resonance in a strongly magnetized plasma. In a
weakly magnetized plasma, however, it is likely that the drift
velocity of an ion beam is sometimes faster than the Alfvén
speed even with a realistic speed of light, and the lifetime of
electron holes becomes shorter in such cases.
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