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An Efficient Hierarchical Optical Path Network
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Abstract— We propose a hierarchical optical path network
design algorithm. In order to efficiently accommodate wavelength
paths in each waveband path, we define a source-destination
Cartesian product space that allows the ‘closeness’ among wave-
length paths to be assessed. By grouping ‘close’ wavelength paths,
found by searching for clusters in the space, we iteratively create
waveband paths that efficiently accommodate the wavelength
paths. Numerical experiments demonstrate that the proposed
algorithm offers lower total network cost than the conventional
algorithms. The results also show that the hierarchical optical
path network is effective even when traffic demand is relatively
small.

Index Terms— Waveband, hierarchical optical path network,
Cartesian product space, network design algorithm, routing and
wavelength assignment.

I. INTRODUCTION

BROADBAND access including ADSL and FTTH is being
rapidly adopted throughout the world. This has resulted

in the rapid growth of Internet traffic. Current backbone
networks mostly employ point-to-point WDM transmission
systems and electrical forwarding and routing systems [1].
Therefore, they need OEO, optical to electrical and electrical
to optical conversion, at every node. As the traffic volume
continues to increase, electrical routing and OEO conversion
will become a bottleneck and prevent the construction of cost-
effective large bandwidth networks. In order to resolve this
problem, a single-layer optical path network that employs
wavelength routing by ROADM’s and cross-connects [1, 2]
has been introduced [3].

In the near future, the traffic increase will be greatly
strengthened because of new broadband services including IP-
TV and high definition TV. This traffic growth will result in
an explosive demand in the switch size of the wavelength
path cross-connect (WXC) and ROADMs. In order to keep
node cost reasonable, the hierarchical optical path network
[4] that employs the multi-granular optical path cross-connect
(MG-OXC) was proposed [5, 6]. This cross-connect combines
wavelength path cross-connection and waveband, a group of
multiple wavelength paths, cross-connection. The effectiveness
of the hierarchical optical path network has been investi-
gated [7, 8]. In [7], the authors evaluated the efficiency of
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waveband switching compared to wavelength switching, and
demonstrated its effectiveness as determined by the network
and traffic conditions. In [8], the authors evaluated network
cost in terms of the number of cross-connect switch ports
and fibers and showed that they can be reduced by employing
wavebands. Various node structures for the hierarchical optical
path network are studied in [9], which demonstrated that
switch size can be reduced by employing wavebands.

The hierarchical optical path network design task is an NP
complete problem as the design of the single-layer optical
path network [10]. In response, several heuristic or relax-
ation based algorithms were proposed [11–19]: they fall into
three categories. The first group constructs wavelength paths
first and then waveband paths are established [11–15]. In
[11–13], wavelength paths having partially shared routes are
groomed. The method in [14] accommodates wavelength paths
within existing waveband paths. On the other hand, in [15],
the authors proposed two greedy heuristics, one based on
wavelength-path-first assignment and the other on waveband-
path-first assignment, and showed that the former outperforms
the latter. This kind of method is simple because it is almost
equivalent to a well-accepted design method for single-layer
optical path networks. However, further aggressive grooming
is necessary to improve the waveband utilization ratio, espe-
cially when traffic demand is not large. Note has been made
of the need to improve utilization ratios and to select a proper
pair of route and waveband for each waveband path.

The second group constructs waveband paths first and then
wavelength paths are accommodated into existing waveband
paths [16–18]. In [16, 17], the traffic flowing into each node
is defined as “potential” and employed as a criterion for
setting up waveband paths. In [18], each waveband path
is established so as to reduce the sum of hops between
endpoints of the waveband path and wavelength paths. Further
optimization of the placement of waveband paths can be done
by setting an explicit relation between each waveband path
and the wavelength paths to be accommodated. For example,
restricting the hop increment of a wavelength path from its
shortest hop and waveband path accommodation based on an
exact estimation of cost suppression for each wavelength path
in that waveband path will provide further cost reduction.

The third group covers relaxation-based methods [17, 19].
To reduce the computational complexity induced by integer
linear programming formulation, the original problem is ap-
proximated by a combination of three subproblems [17], or
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the Lagrangean relaxation method is employed [19]. This
approach is useful mainly for small networks where the
sub-optimal solutions can be derived with a slight degree
of relaxation, however, huge computational loads are gen-
erally incurred for large scale networks since the task is
still a numerically hard problem. Because of the inherent
difficulty of the design problem, instead of pursuing direct
mathematical cost optimization, the iterative establishment
of wavelength/waveband paths as the first and the second
methods is practical to design large scale networks.

In this paper, we propose an algorithm that iteratively
searches for groups of wavelength paths while, simultaneously,
establishing waveband paths to accommodate them. Based on
the observation that the goal is to maximize the cost reduction
by cut-through WXC operation via waveband routing as well
as to improve the utilization efficiency of each waveband, the
proposed algorithm firstly defines a Cartesian product space
in which ‘nearby’ traffic demands, as wavelength paths, are
classified as clusters of points in the space. The proposed
algorithm then iteratively identifies clusters and then, for
each cluster, establishes a waveband path that accommo-
dates the wavelength paths in the cluster. This procedure
consists of simple operations and so supports large scale
networks. The efficiency superiority of the proposed method
over conventional methods is demonstrated through numerical
experiments. We also discuss the cost reduction that can
be attained by introducing hierarchical optical paths over
single-layer optical path networks. Determination of waveband
capacity, i.e. the maximum number of wavelength paths that
can be accomodated within a waveband path, which depends
on the traffic volume in the network will also be performed. A
preliminary version of this paper was shown in an international
conference [20].

II. PRELIMINARIES

A. Hierarchical Optical Path Network

In the hierarchical optical path network, we assume the
multi-granular optical cross-connect (MG-OXC) shown in
Fig.1 that can process paths with different granularity: wave-
length paths and waveband paths. This MG-OXC is divided
into two parts. One part consists of the waveband cross-
connect (BXC) and waveband multiplexer/demultiplexer for
routing higher-order waveband paths, and the other part con-
sists of the WXC and wavelength multiplexer/demultiplexer
for routing lower-order wavelength paths. An alternative is the
non-hierarchical MG-OXC configuration, which defines two
independent path granularities [6, 8, 14, 21]. With this scheme
wavelength paths and waveband paths are accommodated
simultaneously in a fiber. Grooming of wavelength paths at in-
termediate OXCs is not done and, as a result, no interworking
between wavelength path cross-connects and waveband cross-
connects is required, which simplifies the switch architecture.
However, if the traffic pattern or traffic volume changes,
the optimum wavelength path and waveband configuration
changes and as a result, the scheme’s effectiveness decreases.
Furthermore, the flexibility of the cross-connect switch is very
limited since the ratio of the number of wavelength paths to
that of waveband paths, both accommodated within a fiber, has
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Fig. 1. Generic configuration of MG-OXC.

to be fixed to optimize the switch architecture. We, therefore,
do not discuss this approach and employ the configuration
shown in Fig.1. In this paper, we assume the absence of
wavelength conversion to avoid the high cost of wavelength
converters.

In the rest of this paper, we use symbols B and W to
denote the number of wavebands in a fiber and the number
of wavelengths in a waveband, respectively. Used wavelengths
are properly labeled as λ1, λ2, . . . , λBW and the b th waveband
(1 ≤ b ≤ B) is a logically defined group of wavelength paths
using Bandb := {λk | k := (b − 1)W + {1, 2, . . . ,W}}.

Suppose that H is the average number of hops in the
network. Figure 2 is a simple example where W wavelength
paths of H hops are accommodated and transported within a
waveband path. In this arrangement, the total number of cross-
connect switch ports used is 4W +2H+2 whereas 2W (H+1)
ports will be required in a conventional single-layer optical
path network. In practical situations, given wavelength paths
may not be enough to fulfill a waveband in general. For
example, we need 2W +2H +2 ports to carry W

2 wavelength
paths by a direct waveband path. In this case, we can give a
theoretical lower bound by 4W+2H+2

W × W
2 = 2W +H +1 <

2W + 2H + 2. Let 1/α(0 ≤ α ≤ 1) be the ratio of the
number of ports required to accomodate all the path demands
to those that can be attained when each wavelength path
is accomodated within a direct waveband and all waveband
usage rates are 1, i.e. theoretical bound. In the previous
example, we have α = 2W+H+1

2W+2H+2 < 1. The inefficiency
of the accomodation can be represented by α. The ratio, R,
of necessary ports between the hierarchical and conventional
networks is given by

R =
(4W + 2H + 2)/α

2W (H + 1)
=

1
α

(
1
W

+
2

H + 1

)
.

Figure 3 shows the above relation among the ratio of port
number R, the waveband capacity W , and the average number
of hops H , for a hierarchical optical path network with α = 1.
The area where R is smaller than 1 is the effective area for
introducing hierarchical optical paths when α = 1.
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H hops

Fig. 2. Port occupation by an waveband in a hierarchical optical path
network.

W : waveband capacity

H : average hops

R

:
 
r
a
t
io
 
o
f
 
p
o
r
t
s
 

(
h
ie
r
a
r
c
h
ic
a
l 
/
 
s
in
g
le
-
la
y
e
r
)

Fig. 3. Ratio of required optical ports: hierarchical to single-layer networks.

B. s-d Cartesian Product Space

Here we introduce and define the Cartesian product space.
Let R, R+ and Z+ be the sets of all real numbers, all nonneg-
ative real numbers, and all nonnegative integers, respectively.
Let ‖·‖p be the �p norm in the L-dimensional Euclidean space
R

L defined by

‖(m1, . . . , mL)‖p :=

⎧⎪⎨
⎪⎩

(
L∑

�=1

|m�|p
)1/p

if 1 ≤ p < ∞

max{|m1|, . . . , |mL|} otherwise.

Suppose that the given network can equivalently be expressed
as the directed graph G = (V,A) with K nodes, where V =
(vk)K

k=1 is the vertex set that corresponds to all nodes in the
network, and A is the arc set that corresponds to all links
in the network. For each arc a ∈ A, from vk to v�, its ends
are respectively denoted by ∂+a = vk and ∂−a = v�. Each
(vk, v�) ∈ V 2 is assigned to an nonnegative real number by
d : v2 → R+, which denotes the distance between (vk, v�).

Next we introduce a one to one relationship between the
original vertexes and points in R

L so as to clearly define a
metric between all node pairs. Define a bijectional mapping
f : V → N := (nk)K

k=1 ⊂ R
t(t ∈ Z+), which stands

for the relationship, so that the distance between each node
pair is ‖nk − n�‖p = ‖f(vk) − f(v�)‖p � d(vk, v�) and
integer t is small enough (See Remark 1(1)). In most cases,
the co-ordinate of point set N would be approximated by the
geographical location, and t = 2 (See Remark 1(2)).

In this paper, we newly define a space R
t × R

t that is
the Cartesian product of two spaces R

t. We call this product
space the “s-d (source-destination) Cartesian product space”.
For each traffic demand (= number of required wavelength
paths) between source node vk and destination node v� trf :
R

t × R
t → Z+, we assign a co-ordinate in the s-d Cartesian

product space where the co-ordinates of source node and

Rt
Rt

Traffic demand

Cluster

Rt
Rt

Traffic demand

Cluster

Fig. 4. Traffic demand expression in s-d Cartesian product space.

destination node are assigned to the co-ordinates of the first
and second R

t space respectively. This yields the following
integer-valued function dem : R

t × R
t → Z+ that represents

traffic demand in the Cartesian product space R
t × R

t

dem(nk,n�) :=
{

trf(f−1(nk), f−1(n�)) if {nk,n�}⊂N
0 otherwise.

Note that ‘similar’ traffic demands form a cluster of points as
shown in Fig.4 which thus represent similar traffic demands.
Let κ(≥ 0) neighborhood Bκ(nk,n�) := {(n′

k,n′
�) ∈

N2 | ‖(nk,n�)−(n′
k,n′

�)‖p ≤ κ} in the s-d Cartesian product
space (See Remark 1(3) for detail). We call κ the radius of
Bκ(·, ·).

Remark 1:
1) The value of p will be selected to optimize the desired

performance metrics. For example, �1 norm exactly
stands for hop count in a regular polygrid topology, and
�2 norm will approximate node distance for a general
topology.

2) For large networks, for example Pan-European networks
[22], the sphericity of the earth makes it difficult to
define a planer approximation of G, which provides the
smallest dimension and, therefore, is of most practical
importance from the viewpoint of computational effi-
ciency. In such a case, the sum of fiber distance/hops
on each route would be an alternative to the distance
measurement function.

3) The distance between two source/destination pairs
(ns1,nd1) and (ns2,nd2) in the s-d Cartesian product
space R

t×R
t is closely related to the distances between

their source/destination nodes {ns1,ns2}/{nd1,nd2}.
For example, for the typical values p = 1, 2,∞,

‖(ns1,nd1) − (ns2,nd2)‖2
2 = ‖ns1 − ns2‖2

2

+‖nd1 − nd2‖2
2

‖(ns1,nd1) − (ns2,nd2)‖1 = ‖ns1 − ns2‖1

+‖nd1 − nd2‖1

‖(ns1,nd1) − (ns2,nd2)‖∞ = max{‖ns1 − ns2‖∞,

‖nd1 − nd2‖∞}.
Therefore restricting radius κ is directly related to
the selection of wavelength paths that have close
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source/destination nodes and, therefore, the radius stands
for the closeness between paths.

C. Cost Reduction by Each Wavelength Path

Let costλ(vk, v�) ∈ R+ be the cost of implementing a
wavelength path between node vk and v� where the path is
accommodated within a series of sequentially connected 1-hop
waveband paths between vk and v�. Here we will assign one of
the shortest paths between source and destination; such routes
can be easily found by the well-known Dijkstra’s algorithm
[23].

Similarly, let costwb(vk, v�;ws, wd) ∈ R+ be the cost where
the wavelength path is routed by BXC as a member of a
waveband path directly connecting nodes ws and wd.

The cost functions costλ(vk, v�) and costwb(vk, v�;ws, wd)
are evaluated as sums of costs of related hardware such
as switch ports, amplifiers, and fibers. (The cost functions
consist of many parameters and, therefore, we give them
in Appendix I). We then have the following estimated cost
reduction attained by WXC cut-through using waveband path.

gain(vk, v�;ws, wd) := costλ(vk, v�) − costwb(vk, v�;ws, wd)

III. NETWORK DESIGN ALGORITHM IN S-D CARTESIAN

PRODUCT SPACE

The goal of hierarchical optical path network design is to
maximize the cost reduction attained by the cut-through per-
mitted by WXC operation as well as to improve the utilization
efficiency of each waveband. To achieve the former, the optical
paths should be routed by using BXC and should be as long
as possible. To achieve the latter, the spare capacity of each
waveband path should be minimized. Unfortunately, without
efficient intermediate grooming, these two strategies contradict
each other when the traffic demand between node pairs is
lower than the waveband capacity. The first strategy requires
the establishment of a waveband path that directly connects
the source and destination of each wavelength path. The
second strategy requires the establishment of several, short,
concatenated waveband paths to accommodate wavelength
paths having different sources and destinations in order to
maximize the utilization ratio of the waveband paths. Note that
if the given traffic demand between each pair of nodes almost
equals waveband capacity, direct waveband paths between
nodes will also effectively satisfy the latter objective.

In order to simultaneously realize better cost reduction
as well as higher utilization efficiency, we propose a de-
sign method that can effectively group wavelength paths
that have neighboring sources and destinations. This can be
done using the s-d Cartesian product space; a cluster in
this space represents a set of similar traffic demands. Thus
the proposed method searches for clusters in the space and
creates waveband paths for the traffic demands, represented
as points in the clusters, simultaneously. Figure 5 illustrates
the accommodation of found wavelength paths. The long
waveband path tends to have satisfactory levels of waveband
occupancy without intermediate multiplexing/demultiplexing
except at near by edges. Hereafter, we call the long waveband
path the “main part”, and the short waveband paths from/to

waveband path (main part)

wavelength path

S2

S3

S1

SS2

S3

S1

S3

S1

S D2

D3

D1

D D2

D3

D1

D3

D1

D

waveband path

(edge part)

Fig. 5. Accommodation of similar wavelength paths to an waveband.

the source/destination of wavelength paths the “edge parts”
(see Figure 5).

<Network design in s-d Cartesian product space>
Step 0. Parameter Selection

Define an s-d Cartesian product space after suitable
selection of design parameters p, t,N . Determine
radius κ ≥ 0 that defines κ neighborhood, ι(≥
0), the upper bound for the number of incremental
hops in Step 1, and waveband construction threshold
Xwb ∈ (0, 1] that is the threshold for establishing a
new waveband path in Step 2.

Step 1. Search for a Cluster
Let S(ns,nd; ι) be the set of all node pairs (n′

s,n
′
d)

satisfying

hop(f−1(n′
s), f

−1(ns)) + hop(f−1(ns), f−1(nd))
+hop(f−1(nd), f−1(n′

d))
≤ hop(f−1(n′

s), f
−1(n′

d)) + ι

where hop(vk, v�) stands for the hop count of the
shortest route between vk and v�. (For details, see
Remark 2). With descending order of ‖ns − nd‖p,
search for a pair of points (ns,nd) ∈ R

t × R
t

satisfying

dem(ns,nd) > 0∑
(n′

s,n′
d
)∈Bκ(ns,nd)∩S(ns,nd;ι)

dem(n′
s,n

′
d) ≥ XwbW.

If such (ns,nd) exists, select the one with the largest
‖ns − nd‖p and go to Step 2. Otherwise, after all
similar traffic demands have been accomodated by
the scheme in Step 2, go to Step 3.

Step 2. Establishment of Waveband Paths
Step 2-1. Selection of Wavelength Paths
to be Accommodated
For Bκ(ns,nd) and dem(n′

s,n
′
d), define a set

of wavelength paths to be accommodated, whose
source-destination pairs ν ⊂ Bκ(ns,nd) ∩
S(ns,nd; ι) with XwbW ≤ |ν| ≤ W such that

ngain(ν) = max
ν′ ⊂ Bκ(ns, nd) ∩ S(ns, nd; ι)

XwbW ≤ |ν′| ≤ W

ngain(ν′)

where

ngain(ν′)

:=
∑

(n′
s,n′

d
)∈ν′

gain(f−1(n′
s), f

−1(n′
d); f

−1(ns), f−1(nd))
costλ(f−1(n′

s), f−1(n′
d))

.
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NOTE: Each co-ordinate may appear multiple times
in ν so as to express the accommodation of wave-
length paths with the same source/destination pairs.

Step 2-2. Routing of Wavelength Paths
in the Edge Part
For the wavelength paths whose source-destination
node pairs (n′

s,n
′
d) lie in ν, assign one of the

shortest routes between (f−1(n′
s), f

−1(ns)) and
(f−1(nd), f−1(n′

d)).

Step 2-3. Weighting Function on a Multi-layer Graph
Define graphs GWaveBand

b (1 ≤ b ≤ B) for the b th
waveband Bandb where GWaveBand

b is equivalent to the
original G except for the arc weighting. The weight
Wb : A → R+ is defined by

Wb(a) :=

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

2CB NNI +
Cfiber(∂+a, ∂−a)

B
if all wavelengths in Bandb are
free in some fiber on the arc a

(1 + ∆)
{

2CB NNI +
Cfiber(∂+a, ∂−a)

B

}
otherwise

where Cfiber(·, ·) is defined in Appendix II and
∆ ≤ {maxvk,v�∈V hop(vk, v�)}−1 is introduced to
encourage the use of existing fibers as much as
possible while minimizing the hop count.

Step 2-4. Routing and Waveband Assignment
For each graph GWaveBand

b (b = 1, 2, . . . , B), find one
of the shortest paths between (ns,nd) in Step 2-
1 through Dijkstra’s algorithm (if multiple routes
are found, select one randomly). Let Wmainb be
the sum of weights on the shortest waveband path
between (ns,nd) on the GWaveBand

b , and Wedgeb be
a multiple of ∆ multiplied by the total number of
links, on which existing fiber does not have enough
free wavelengths in Bandb, among the edge parts. at
the main part and its edge parts. Find the minimizer
bopt where

Weightb := Wmainb + Wedgeb (b = 1, 2, . . . , B)

and assign Bandbopt to the groups of wavelength
paths in ν. For each link on the route of the main
part, arbitrarily select one of the fibers that can
accommodate Bandbopt . If there is no such fiber,
establish a new fiber in the link.

Step 2-5. Wavelength Assignment
In descending order of hop number
hop(f−1(n′

s), f
−1(n′

d)) ((n′
s,n

′
d) ∈ ν), assign

a wavelength λk ∈ Bandbopt , to a wavelength path
connecting n′

s and n′
d, that minimizes the number

of links among the edge parts assuming no existing
fiber can support λk. Arbitrarily select one of the
fibers that can accommodate the wavelength path by
using spare wavelengths of an existing waveband or
by constructing a concatenated 1-hop waveband. If
there is no such fiber, establish a new fiber in the

…
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G
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…
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2

λ
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λ

GBW

λ
GBW

λ

Fig. 6. Multi-layered graph indicating free capacity of waveband path

link and construct a new 1-hop waveband on it. Go
back to Step 1.

Step 3. Accommodation of Remaining Wavelength Paths
Step 3-1. Weighting Function on a Multi-layered
Graph
Define a graph Gλ

k = (V,A′
k), a modified version of

G, for each wavelength λk (1 ≤ k ≤ BW ). In addi-
tion to the original links A, Gλ

k has additional links
connecting (vs, vd) which stands for the waveband
path connecting these nodes and has free capacity at
λk. The weight wλ

k : A′
k → R+ is defined by

wλ
k (a) :=

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

2CW NNI

if wavelength λ is not used insome
wavebands on the arc a

2(CW NNI + CB UNI + CB NNI)
else if wavelength λk is not used

in some fibers on the arc a
2(CW NNI + CB UNI + CB NNI)

+Cfiber(δ+a, δ−a)
otherwise

so as to encourage the use of existing waveband
paths and fibers as much as possible. Finally, we
get a multi-layered graph as shown in Fig.6. The
full lines represent the physical links, and the bro-
ken lines represent the virtual link that represents
waveband paths with free wavelength λk.

Step 3-2. Routing and Wavelength Assignment
For a demand that maximizes the hop number
hop(f−1(n′

s), f
−1(n′

d)) among remaining sets of all
wavelength paths {(n′

s,n
′
d)}, find one of the shortest

paths in the graph Gλ
k (k = 1, 2, . . . , BW ) by apply-

ing Dijkstra’s algorithm to each graph.Select λk that
minimizes the sums of weights on the shortest paths
among all layers (Gλ

k)BW
k=1 . Establish a new fiber and

1-hop waveband on each link where necessary.
If remaining wavelength path demand still exists,
repeat Step 3. Otherwise exit.

Remark 2: The proposed method has several parameters to
be controlled. In addition to t and p for the s-d Cartesian
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product space discussed in Remark 1, the threshold Xwb, the
radius κ and the hop increment bound ι must be set.

1) The selection of the radius κ and the threshold Xwb con-
trols the ratio between the number of wavelength paths
processed in Step 1 and 2 and that processed in Step 3.
Smaller radius and higher threshold will realize better
cost reduction if we have enough traffic demand whereas
larger radius and lower threshold will be required for
little traffic demand case. With exhaustive tests we found
that κ = 2 provides the best result in our experiment.
Regarding Xwb, the best value of Xwb depends on
the amount of the traffic demand and the proposed
method requires relatively short computation time (See
Appendix III), all possible values are employed in our
experiment.

2) In Step 1, the hop increment bound ι is introduced to
suppress the cost increase occasioned by the extra ports.
For a densely connected network, ι = 0 will realize the
lowest network cost. Indeed, we tried ι = 0, 1, 2 for
networks in the numerical experiments and found ι = 0
to be the best choice.

Remark 3: The calculations are executed on a PC with a
2.8GHz AMD Opteron processor. The proposed method only
requires 15–40 seconds to complete accommodation design for
the 9 × 9 mesh network evaluated in Sec. IV-A. Evaluations
of computational complexity are provided in Appendix III.

IV. NUMERICAL EXPERIMENTS

In this section, we employ the following parameters; p = 1
for polygrid networks, p = 2 for other networks, t = 2,
and the hop increment bound ι = 0. The cluster radius κ
was set to a constant that was equivalent to 2 hops in �1
norm. The network cost was evaluated by a linear function
of the total number of optical ports and total fiber length
(See Appendix II). The proposed method was applied using all
possible thresholds Xwb ∈ {1/W, 2/W, . . . ,W/W}, and then
one of the thresholds that minimized the function was selected.
Finally, the obtained costs of the hierarchical optical path
networks were normalized by those calculated for single-layer
optical path networks. This procedure was repeated 20 times
for each traffic demand and threshold Xwb; their ensemble
averages were collected.

A. Comparison with Conventional Algorithms

In this simulation, we assumed the following conditions.
• Physical network topology: 9× 9 polygrid network (link

length 500km) and COST 266 pan-European network
[22].

• Traffic demand: randomly assigned with uniform distri-
bution equal probabilities among node pairs for polygrid
network, and proportional to a multiple of populations at
source and destination nodes for COST 266 network.

• Capacity of waveband: 8 wavelengths per waveband
(W = 8).

• Capacity of fiber : 64 wavelengths per fiber (i.e. 8
wavebands per fiber (B = 8)).

For comparison, we also applied BPHT [13] and the end-to-
end waveband scheme where the end-to-end waveband scheme
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Fig. 7. Normalized network cost with proposed, BPHT, and end-to-end
algorithm.

accommodates wavelength paths with the same source and
destination into direct waveband paths between the node pairs.

1) 9×9 Polygrid Network: Figure 7 shows the normalized
network costs obtained by the proposed algorithm, BPHT, and
end-to-end scheme for the 9 × 9 network. This result shows
that the proposed algorithm realizes 10-45% lower cost than
the conventional ones at all traffic demands. If the amount
of traffic demand is small, waveband utilization ratio will be
low and the hierarchical optical path networks generally fail
to realize cost reduction due to the increased complexity of
the node architecture shown in Fig. 1. It is noted that even
in the lower traffic demand range, i.e. number of wavelength
paths is less than 2, the proposed algorithm offers much lower
cost than the conventional ones. Except for the very small
demand area, number of wavelength paths is less than 0.2,
it is demonstrated that the hierarchical network is more cost
effective than the conventional single-layer network.

Figure 8 shows the total number of necessary optical ports
against the average number of wavelength paths demanded.
As discussed in Sec. II-A, higher waveband utilization ratios
and higher ratios of cut-through operations by BXC offer
lower cost, however they often contradict each other. In
this example the end-to-end pursues the maximization of the
ratio of cut-through operation whereas BPHT aims at higher
utilization ratios. As a result, when the load is 2 or 3, BPHT
requires more ports than the end-to-end and less cost due to
higher utilization ratio. The proposed method achieves not
only lower cost but also fewer ports than the two methods
for all traffic loads. The value of α represents the design
efficiency, that is, the number of ports required to accomodate
all the path demands to those that can be attained when each
wavelength path is accomodated within a direct waveband and
all waveband usage rates are 1 (See Section II-A). Comparison
with Fig. 7 shows that the hierarchical optical path networks
realize lower cost than the conventional single-layer optical
path networks even in lower efficiency cases with α = 0.6, 0.8.
The proposed algorithm offers a design performance that is
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Fig. 8. The number ratio of ports with Proposed, BPHT, and end-to-end
algorithm.

Fig. 9. COST 266 network topology for European photonic network.

closer to α = 1, the theoretical bound, than the conventional
algorithms. The proposed algorithm was shown to demand
fewer ports than the conventional methods and, as a result,
the total cost is reduced.

2) COST 266 Network: The COST 266 network is a
European photonic network having 26 nodes and 51 links as
shown in Fig. 9. Figure 10 provides the normalized network
costs evaluated for this network. The proposed algorithm
also realizes lower cost than the conventional ones at all
traffic demands as in the polygrid network. Moreover, the
hierarchical network is more cost effective than the single-
layer network for wide range of traffic demands.

B. Sensitivity to Network Size

In this part, we assume the following network condition.

• Physical network topology: 5 × 5, 7 × 7, 9 × 9 polygrid
network (link length 500km).
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Fig. 10. Normalized network cost with proposed, BPHT, and end-to-end
algorithm.

• Traffic demand: randomly assigned following uniform
distribution.

• Capacity of waveband: 8 wavelengths per waveband
(W=8).

• Capacity of fiber: 64 wavelengths per fiber (i.e. 8 wave-
bands per fiber (B=8)).

Figure 11 shows the normalized network costs versus the
average traffic demand between nodes. The normalized cost
decreases as the size of networks become large. This is
because the ratio of the WXC cut-through is strongly related
to the average hop count that is determined by network size
as shown in Section II-A.

Figure 12 illustrates the ratio of necessary optical port
number against the average hops between nodes for traffic
demands, Dem, of 0.5, 1, 2, 4, 8. The vertical lines stand for
the average hop numbers of wavelength paths for 5×5, 7×7,
and 9×9 regular mesh networks, where the traffic distribution
is random. The proposed algorithm achieves α ≥ 0.6 when
the traffic demand is equal to or larger than 1, and α ≥ 0.8
when the demand is equal to or larger than 4. Furthermore,
α is almost constant against the average hop number, that
represents network size. This result demonstrates that the
proposed method achieves stable cost reduction in diverse
situations.

C. Waveband Capacity Optimization

In the hierarchical optical path network, waveband capacity,
W , has a strong impact on the total number of optical ports
needed, and as a result, on network cost. Generally speaking,
smaller W offers smaller link cost while increasing node
cost due to the higher utilization of wavebands and increased
number of optical ports. The obvious question is; what is the
value of W that minimizes the sum of link and node costs.

We assumed following network condition.

• Physical network topology: 5× 5 polygrid network (link
length 500km).
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Fig. 11. Comparison of normalized network cost for 5 × 5, 7 × 7, 9 × 9
grid network.

Fig. 12. Comparison of normalized port ratio for 5 × 5, 7 × 7, 9 × 9 grid
network.

• Traffic demand: randomly assigned following uniform
distribution.

• Capacity of fiber: 64 wavebands per fiber (BW = 64).
The normalized network costs with W = 4, 8, 16, 32 against
the average traffic demand between each node pair are shown
in Fig.13. The capacity W = 4 results in the worst cost be-
cause of poor port reduction, particularly when traffic demands
are large. On the other hand, the reduction in network cost
with W = 32 is insufficient because given traffic demand (less
than 16 in Fig.13) is not enough to fill the huge waveband.
When the traffic demand is less than 8, W = 8 provides the
lowest cost because of lower link cost than W=16 whereas
the node costs are almost equivalent. As the traffic demand
increases above 8, the link cost with W = 16 approaches
that with W = 8 due to the improvement in the utilization
ratio of waveband paths while the node cost with W = 16
is smaller than that with W = 8. We can conclude that W
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Fig. 13. Band optimization in 5 × 5 grid network.

should be large enough to offer some port reduction effect, and
cost reduction is maximized when W is equal to or slightly
larger than the given average traffic demand. For the limited
area where the traffic demand is less than 1, the hierarchical
optical path network can not reduce network cost compared
to the single-layer optical path network.

V. CONCLUSION

In this paper, we proposed a new design algorithm for
hierarchical optical path networks. We introduced the notion
of the “s-d Cartesian product space”; it effectively enables
the assessment of the ‘closeness’ of traffic demands and its
utilization. By aggregating similar optical path demands and
transferring on waveband paths, the proposed algorithm was
proved to realize much lower network cost than that obtained
not only by the conventional algorithms, but also by single-
layer optical networks. The introduction of wavebands was
shown to reduce optical switch size at cross-connects, which
mitigates one of the major barriers to the implementation of
large throughput optical cross-connect systems. The inves-
tigation given in this paper provides not only performance
comparisons of different methods, but also clarifies the appli-
cability region of the hierarchical optical path network. The
hierarchical optical path network will be implemented in the
not so distant future when traffic demand warrants it.

APPENDIX I

We give an estimation of the cost for realizing a connection
between node pairs vk to and v�. The connection cost of a
wavelength path that is accommodated within concatenated
1-hop waveband paths is given by;

costλ(vk, v�) :=2CW UNI + 2CW NNIhop(vk, v�)

+
2
W

(CB UNI + CB NNI)hop(vk, v�)

where factor 1/W is introduced because each waveband
contains up to W wavelength paths; the other parameters are
defined in Table I. On the other hand, the connection cost of
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a long waveband path from ws to wd and two short waveband
paths each of which connects a pair of nodes (vk, ws) and
(v�, wd)(see Fig. 5), is given by

costwb(vk, v�;ws, wd)
:=2CW UNI + 2CW NNI(hop(vk, ws) + hop(v�, wd) + 1)

+
2
W

(
CB UNI(hop(vk, ws) + hop(v�, wd) + 1)

+ CB NNI(hop(vk, ws) + hop(ws, wd) + hop(v�, wd))
)
.

APPENDIX II

Network cost is the sum of the costs for nodes (BXC and
WXC) and links (optical fiber and amplifier). The node/link
costs are expressed as follows by using the given parameters
and variables in Table I. The function also includes a constant
that represents control systems and other overheads. Specific
cost values used for the calculations are up-dated equivalents
of the values given in [24].

Node cost:

CNode :=
K∑

i=1

(CB NNI×B NNIi + CB UNI×B UNIi + CBXC

+ CW NNI×W NNIi + CW UNI×W UNIi + CWXC)

Link cost:

CLink :=
K∑

i=1

K∑
j=1

(Cfiber(i, j) × Fij)

with

Cfiber(i, j) := CF ×Dij + CAMP×
⌊

Dij

DAMP

⌋

APPENDIX III

In this appendix, the computational complexity of the
proposed algorithm is evaluated.

1) Computational complexity of Step 1
Let the total number of given wavelength paths be
#path. Maximum number SC of search operations for
the cluster is given by

SC

=
“total number of given wavelength paths”

“minimum number of paths in each cluster”
+“number of node pairs”

=
#path
XwbW

+ N(N − 1).

Then Step 2 is called once for each cluster. If
uniformly distributed traffic demand is given, #path is
proportional to the number of node pairs N(N − 1)
and hence SC is O(N2).

2) Computational complexity of Step 2
Dijkstra’s algorithm is employed for route selection and
computational cost for each operation is O(N log N).
This cost is required for each cluster found in Step. 1,

TABLE I

PARAMETERS FOR COST EVALUATION

Given parameters

CB NNI BXC NNI (network node interface) port cost 1

per waveband

CB UNI BXC UNI (user network interface) port cost 1.2

per waveband

CBXC BXC base cost 4

CW NNI WXC NNI port cost per wavelength 1

CW UNI WXC UNI port cost per wavelength 1.2

CWXC WXC base cost 4

CF optical fiber cost per km 0.012

CAMP amplifier cost 2.04

DAMP amplifier span 60

W maximum number of wavelength per waveband

B maximum number of waveband per fiber

K number of nodes in network

Dij distance between node i and node j; Dij = 0

for node pair that is not physically adjacent to

each other.

Variables

Fij number of fibers between node i and node j

B NNIi number of BXC NNI ports at node i

B UNIi number of BXC UNI ports at node i

W NNIi number of WXC NNI ports at node i

W UNIi number of WXC UNI ports at node i

thus O(N3 log N) operations are necessary in Step 1
and Step 2.

3) Computational complexity of Step 3
The maximum number of wavelength paths WA that are
not accommodated in Step 1 and 2 are estimated by

WA =
XwbW

min #Bκ
N(N − 1)

where min #Bκ stands for the minimum number of
nodes in the cluster. For each wavelength path we apply
Dijkstra’s algorithm to find the optimal accommodation
and it requires O(N log N) operations. As a whole,
O(N3 log N) operations are necessary in Step 3.

By the above discussion, we can conclude that the computa-
tional complexity, in terms of the number of nodes N , of the
proposed algorithm is O(N3 log N) when we have uniformly
distributed traffic demand. Since the conventional algorithms
consist of iterative application of Dijkstra’s algorithm and the
number of wavelength paths is proportional to the number
of node pairs, the computational complexity of the proposed
algorithm is essentially the same as that of the conventional
algorithms.

ACKNOWLEDGMENT

This work was supported by JST (Japan Science and
Technology Agency).

REFERENCES

[1] K. Sato, Advances in Transport Network Technology: Photonic Net-
works, ATM, and SDH. Artech House, 1996.

Authorized licensed use limited to: NAGOYA UNIV. Downloaded on August 24, 2009 at 02:00 from IEEE Xplore.  Restrictions apply. 



SUPPLEMENT ON OPTICAL COMMUNICATIONS AND NETWORKING 31

[2] T. S. El-Bawab, Optical Switching. Springer, 2006.
[3] K. Sato, “Recent developments in and challenges of photonic networking

technologies,” IEICE Trans. Commun., vol. E90-B, no. 3, Mar. 2007.
[4] K. Sato and H. Hasegawa, “Prospects and challenges of multi-layer

optical networks,” to appear in IEICE Trans. Commun., vol. E90-B,
2007.

[5] K. Harada, K. Shimizu, T. Kudou, and T. Ozeki, “Hierarchical optical
path cross-connect systems for large scale WDM networks,” in Proc.
OFC 1999, pp. 356–358, Feb. 1999.

[6] L. Noirie, C. Blaizot, and E. Dotaro, “Multi-granularity optical cross-
connect,” in Proc. Eur. Conf. Optical Communication (ECOC), pp. 269–
270, Oct. 2000.

[7] P. Torab, V. Hutcheon, D. Walters, and A. Battou, “Waveband switching
efficiency in WDM networks: analysis and case study,” in Proc. OFC
2006, OtuG3, Mar. 2006.

[8] J. Yamawaku, A. Takada, W. Imajuku, and T. Morioka, “Evaluation
of amount of equipment on single-layer optical paths,” J. Lightwave
Technol., vol. 23, no. 6, June 2005.

[9] S. Kakehashi, H. Hasegawa, and K. Sato, “Optical switch architectures
for hierarchical optical path networks,” in Proc. SPIE OpticsEast 2006,
vol. 6388, pp. 638809-1–638809-9, Oct. 2006.

[10] I. Chlamtac, A. Ganz, and G. Karmi, “Lightpath communications: an
approach to high bandwidth optical WAN’s,” IEEE Trans. Commun.,
vol. 40, pp. 1171–1182, July 1992.

[11] M. Lee, J. Yu, Y. Kim, C. Kang, and J. Park, “Design of hierarchi-
cal crossconnect WDM networks employing a two-stage multiplexing
scheme of waveband and wavelength,” IEEE J. Select. Areas Commun.,
vol. 20, pp. 166–171, Jan. 2002.

[12] M. Li, W. Yao, and B. Ramamurthy, “Same-destination-intermediate
grouping vs. end-to-end grouping for waveband switching in WDM
mesh networks,” in Proc. IEEE International Conference on Communi-
cations (ICC’05), vol. 3, pp. 1807–1812, May 2005.

[13] X. Cao, V. Anand, Y. Xiong, and C. Qiao, “A study of waveband
switching with multilayer multigranular optical cross-connects,” IEEE
J. Select. Areas Commun., vol. 21, pp. 1081–1094, Sept. 2003.

[14] S. S. Lee, M. C. Yuang, and P. L. Tien, “Impact of waveband switching
on dimensioning multi-granular hybrid optical networks,” in Proc.
Conference on Optical Network Design and Modeling 2005, pp. 371–
381, Feb. 2005.

[15] M. Li and B. Ramamurthy, “A graph model for dynamic waveband
switching in WDM mesh networks,” in Proc. IEEE International Con-
ference on Communications (ICC’04), vol. 3, pp. 1821–1825, June 2004.

[16] P.-H. Ho, H. T. Mouftah, and J. Wu, “Routing and wavelength as-
signment with multigranularity traffic in optical networks,” IEEE J.
Lightwave Technol., vol. 20, pp. 1293–1303, Aug. 2002.

[17] P.-H. Ho, H. T. Mouftah, and J. Wu, “A scalable design of multigran-
ularity optical cross-connects for the next-generation optical Internet,”
IEEE J. Select. Areas Commun., vol. 21, pp. 1133–1142, Sept. 2003.

[18] S. Ganguly, N. Tu, R. Izmailov, and H. Mouftah, “Waveband routing
and merging in hybrid optical networks,” in Proc. IEEE ICC’04, vol. 3,
pp. 1615–1621, 2003.

[19] S. S. Lee, M. C. Yuang, and P. L. Tien, “A Lagrangean relaxation
approach to routing and wavelength assignment for multi-granularity
optical WDM networks,” in Proc. IEEE Global Telecommunications
Conference 2004 (GLOBECOM’04), vol. 3, pp. 1936–1942, Nov. 2004.

[20] I. Yagyu, H. Hasegawa, and K. Sato, “An efficient hierarchical optical
path network design algorithm based on a traffic demand expression in
a Cartesian product space,” in Proc. ECOC2006, Tu.3.6.6, Sept. 2006.

[21] X. Cao, V. Anand, and C. Qiao, “Multi-layer versus single-layer optical
cross-connect architectures for waveband,” in Proc. IEEE INFOCOM
’04, pp. 1830–1840, Mar. 2004.

[22] http://www.ure.cas.cz/dpt240/cost266/docs/
COST266 Extended Final Report.pdf

[23] B. Korte and J. Vygen, Combinatorial Optimization, 2nd Edition.
Springer, 2000.

[24] S. Kaneda, T. Uyematsu, N. Nagatsu, and K. Sato, “Network design and
cost optimization for label switched multilayer photonic IP networks,”
IEEE J. Select. Areas Commun., vol. 23, pp. 1612–1619, Aug. 2005.

Isao Yagyu received the B.E. and M.E. degrees in
electrical and electronic engineering and computer
science from the Nagoya University, Nagoya, Japan,
in 2005 and 2007, respectively. He is now with
Honda Motor Co.Ltd.

Hiroshi Hasegawa received the B.E., M.E., and
D.E. degrees all in Electrical and Electronic En-
gineering from the Tokyo Institute of Technology,
Tokyo, Japan, in 1995, 1997, and 2000, respec-
tively. From 2000 to 2005, he was an assistant
professor of the Department of Communications and
Integrated Systems, Tokyo Institute of Technology.
Currently he is an associate professor of Nagoya
University. His current research interests include
Photonic Networks, Image Processing (especially
Super-resolution), Multidimensional Digital Signal

Processing and Time-Frequency Analysis. He received the Young Researcher
Awards from SITA (Society of Information Theory and its Applications) and
IEICE (Institute of Electronics, Information and Communication Engineers)
in 2003 and 2005, respectively. Dr. Hasegawa is a member of IEICE, SITA
and IEEE.

Ken-ichi Sato (M’87–SM’95–F’99) received the
B.S., M.S., and Ph.D. degrees in Electronics En-
gineering from the University of Tokyo, in 1976,
1978, and 1986, respectively. He is currently a
professor at the Graduate School of Engineering,
Nagoya University, and he is an NTT R & D Fellow.
Before joining the university in April 2004, he was
an executive manager of the Photonic Transport
Network Laboratory at NTT. His R & D activ-
ities cover future transport network architectures,
network design, OA & M (operation administration

and maintenance) systems, photonic network systems including optical cross-
connect/ADM and photonic IP routers, and optical transmission technolo-
gies. He has authored/co-authored more than 200 research publications in
international journals and conferences. He holds 35 granted patents and
more than 100 pending patents. He received the Young Engineer Award
in 1984, the Excellent Paper Award in 1991, and the Achievement Award
in 2000 from the Institute of Electronics, Information and Communication
Engineers (IEICE) of Japan. He was also the recipient of the distinguished
achievement Award of the Ministry of Education, Science and Culture in
2002. His contributions to asynchronous transfer mode (ATM) and optical
network technology development extend to co-editing the IEEE Journal on
Selected Areas in Communications (three special issues) and the IEEE Journal
on Lightwave Technology (special issue), organizing several workshops and
conference technical sessions, serving on numerous committees of interna-
tional conferences including OFC and ECOC, authoring a book, Advances
in Transport Network Technologies (Artech House, 1996), and co-authoring
thirteen other books. He is a Fellow of the IEICE of JAPAN.

Authorized licensed use limited to: NAGOYA UNIV. Downloaded on August 24, 2009 at 02:00 from IEEE Xplore.  Restrictions apply. 


