
 

 
  

 
 
 

 
 
 
 
 
CHAPTER 5  

ALIDITY OF ESTIMATION FORMULA WITH 
NUMERICAL SIMULATION 

 
 
 
 
5.1 General 

The estimation formula for the collision force of drifted container modified in present 
study was compared with hydraulic model experiments for checking the validity of the 
formula in Chapter 2. In this chapter, the comparison with numerical experiments is 
conducted for validity of the estimation formula. For reproducing collision phenomena, 
the most popular way is the use of the finite element method. Aforementioned 
LS-DYNA is the representative finite element model, and the applicability was 
confirmed. Unlike other finite element models, the LS-DYNA enables to analyze the 
Fluid-Structure Interaction (FSI). Actually, not only the common finite element analysis 
such as vehicle collision (e.g., Atahan, 2006; Elmarakbi et al., 2006) and structural 
analysis (e.g., Tryland et al., 2004) but also the FSI analysis such as sloshing (e.g., Ma 
and Usman, 2004), bird strike (e.g., Souli etal., 2002; Hanssen et al., 2006), and water 
landing of space vehicle (e.g., Tutt, 2004) has been accomplished by using Arbitrary 
Lagrangian Eulerian (ALE) method (LSTC, 2003). The present study utilizes the ALE 
method described in above chapter for analysis of behavior of the container drifted by 
the run-up tsunami. Tokura and Ida (2005) investigated wave propagations in presence 
of flexible and rigid submerged structures by using ALE method. They, however, 
performed 2-dimensional analysis hence the total number of solid elements in fluid 
region reached 6000 only. And Tokura et al. (2006) carried out another 3-dimensional 
FSI simulation with ALE method, in which they estimated wave forces acting on a shore 
structure. However, wave generator was placed just in front of the revetment, and it is 
unreasonable to reproduce actual tsunami phenomena with long period. As described 
above, the researchers using LS-DYNA have taken various ideas for reducing 
calculation load because of extremely high calculation load in using LS-DYNA to 
reproduce the actual wave phenomenon. In the present study, combination of the drifting 
model based on the IB method and LS-DYNA is performed in order to reduce 

V 



 

5.2 Verification of Numerical Models   53 
   

 
       Civil Engineering, Nagoya University 

 

calculation load in LS-DYNA and investigate behavior of the container drifted by 
run-up tsunami. The drifting model is employed from wave generation to container 
drifting while the collision model (LS-DYNA) is from just before the container collision. 
The results, which are drifting velocity of the container and wave level and fluid 
velocity behind container, from the drifting simulation are employed to the collision 
model as initial conditions. The collision force via this process is compared with the 
modified estimation formula to confirm the validity of the formula. First of all, 
verifications of the drifting, collision and coupled models are conducted. 

 
 

5.2 Verification of Numerical Models 

5.2.1 Drifting model 

Fig. 5.1 shows a numerical wave flume for verifying the validity of the drifting model. 
An apron with impermeable vertical revetment and slops (1/10 and 1/100) are installed 
simply in the flume, and an added dissipation zone is placed in the left side of the wave 
source for non-reflection wave generation. The wave fluctuations at W1 to W13 and the 
fluid velocities at W7 to W9 are measured to compare with the hydraulic model 
experiments. The measurement points W1 to W5 are positioned at 5.0, 10.2, 13.0, 15.0 
and 16.9m from the wave source and W6 to W13 are 0.1, 0.2, 0.3, 0.4, 0.5, 0.8, 1.3 and 
1,8m from the edge of the apron. 

The time variations of experimental and numerical wave fluctuations for incident 
wave Case 4 (see Table 2.1) are shown in Fig. 5.2. The circle and line represent the 
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Fig. 5.1 Schematic figure of numerical wave flume for measurement of wave fluctuations and 
fluid velocities 
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experimental and numerical results, respectively. It is known that the numerical results 
are in good agreement with the experimental ones including reflected wave from the 
apron at W1 to W5 in seaward side. Besides, at W6 to W13 on the apron, it is found that 
the numerical results show a little underestimated tendency however the overall 
correspondence between both results is found. 
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(a) Wave fluctuation at W1 to W5        (b) Run-up wave fluctuation at W6 to W9 
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(c) Run-up wave fluctuation at W10 to W13 

Fig. 5.2 Comparison of experimental and numerical wave fluctuations 
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Fig. 5.3 shows the time variations of the experimental fluid velocities and the 
numerical ones. From the figure, the numerical result is slightly overestimated the 
experimental one at W9, however it is found that the numerical results predict the 
experimental ones in a good degree on the whole. 

For comparison of drifting behavior of the container, the numerical and laboratory 
experiments were conducted as illustrated in Fig. 5.4. The figure depicts the numerical 
experiment setup, and the container is initially placed at xc=50cm from the edge of the 
apron. Case 4 in Table 2.1 was generated as the incident wave, and the container model 
was employed FT40G5 in Fig. 2.2 and Table 2.2. The numerical simulation was 
performed by half in y-direction because of symmetrical configuration. 

In the laboratory experiment, video cameras were installed at the upper and lateral 
sides of the apron to record the behavior of the drifted container. The behavior of the 
container is related to the coefficient of friction between the container and the apron. In 
order to reproduce exactly the behavior of drifted container in the laboratory experiment, 
the author calibrated the coefficient of friction in the numerical experiment to the 
laboratory experimental one. Because duration between the contact of the run-up wave 
and the container and the commencement of the container drifting depend on the 
coefficient of static friction, and because the drifting velocity of the container depends 
on the coefficient of kinetic friction, the numerical coefficients of friction were adjusted 
to the experimental ones through tuning the aforementioned coefficients of static and 
kinetic frictions. Hence the conditions of the numerical simulation for comparison of the 
drifting behavior with the laboratory experiment were prepared. As the results, the 
coefficient of static friction ( sµ ) was 2.0 while the coefficient of kinetic friction ( kµ ) 
was 0.3 in the laboratory experiments. However the coefficient of static friction ( sµ ) of 
2.0 is too large value as compared with general one. The author found out that the 
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Fig. 5.3 Comparison of experimental and numerical fluid velocities at W7 to W9 
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coefficient of friction between the container and apron in the laboratory experiments 
was depended on viscosity due to the presence of moisture on the apron. Therefore the 
laboratory experiments had a too large coefficient of static friction. Fig. 5.5 shows the 
drifting velocities of the container by the laboratory and numerical experiments. Fig. 5.5 
(a) and (b) represent the time and spatial variations of the drifting velocities, and dotted 
line with solid square and solid line indicate the experimental and numerical results, 
respectively. From the figures, it is known that the commencement and velocity of the 
drifted container just before collision (regarding collided body placed at x=80cm) of the 
numerical simulation are in accordance with the experimental ones. 
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Fig. 5.4 Schematic figure of numerical wave flume for the container drifting 
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(a) Time variation                      (b) Spatial variation 

Fig. 5.5 Drifting velocities of the container in laboratory and numerical experiments 
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(a) At the moment contacting run-up wave to container 
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(b) After 0.1s 
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(c) After 0.2s 
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(d) After 0.3s 
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Fig. 5.6 Comparison of behavior of drifted container (Left: experimental results; Right: 
numerical results; Incident wave: Case 4; Container model: FT40G5; Initial position: xc=50cm)  
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Then the behavior of the drifted container by the numerical simulation is compared 
with the experimental one in Fig. 5.6. The left and right figures represent the 
experimental and numerical results, respectively, and the moment of contact of the 
run-up wave to the container is set t=0.0s. From the figure, it is known that the positions 
of the drifted container and the deformations of the run-up wave behind the container in 
the numerical simulation predict well the experimental ones. 

From the above results, the validity of the drifting model is confirmed, and 
verification of the collision model is conducted in next subsection. 
 

 
5.2.2 Collision model 

Applicability of the collision model, LS-DYNA, is examined through the model test 
using a freely falling container. In the model experiment, FT40G2 container model 
mentioned in Fig. 2.2 and Table 2.2 was dropped from 100mm (z) above onto the end of 
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(a) Laboratory experiment                      (b) LS-DYNA 

Fig. 5.7 Models for free falling test  

 

0.00 0.02 0.04 0.06 0.08 0.10
-2.5

0.0

2.5

5.0
Stiffness : K2
Container:G1
    Exp
    Cal

t [s]

f x[
N

]  

 
Fig. 5.8 Collision forces from the laboratory experiment and LS-DYNA on free falling test. 
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the k2 (thickness 2mm) acrylic resin plate. Fig.5.7 illustrates the model experiment and 
its modeling used in LS-DYNA. In the numerical simulation, container and plate models 
are considered as elasticity, and the physical properties were employed identically, in 
which the Young’s ratio is 3.14E3 MPa; and the Poisson’s ratio is 0.23. In the laboratory 
experiment, the collision force was calculated from the relationship between 
displacement at the edge of the plate and strain gauge attached on the plate, and in the 
LS-DYNA, from relationship between displacement at the edge of the plate and bending 
stiffness obtained from the laboratory experiments by using the concept of load acting 
on cantilever. The time variations of the collision forces by the laboratory experiment 
and LS-DYNA are shown in Fig. 5.8. The circle and line represent the experimental and 
numerical results, respectively. A fairly good agreement between two results is found 
and it can be concluded that the LS-DYNA is applicable to simulate the collision of 
container. 
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Fig. 5.9 Initial condition of numerical simulation for effective water length 
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Fig. 5.10 Simulation results for effective range of run-up wave behind the drifted container  
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5.2.3 Drifting collision coupled model 

5.2.3.1 Determination of wave range behind container 
The validations of the drifting and collision (LS-DYNA) models were confirmed, then 
validity of drifting collision coupled model will be verified. We know that the coupling 
of the drifting and collision models, in which results in the drifting model is used as 
initial conditions of the LS-DYNA, is performed in order to reduce calculation load in 
the LS-DYNA for the drifting collision simulation. Hence it is very important to 
determine the range of the run-up wave behind the drifted container in aspect of 
reducing calculation load. 

In order to grasp the effective range of the run-up wave behind the container, the 
numerical simulations were carried out with the LS-DYNA as shown in Fig. 5.9. The 
container model is employed FT40G2 (half-loaded 40ft container scaled in 1/75) in Fig. 
2.2 and Table 2.2, and k4 (thickness 4mm) plate model with 2.4cm wide and 8.3cm high 
is used. The run-up wave behind the container is modeled as 30.0cm wide and 2.0cm 
high, and the length (0) of the wave column is varied from 1.0 to 15.0cm. The container 
and wave move together toward to the plate with initial velocity 100cm/s, and midpoint 
of the container collides at the end of the plate. The plate fixed upper side is regarded as 
a cantilever hence the collision force is calculated from the relationship between 
displacement of the end of the plate and the bending stiffness. Then the collision force is 
examined according to varying length of behind wave. Details of physical properties of 
the container, plate and water models used in these simulations are listed in Table 5.1. 
The container and plate are modeled by Lagrangian elements while the water and void 
by Eulerian elements for ALE method. Fig. 10 (a) represents the time variations of the 
collision force as varying wave length behind the drifting container. The maximum 
collision force shows the similar value after wl =5cm. For detailed discussion, the 
maximum collision forces ( xmf ) and the collision times ( t∆ ) are represented in Fig. 10 
(b). In the figure, the circle and triangle denote the maximum collision force and  

Table 5.1 Physical properties of collision simulation for determination of effective wave range 
 Material type Young’s ratio

E [MPa] 
Poisson ratio Viscosity coefficient 

µ [g/cm·s] 

Container Mat_1-Elastic 3.14E3 0.23 - 

Plate Mat_1-Elastic 1.85E3 0.23 - 

Column Mat_3-Plastic_Kinematic 2.06E5 0.30 - 

Water Mat_9-Null - - 1.002E-2 
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(a) wl = 1cm                           (b) wl = 2cm 

       
(c) wl = 3cm                           (d) wl = 4cm 

       
(e) wl = 5cm                           (f) wl = 6cm 

       
(g) wl = 7cm                           (h) wl = 8cm 

       
(i) wl = 9cm                            (j) wl = 10cm 

Fig. 5.11 Distribution of fluid velocity behind the drifted container 
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collision time according to changing wave length, respectively. From the figure, the 
maximum collision force shows nearly uniform value after wl =6cm and the collision 
time after wl =5cm. Consequently, it is said that both a maximum collision force and a 
collision time represent constant values when the length of run-up wave behind the 
drifted container is larger than a particular length (in the present study, the length is 
6cm). 

The distribution of the fluid velocity on midsection behind the container at the 
moment of the maximum collision force is shown in Fig. 5.11. Deceleration is 
confirmed in the whole water for wl =1cm to 5cm (Fig. 5.11 (a) - (e)) whereas it is 
found that the initial velocity 100cm/s was not changed at the rear side of the water after 

wl =6cm (Fig. 5.11 (f)). It represents the same tendency with Fig. 5.10. From this point, 
some parts of water behind the container act as an added mass for the collision, not 
whole part. The effective range of the run-up wave behind the container depends on the 
conditions of colliding and collided bodies. Therefore the distribution of fluid velocity 
behind the drifted container at the moment of maximum collision force should be 
confirmed to judge appropriateness of the water length considered in the numerical 
simulation. 
 

5.2.3.2 Validity of coupled model 
Coupling scheme using the drifting and collision models verified is discussed. The 
applicability of the drifting collision coupled model, which the results in the drifting 
model is used in the collision model as initial conditions, is verified through the 
comparison with laboratory experiments. Two comparisons are performed, in which an 
acrylic resin plate model and a steel column model are employed as the collided body.  

At first, it is described on the collision with the acrylic resin plate. The laboratory 

 
(k) wl = 15cm 

Fig. 5.11 Continued 
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experimental setup is same as that shown in Fig. 5.4 except for cx  and container model. 
This experiment was employed cx = 70cm and FT40G6 container model (see Fig. 2.2 
and Table 2.2). The acrylic resin plate and incident wave are also identical with above 
simulation as k4 and Case 4. Photo 5.1 (a) and (b) shows the initial set up and wave 
deformation for the collision. 

In order to reproduce the behavior of drifted container in the laboratory experiment, 

plate
container

 

(a) Initial setup                     (b) moment of collision 

Photo 5.1 Laboratory experiment for drifting collision of FT40G6 with k4 plate generated by 
Case 4 
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Fig. 5.12 Distribution of fluid velocity behind the drifted container FT40G6 with incident wave 
Case 4 
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Fig. 5.13 Geometry of the collision model (LS-DYNA) using Fig. 5.9 as initial condition 
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the coefficients of friction in the numerical experiment was adjusted with same concept 
in Fig. 5.5, in which the coefficients of static ( sµ ) and kinetic ( kµ ) frictions are 1.0 
identically. Distribution of the fluid velocity behind the drifted container just before 
collision is shown in Fig. 5.12, and then the shape of wave and fluid velocity are 
modeled as shown in Fig. 5.13 by utilizing LS-DYNA (collision model). Since the ALE  

container

angel bar6-component 
force transducers

column

 
(a) Initial setup                     (b) moment of collision 

Photo 5.2 Laboratory experiment for drifting collision of FT40G5 with the steel column 
 

x [cm]
45 46 47 48 49 50 51 52 53 54 55 56 57 58 59 60 61 62 63 64 65 66 67 68 69 70 71 72 73 74 75 76 77 78 79 80

z
[c

m
]

0.0

1.0

2.0

3.0

4.0

5.0

u: -50 -40 -30 -20 -10 0 10 20 30 40 50 60 70 80 90 100 110 120

Drifted
Container

[cm/s]

 

Fig. 5.14 Distribution of fluid velocity behind the drifted container FT40G5 with incident wave, 
T=6.5s and H=3.76cm 
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Fig. 5.15 Geometry of the collision model (LS-DYNA) using Fig. 5.11 as initial condition 
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(a) Collision with plate                 (b) Collision with steel column 

Fig. 5.16 Time variations of the collision force by laboratory experiment and drifting collision 
coupled numerical simulation 
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(a) Collision with plate                 (b) Collision with steel column 

Fig. 5.17 Examples of FSI analysis using LS-DYNA 

 

 
(a) Collision with plate                (b) Collision with steel column 

Fig. 5.18 Distributions of the fluid velocity behind the drifted container at the moment of the 
maximum collision force 

 
method was also adopted for Fluid-Structure Interaction (FSI) analyses, and the 
container and the plate were modeled by Lagrangian elements, and the water and void 
by Eulerian element. The physical properties used in this collision simulation are listed 
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in Table 5.1. 
Next, it is described on the collision with the steel column. The apron model was 

changed from Fig. 5.4 as depth=44.5cm, h=47cm and 1l =887cm, and the incident wave 
condition was employed into T =6.5s and H =3.76cm. The initial position of the 
container is same with above experiment as cx =70cm, and FT40G5 (see Fig. 2.2 and 
Table 2.2) was used as the container model. The steel column with 15.4cm in height, 
1.2cm in inside diameter and 0.2cm in thickness as the collided body is strongly fixed 
by angle bars to move together. And the collision force is measured by the 
six-component force transducers connected with the angle bars. The initial set up and 
wave deformation at the moment of the maximum collision force show in Photo 5.2 

In this experiment, sµ =2.05 and kµ =0.7 were assessed as the coefficients of static 
and kinetic frictions respectively via the same way with above experiment. Fig. 5.14 
represents the fluid velocity and wave deformation behind the drifted container just 
before collision, and Fig. 5.15 is the geometry in LS-DYNA using Fig. 5.14 as the initial 
condition. In the figure, the container, steel column and angle bars are modeled by the 
Lagrangian element while the water and void are modeled by the Eulerian element for 
FSI analysis using ALE method, and the physical properties were employed as Table 
5.1. 

The time variations of the collision force by the laboratory and numerical 
experiments are shown in Fig. 5.16. In the figure, (a) and (b) represent the results with 
the plate and steel column, and solid line with circle and solid line indicate the 
experimental results and numerical ones, respectively. From the results, although it is 
not able to found the accurate correspondence between the experiment and numerical 
results, the collision time and general tendency of the numerical results are in a good 
agreement with the experimental ones. 

Fig. 5.17 shows FSI simulation results in aforementioned collision analyses by using 
ALE method of LS-DYNA, and it is found that the interaction between the container 
and the run-up wave behind container is accomplished in both numerical simulations. 

To judge the pertinence of wave range considered in these numerical simulations, the 
distributions of the fluid velocity behind the container at the moment of the maximum 
collision force are shown in Fig. 5.18. It can be sad that the range of the run-up wave 
was proper because the fluid velocity of forepart is only changed. 

As the above results, the validities of application of the drifting collision coupled 
model as well as the drifting and collision models were verified. 
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(a) Maximum run-up wave level              (b) Maximum fluid velocity 

Fig. 5.19 Spatial variations of maximum run-up wave level and maximum fluid velocity on the 
apron in absence of container 
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Fig. 5.20 Relationship between maximum run-up wave level and maximum fluid velocity
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(a) iT =10.5s, iH =9.0cm                (b) iT =10.5s, iH =8.0cm 
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(c) iT =10.5s, iH =7.0cm                (d) iT =10.5s, iH =6.0cm 
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(e) iT =10.5s, iH =5.0cm 

Fig. 5.21 Spatial variations of the drifting velocity of the container as changing incident wave 
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5.3 Determination of Incident Waves 

In order to grasp the relationship between drifting velocity of the container and run-up 
wave level behind container, the numerical experiments were conducted. The apron 
model was used as shown in Fig. 5.4, and five kinds of container models (FT40G1 - 
FT40G5; see Fig. 2.2 and Table 2.2) were employed for the drifting simulations with 
incident wave generated by iT =10.5s, iH =5.0 - 9.0cm, in which iT  and iH  are the 
incident wave period and the wave height of the long period wave, respectively. 

At first, characteristics of the run-up wave on the apron in absence of container are 
discussed. Fig. 5.19 (a) and (b) depict the spatial variations of maximum run-up wave 
level and maximum fluid velocity on the apron. The effects of the wave height variation 
and the conservation of energy according to wave propagation are found from the 
figures. Then the relationship between the maximum run-up wave level ( mη ) and the 
maximum fluid velocity ( mu ) is shown in Fig. 5.20, in which the relationship is 
expressed as the Froude number ( mm gu η/ ). The range of the value is 1.5 - 3.3 in 
these numerical experiments, and this value represents the same degree with Matsutomi 
and Iizuka’s (1998) Froude number (Fr=2.0) in dangerous condition. From the results, it 

x [cm]
10 12 14 16 18 20 22 24 26 28 30 32 34 36 38 40

z
[c

m
]

0

2

4

6

8

10

u: -50 -40 -30 -20 -10 0 10 20 30 40 50 60 70 80 90 100 110 120 130

Drifted
Container

[cm/s]
t = 9.520 [s]

 
x [cm]

10 12 14 16 18 20 22 24 26 28 30 32 34 36 38 40

z
[c

m
]

0

2

4

6

8

10

u: -50 -40 -30 -20 -10 0 10 20 30 40 50 60 70 80 90 100 110 120 130

Drifted
Container

[cm/s]
t = 9.620 [s]

 

x [cm]
20 22 24 26 28 30 32 34 36 38 40 42 44 46 48 50

z
[c

m
]

0

2

4

6

8

10

u: -50 -40 -30 -20 -10 0 10 20 30 40 50 60 70 80 90 100 110 120 130

Drifted
Container

[cm/s]
t = 9.720 [s]

  
x [cm]

20 22 24 26 28 30 32 34 36 38 40 42 44 46 48 50

z
[c

m
]

0

2

4

6

8

10

u: -50 -40 -30 -20 -10 0 10 20 30 40 50 60 70 80 90 100 110 120 130

Drifted
Container

[cm/s]
t = 9.880 [s]

x [cm]
50 52 54 56 58 60 62 64 66 68 70 72 74 76 78 80

z
[c

m
]

0

2

4

6

8

10

u: -50 -40 -30 -20 -10 0 10 20 30 40 50 60 70 80 90 100 110 120 130

Drifted
Container

[cm/s]
t = 10.370 [s]

  
x [cm]

90 92 94 96 98 100 102 104 106 108 110 112 114 116 118 120

z
[c

m
]

0

2

4

6

8

10

u: -50 -40 -30 -20 -10 0 10 20 30 40 50 60 70 80 90 100 110 120 130

Drifted
Container

[cm/s]
t = 11.130 [s]

Fig. 5.22 Time variation of distribution of fluid velocity behind the container (Ti=10.5s; 
Hi=6.0cm; FT40G5) 
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is known that the wave conditions employed in the numerical experiments are 

correspond with general tsunami’s. 
The drifting numerical experiments were carried out to grasp the relationship of the 

drifting velocity of the container and run-up wave level behind container. The FT40G1 
to FT40G5 (see Fig. 2.2 and Table 2.2) container models with initial position cx =30cm 
were employed as drifting body, besides the coefficients of static and kinetic frictions 
were employed sµ =0.4 and kµ =0.3 referred to range of 0.3 to 0.4 for steel and stone 
in Design criterion of port and fishery harbor (Ministry of land, transport and maritime 
affairs, Korea, 2005). The spatial variations of drifting velocity of the container are 
displayed in Fig. 5.21, and the example of the time variation of the fluid velocity 
distribution for FT40G5, iT =10.5 and iH =6.0cm is represented in Fig. 5.22. From Fig. 
5.21 (a) - (c), it is known that the drifting velocities reach the nearly peak value at 
x=100, 90 and 80cm. In Fig. 5.18 (d) and (e), however, the maximum drifting velocities 
are appeared at around x=40cm. From Fig. 5.22 (c) and (d), it is found that the shape of 
water surface behind the container at x=40cm is rough, while at Fig. 5.22 (e) (x=70cm) 
is flat. To considering simplicity of collision model, the drifting velocities of the 
container and run-up wave levels behind container for iH =6.0 and 5.0cm were 
measured at x=70 and 60cm.  

The relationship between the maximum drifting velocity of the container ( xV ) and 
the run-up wave level (η ) behind container is depicted in Fig. 5.23. It is difficult to 
correlate the maximum drifting velocity with the run-up wave level because the position 
of the maximum drifting velocity is varied with incident wave conditions. Hence the 
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Fig. 5.23 Relationship between drifting velocity of the container and run-up wave level 
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author selects the representative waves (tsunami), and calculates the drifting velocity of 
the container and run-up wave behind container used in collision analysis. 

Then the author employs predicted tsunami heights for Tokai-Earthquake concerned 
in recent years as mentioned in Chapter 1. Cabinet Office, Government of Japan 
presented the predicted tsunami height on Tokai area by Tokai-Earthquake as shown in 
Fig. 5.24. The tsunami height on Shimizu port in Shizuoka prefecture containing a 
container terminal is considered, in which the tsunami heights are 3 - 5m in the port and 
5 - 10m outside the port.  
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Fig. 5.24 Predicted tsunami height for Tokai-Earthquake by Cabinet Office, Government of 
Japan (Source: http://www.bousai.go.jp/) 
 

Table 5.2 Incident wave conditions for Tokai-Earthquake 
Case Ti [s] Hi [cm] 

1 10.5 4 
2 10.5 9 
3 10.5 14 
4 21.0 4 
5 21.0 9 
6 21.0 14 
7 31.5 4 
8 31.5 9 
9 31.5 14 
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To considering aforementioned conditions, the author selected the incident wave 
conditions as Table 5.2. To pick out the wave conditions using for drifting simulation, 
the run-up simulations are conducted in absence of container. The apron model in Fig 
5.4 was adopted in this numerical simulation. As the results, the relationships between 
the maximum run-up wave level and the maximum fluid velocity as varying wave 
heights and wave periods are shown in Figs. 5.25 and 5.26. Among them, Case 1, 2 and 
3 for influence of wave height and Case 2, 5 and 8 for influence of wave period, which 
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(a) Case 1, 2 and 3           (b) Case 4, 5 and 6           (c) Case 7, 8 and 9 

Fig. 5.25 Relationship between maximum run-up wave level and maximum fluid velocity as 
varying wave heights 
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Fig. 5.26 Relationship between maximum run-up wave level and maximum fluid velocity as 
varying wave periods 
 
Table 5.3 Wave conditions using in drifting simulation 

Case Ti [s] Hi [cm] Hm [cm] Ha [m] 
1 10.5 4 4.97 3.7 
2 10.5 9 10.41 7.8 
3 10.5 14 16.03 12.0 
5 21.0 9 9.95 7.5 
8 31.5 9 9.67 7.3 
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are representing clear tendency, are employed for the drifting simulations as the incident 
waves. 

Table 5.3 lists the picked out wave conditions, in which Hm and Ha represent the 
wave levels above the still water level at the front of apron in the model tests and the 
actual field based on the Froude similarity law with a length ratio of 1/75, respectively. 
It indicates that these incident wave conditions considered in present study are capable 
of reproducing the tsunami heights (3 - 5m in the port and 5 - 10m outside the port) on 
Shimizu port for Tokai-Earthquake. 

Table 5.4 Mass of container scaled in 1/75 and in full scale 
Scaled in 1/75 [g] In full scale [t] 

Class 
Empty Half-loaded Full-loaded Empty Half-loaded Full-loaded

20ft 
container 4.553 26.361 48.168 1.921 11.121 20.321 

40ft 
container 8.021 40.135 72.249 3.384 16.932 30.480 

 
Table 5.5 Physical properties of collision simulation scaled in 1/75 

 Material 
Type 

Density 
ρ [t/mm3]

Young’s ratio
E [MPa] 

Poisson ratio Viscosity coefficient
µ [g/cm·s] 

Container Mat_1-Elastic 1.667 3.30E3 0.3 - 

k4 Plate Mat_1-Elastic 1.200 3.30E3 0.3 - 

Water Mat_9-Null 1.000   1.002E-2 
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Fig. 5.27 An example of spatial variations of the drifting velocity of the container and the wave 
level 
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(a) Position of the maximum wave level 

 
(b) Position of the maximum drifting velocity 

Fig. 5.28 Distribution of the fluid velocity behind the container (Half-load 40ft container model; 
Case 2) 

 

 

(a) Position of the maximum wave level    (b) Position of the maximum drifting velocity 

Fig. 5.29 Geometry of the collision model (LS-DYNA) using Fig. 5.28 as initial condition 
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Fig. 5.30 Comparison of the collision forces using the maximum wave level and maximum 
drifting velocity 
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5.4 Collision Forces as Changing Position 

The wave conditions used in drifting simulations were decided as shown in Table 5.3. 
However, it is important that which value from the drifting simulation is employed in 
the collision model. Therefore the author examined the collision force at representative 
positions of the drifted container. At first, a representative drifting simulation was 
conducted to obtain the drifting velocity of container, wave level behind the container 
and fluid velocity used in the collision simulation as the initial condition. The mass of 
container models scaled in 1/75 based on Froude similarity law for application to actual 
conditions are listed in Table 5.4, however the thickness is considered as 1mm uniformly. 
The numerical wave flume and apron model were used identically with Fig. 5.4 besides 
half-loaded 40ft container model (see Fig. 2.2 and Table 5.4) and Case 2 in Table 5.3 as 
the incident wave were considered. And the initial container model is place at xc=30cm 
in lateral. The spatial variations of the drifting velocity ( xV ) of the container and the 
wave level (η ) behind container by the numerical drifting simulation are shown in Fig. 
5.27, and the triangle (∆) and line (─) indicate the drifting velocity and wave level. The 
author regarded that the positions of the maximum wave level behind the container ( mη ; 
x=35.3cm) and the maximum drifting velocity of the container ( xmV ; x=120.1cm) are 
dangerous conditions. Fig. 5.28 (a) and (b) depict the shapes of run-up wave and 
distributions of fluid velocity at mη  and xmV , respectively. It is found that the wave 
level behind the container is high while the fluid velocity is slow in Fig. 5.28 (a), and 
the wave level is low while the fluid velocity is fast in Fig. 5.28 (b). The collision 
models used results in Fig. 5.28 are displayed in Fig. 5.29. The k4 (4mm thick) acrylic 
resin plate model as collided body and water model were constructed with solid element 
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Fig. 5.31 An example of spatial variations of drifting velocity of the container, behind wave 
level and fluid velocity for the lateral direction empty 40ft container with the wave condition of 
Case 2 



 

76     Chapter 5  
  

 
Doctor thesis of Gyeong-Seon Yeom 
 

while the container model with shell element. This simulation was also applied ALE 
method, so void area is considered to express deformation of the run-up wave as shown 
in Fig. 5.29. The comparison of the collision forces using the maximum wave level 
( mη ) and maximum drifting velocity ( xmV ) is shown in Fig. 5.30. The horizontal and 
vertical axes represent the time and collision force, and the dashed and solid lines 
indicate the values at the maximum wave level in correspond to non-stationary state of 
the wave and the maximum drifting velocity in quasi-stationary state. From the figure, it 
is known that the collision force at the maximum drifting velocity (solid line) is greater 
than the value at the maximum wave level (dashed line). Here after, hence, the author 
considers the results (drifting velocity of container and wave level), which is employed 
in the collision simulation, at the maximum drifting velocity in the numerical drifting 
experiments. 
 
 

5.5 Drifting Velocity and Wave Level by Drifting Simulation 

In order to obtain the drifting velocity of container and run-up wave level behind 
container, wave condition and class, weight and initial direction of container are 
considered in numerical drifting simulations, in which five kinds of wave conditions as 
shown in Table 5.3, 20ft and 40ft containers in class, empty, half- and full-loaded 
containers in weight, and lateral and longitudinal directions of container are employed 
as calculation conditions. The author selects the incident wave period ( iT ) 10.5s 
(correspond to 90.0s in actual condition) by considering wave profile separation and 
reflection from the structure, which is smaller than total tsunami period, and incident 
wave height ( iH ) 4.0cm (4.97cm in scaled model and approximately 3.7m in actual 
condition at the coast) to considering tsunami height at Shimizu port for 
Tokai-Earthquake and lateral direction half-loaded 40ft container as the main calculation 
conditions. The numerical wave flume and apron model follow Fig. 5.4, and the initial 
position of the container is cx =30cm. 

As an example of results from the drifting simulation, the spatial variations of 
drifting velocity ( xV ) of the container, behind wave level (η ) and fluid velocity (u ) for 
the lateral direction empty 40ft container with the wave condition of Case 2 are shown 
in Fig. 5.31. The triangle (∆), fine line (−) and bold line (─) indicate the drifting velocity 
of the container, the fluid velocity behind container and wave level, respectively. From 
the figure, since it is known that the fluid velocity is identical with the drifting velocity 
of the container on the whole, it is capable of considering the drifting velocity into the  
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fluid velocity in the collision simulation and estimation formula.  

The calculation conditions and the drifting simulation results are listed in Table 5.6, 
in which the results are employed in the collision simulation as the initial conditions. 
Test No. 5, 6, 11 and 12 denote the non-drifted cases. 
 
 

5.6 Comparison of Collision Forces by Collision Model and Estimation 
Formula 

In order to verify the modified estimation formula (Eq. 3.6) for the collision force of the 
drifted container by the run-up tsunami, the numerical collision experiments using the 

Tabl 5.6 Calculation conditions and results in the drifting simulations 
Ti [s] Hi [cm] Class Direction Weight η  [cm] Vx [cm/s] Vx/(gη )1/2 Test No.

Empty 0.74 49.10 1.82 1 

Half 1.40 27.69 0.75 2 Lateral 

Full 1.77 16.80 0.40 3 

Empty 1.40 13.78 0.34 4 

Half - - - 5 

40ft 

Longitudinal

Full - - - 6 

Empty 0.81 44.23 1.57 7 

Half 1.57 18.11 0.46 8 Lateral 

Full 1.79 3.42 0.08 9 

Empty 1.10 22.58 0.69 10 

Half - - - 11 

4.0 

20ft 

Longitudinal

Full - - - 12 

Empty 0.87 141.69 4.85 13 

Half 1.51 119.01 3.09 14 Lateral 

Full 1.89 105.25 2.45 15 
40ft 

Longitudinal Half 3.31 66.04 1.16 16 

9.0 

20ft Lateral Half 1.83 105.00 2.48 17 

10.5 

14.0 40ft Lateral Half 1.80 186.03 4.43 18 

21.0 9.0 40ft Lateral Half 1.53 94.33 2.44 19 

31.5 9.0 40ft Lateral Half 1.56 75.60 1.93 20 
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results (Table 5.6) from the container drifting simulations were carried out. The 
calculation method (ALE method) and coupling scheme are identical with Section 5.4. 
Six kinds of initial conditions (Test No. 13~15 and 18~20), which are considering 
effects of container weight, wave height and wave period, as shown in Table 5.7 are 
investigated, in which the values were adjusted a little for simplicity of modeling. 
Besides five kinds of acrylic resin plate (2 to 6mm in thickness) are employed as 
varying stiffness of the collided body, therefore thirty cases were conducted for the 
collision simulations. 

The comparison of the maximum collision forces by the collision model (LS-DYNA) 
and the estimation formula (Eq. 3.6) are shown in Fig. 5.32. The horizontal and vertical 
axes indicate the values by the collision simulation and the modified estimation formula, 
respectively. In this figure, although some unevenness, the results from the estimation 

Table 5.7 Initial conditions for collision simulation scaled in 1/75 
Ti [s] Hi [cm] Weight η  [cm] Vx [cm/s] 

Empty 0.9  141.7  
Half 1.5  119.0  9.0 
Full 2.0  105.3  

10.5 

14.0 Half 1.8  186.0  
21.0 9.0 Half 1.5  94.4  
31.5 9.0 Half 1.6  75.6  
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Fig. 5.32 Comparison of the maximum collision forces by the collision model and estimation 
formula 
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formula are in good agreement with the numerical ones on the whole.  
The author representatively illustrates the distribution of the fluid velocity behind the 

container at the moment of maximum collision force in Fig. 5.33, in which iT =10.5s, 

iH =9.0cm, lateral direction half-loaded 40ft container and k4 plate were used. It is 
found that the initial fluid velocity ( xV =119.0cm/s) is not decelerated in rear side of the 
run-up wave, hence it can be regarded that the range of run-up wave considered in these 
simulations was appropriate. 

As above results, the validity of the modified estimation formula for the collision 
force of the drifted container is verified. And finally, the applicability of the formula to 
actual phenomenon is discussed in next chapter. 
 

5.7 Remarks 

In this chapter, the verification of the modified estimation formula was implemented 
through the comparison with numerical experiments. First of all, the validities of the 
drifting, the collision and the drifting collision coupled models were confirmed via 
comparisons with the experimental results. 

As a result, the author obtained the following results: 

1. In the present study, a drifting collision coupled model, which the results just 
before the collision in the drifting simulation are used in the collision model as 
initial conditions, was proposed. 

 
Fig. 5.33 An example of the distribution of the fluid velocity behind the container at the moment 
of maximum collision force (Ti=10.5s; Hi=9.0cm; lateral direction half-loaded 40ft container; 
and k4 plate) 
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2. The validity of the drifting model was verified through comparison with the 
experimental results for the wave levels, fluid velocities and drifting behaviors of 
the container, besides the applicability of the LS-DYNA for the collision analysis 
was confirmed through comparison with the freely falling experiments. 

3. In determination of the wave range behind the drifted container, some part of wave 
behind the container acted as an added mass for the collision, not whole part. Since 
the effective range of the run-up wave behind the container is depended on the 
conditions of colliding and collided bodies, the distribution of fluid velocity behind 
the drifted container at the moment of maximum collision force should be 
confirmed to judge appropriateness of the wave length considered in the numerical 
simulation. 

4. The drifting collision numerical analyses predicted the collision forces by the 
laboratory experiments employing the acrylic resin plate and steel column as the 
collided body, and reproduced well the interaction between the container and the 
run-up wave behind the container. 

5. The author selected the representative waves for the drifting analysis based on the 
tsunami heights on Shimizu port for Tokai-Earthquake presented by Cabinet Office, 
Government of Japan. 

6. The collision force at the maximum drifting velocity of the container was greater 
than at the maximum wave level, and furthermore the wave fields behind the 
container represented the quasi-stationary state. 

7. The drifting velocity of container and the run-up wave level behind container were 
obtained in the drifting simulations by considering five kinds of wave conditions 
and variations of class, weight and initial direction of containers. 

8. Six kinds of initial conditions, which considered effects of container weight, wave 
height and period, and five kinds of acrylic resin plate considering varying 
stiffness were employed as the colliding and collided bodies for the collision 
simulations, and then it was found that the results from the estimation formula 
were in good agreement with the numerical ones on the whole. Consequently, the 
validity of the modified estimation formula for the collision force of the drifted 
container was verified. 



 
 
 
   

 
 

 

 
 
 
 
CHAPTER 6.  

PPLICABILITY OF ESTIMATION FORMULA TO 
PROTOTYPE CONDITIONS 

 
 
 
 

6.1 General 

The validity of the estimation formula for the collision force of the drifted container by 
run-up tsunami was verified through comparison with laboratory and numerical model 
experiments in Chapters 3 and 5. In order to apply to actual field, however, it is 
necessary to compare with the tests in prototype condition. Matsutomi (1999) conducted 
large scale experiments to obtain a practical formula for estimating the collision force 
on structures due to a collision of driftwoods. He carried out small scale experiments in 
a channel while large scale experiments in the air. Furthermore subject of the present 
study is the full-scale freight container (20ft and 40ft containers) hence the laboratory 
experiments for the collision of the drifted container due to the run-up tsunami in the 
full-scale is more difficult actually because of enormous cost, time and limitations of 
facilities. To solve this difficulty, the estimation formula is verified through comparing 
with numerical analyses in full-scale by LS-DYNA, in which the same coupling scheme, 
which the model collisions employing the results in the drifting model as the initial 
conditions, is used. For these collision simulations, the results in the drifting simulations 
are considered as converted values into the full-scale based on the Froude similarity law. 

First of all, verification of LS-DYNA is carried out in large scale then collision 
simulations are performed with full-scale back-yard structures as the collided bodies. 
And the estimation formula modified in Chapter 3 is revised to apply for large 
deformation phase also. The author presents the applicability of this estimation formula 
to prototype conditions, and finally describes on simplification of the estimation formula. 

 
 

6.2 Verification of Collision Model in Large Scale 

In order to use LS-DYNA in the verification of the estimation formula in the full-scale, 

A 
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the author employed Arikawa et al.’s (2007) 1/5 scaled container collision experiments 
which is close to the full-scale. Through the comparison of the results in LS-DYNA and 
experiments, the applicability of LS-DYNA to prototype conditions is verified. It is 
proper to compare with the drifting collision experiments in order to using the results of 
the drifting collision simulation by LS-DYNA, however the author employed free 
falling experiments in the air due to difficulty of acquiring information for the drifting 
collision experiments. 

Fig. 6.1 shows the schematic figure for the freely falling experiment in the air, and 
Fig. 6.2 represents the dimensions of the container and concrete wall as the colliding 
and collided bodies, respectively. The container model assumed ISO 20ft freight 
container (Japanese industrial standards committee, 1994) is freely fallen and collided 
with the concrete wall as shown in Photo 6.1. The container has 1210×490×520mm3 in 

rail load cell

concrete wallcontainer
Plan view

 
Elevation view

7000 2000 225 (unit: mm)
 

Fig. 6.1 Schematic figures for the free falling experiments in the air (Arikawa et al., 2007) 
 

1210 490

52
0t=2.3

64

600

60
0

20
0

(unit: mm)

Load cell

 

Fig. 6.2 Dimensions of the container and concrete wall, and load cells (Arikawa et al., 2007) 
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dimensions, 2.3mm in thickness and 62kg in mass while the concrete wall has 
600×600×200mm2 in dimensions. The collision velocity was changed by varying 
heights (50, 75 and 100cm) of initial position of the container and tests were performed 
10, 10 and 3 times, respectively. To measuring collision force, three load cells were 
utilized as shown in Figs. 6.1 and 6.2. 

For this collision simulation using LS-DYNA, strain rate effects, controlling 
hourglass mode and specified concrete model were considered to predict the collision 
force more accurately. The literature (Ishikawa 1993) describes for strain rate effects on 
dynamic characteristics of steel materials as follows: 

 
1) Yield stress, tensile strength and fracture toughness are increased as increasing 

strain rate, and increment of the yield stress is the biggest among them, 
2) Young’s modulus until yield stress is constant irrelevant to strain rate. 
 
This simulation thus adopts Cowper-Symonds strain rate model (LSTC, 2003; 

Børvik et al., 2008) to consider the strain rate effects. The equivalent stress is expressed 
as 
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where 0σ  is the yield stress; eqε  is the equivalent plastic strain; eqε  is the equivalent 
plastic strain rate; pE  is the plastic hardening modulus; tE  is the tangent modulus; 

   

(a) Initial position                         (b) After collision 

Photo 6.1 Video photos for free falling experiments in the air (Arikawa et al., 2007) 
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E  is Young’s modulus; β  is a hardening parameter between 0 (kinematic) and 1 
(isotropic); ν  is the Poisson’s ratio; fε  is the failure strain for eroding elements; and 
C  and p  are the strain rate parameters, in which 140 −= sC  and 5=p  for mild 
steel, besides physical properties of the container model are listed in Table 6.1 (Børvik 
et al., 2008). 

Furthermore, four points integrated shell element is used in the container model to 
remedy the hourglass energy mode. It is a numerical instability occurred where element 
distortions are large with one point integration. Certain modes of deformation of solid 
and shell elements are zero energy modes and have no stiffness. They typically give a 
zig-zag appearance to a mesh. It can swamp the results of an analysis. To remedy the 

 

Table 6.1 Physical properties for free falling test 

Container     

Material type ρ [t/m3] E [MPa] ν  0σ [MPa] 

Mat_3-Plastic_Kinematic 9.126 2.1E5 0.3 355 

tE [MPa] β  C [s-1] p  fε  

1000 1.0 40 5 0.8 

Concrete wall     

Material type ρ [t/m3] tE [MPa] ν  cσ [MPa] 
Mat_84-85-

Winfrith_Concrete 2.4 3.1E4 0.2 40 

tσ [MPa] aR [mm]    

4 12.5    
 

Table 6.2 Default pressure versus volumetric strain curve for concrete if the curve is not defined 

Volumetric strain Pressure [MPa] 

Kp /1−  1.00× 1p  
-0.002 1.50× 1p  
-0.004 3.00× 1p  
-0.010 4.80× 1p  
-0.020 6.00× 1p  
-0.030 7.50× 1p  
-0.041 9.45× 1p  
-0.051 11.55× 1p  
-0.062 14.25× 1p  
-0.094 25.05× 1p  
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hourglass energy situation, various vehicle components were either remeshed or were 
assigned fully integrated finite element formulations, and the later was employed in the 
present analysis. 

For the concrete wall model, the Winfrith concrete model was used. It is capable of 
analysis smeared crack (sometimes known as pseudo crack). This model was 
developed by Broadhouse (1995) over many years and has been validated against 
experiments. Details of the physical properties for the Winfrith concrete model are also 
listed in Table 6.1 (JSCE Concrete Committee, 1996), in which tE  is the tangent 
modulus; cσ  is the uniaxial compressive strength; tσ  is the uniaxial tensile strength; 
and aR  is the aggregate size (radius). In LS-DYNA, if the volume compaction curve 
is omitted, a default pressure versus volumetric strain curve for concrete is 
automatically applied as shown in Table 6.2 where 1p  is the pressure at uniaxial 
compressive failure from: 

 

31
cp σ

= ,                             (6.3) 

 
and K  is the bulk unloading modulus computed from: 
 

)21(3 ν−
= sEK ,                           (6.4) 

 
where sE  is one-half the input tangent modulus for concrete and ν  is the Poisson’s 
ratio. 
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Fig. 6.3 Maximum resultant forces by the laboratory and numerical experiments as varying 
collision velocities 
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As mentioned above, the strain rate effects, controlling hourglass mode and 
specified concrete model were considered in the numerical simulations to reproduce 
the actual collision phenomenon. Three points at the hinder side of the concrete wall 
were fixed and their reaction forces were adopted as collision force identically with the 
laboratory experiments. Fig. 6.3 depicts the maximum resultant forces ( xmf ) at the load 
cells behind the concrete wall in the laboratory experiments and at the three fixed 
points in the numerical ones as varying collision velocities ( xV ) of the container just 
before collision. For the numerical analyses, xV =1.65, 2.65 and 3.35m/s were 
employed from the figure, which correspond to free falling velocities of the containers 
initially placed at 50, 75 and 100cm height. In the figure, unfilled and filled symbols 
denote the experimental values by Arikawa et al. (2007) and numerical ones by this 
simulation, respectively. The experimental and numerical results were sampled with 
2,000Hz and were filtered at 10kHz or less by Fast Fourier Transform (FFT) identically. 
From the figure, it is found that the values in the laboratory and numerical experiments 
represent the same degrees for each collision velocity on the whole. 

 

Photo 6.2 Concrete wall after collision in the laboratory experiment for 100cm in initial height 
(Arikawa et al., 2007) 

 

container

concrete 
wall

               
(a) Rear view of the concrete wall          (b) Front view of the concrete wall 

Fig. 6.4 Concrete wall after collision in the numerical experiment for 100cm in initial height 
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The crack was occurred on the concrete wall in the laboratory experiment with 
100cm in initial height only as shown in Photo 6.2. In the numerical simulation with 
identical condition to the experiment also, the crack was appeared as in Fig. 6.4. 

From above comparison of results by the experiments and LS-DYNA scaled in 1/5, 
the applicability of LS-DYNA to large scale simulation was verified. Here, LS-DYNA 
is utilized for validity of applicability of the estimation formula for collision force of 
the drifted container by the run-up tsunami to actual field. 

 
 

6.3 Applicability of Estimation Formula to Actual Field  

In order to apply the estimation formula to the full-scale container collision 
accompanying large deformation, the estimation formula (Eq. 3.6) modified in Chapter 
3 is reviewed once more. Then the applicability of the estimation formula to prototype 
conditions is verified through comparison with the numerical simulations (LS-DYNA) 
validated in above section, and simplification of the estimation formula is described. 
 
 
6.3.1 Revision of the modified estimation formula 

For the full-scale collision, large deformation of the container may occur due to 
relatively high stiffness of the collided body such as a concrete column. Because of 
different velocities at each nodes of the container due to its deformation, the velocity of 
the container at the moment of maximum collision force is not reached to zero. 
Furthermore, for the estimation of the full-scale collision force which mainly depends 
on the collision time, considering the collision time in presence of the wave to 
estimating the collision forces due to the container and the added mass by the wave is 
not reasonable. As an example, the estimated collision force in presence of the wave, in 
which the collision forces due to the container and the added mass were used identical 
collision times in presence of the wave, was less than the estimated collision force in 
absence of the wave, on the contrary. Hence, it is unsuitable to apply Eq. (3.6) in the 
actual phenomenon, in which the collision forces due to the container and the added 
mass are considered identical collision times. Thus, the author revises Eq. (3.6) in order 
to apply for the large deformation of the container. Eq. (3.6) is divided between the 
collision force (Eq. (6.5)) due to container using the parameters from the numerical 
simulations in absence of the wave and the collision force (Eq. (6.6)) due to run-up 
wave behind the container using the parameters from the numerical simulations in 
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presence of the wave, and then sum of them is adopted as final collision force (Eq. 
(6.7)). 

 

( )2

1

( )n

n

t

xn c xi xnt
f t dt m V V= −∫                         (6.5) 
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( )w

w
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xw w c xi w xi xwt
f t dt B V t V Vρ η= ∆ −∫                   (6.6) 

 
/xm xnm xwm n c xn n w w c xi xwf f f m V t B V Vβ β ρ η= + = ∆ ∆ + ∆           (6.7) 

 
where xiV  is the initial velocity; xnV  and xwV  are the velocities of the colliding 
container at the moment of the maximum collision force in absence and presence of the 
wave behind the container, respectively; xV∆  is the velocity change during the 
collision time ( t∆ ); and subscripts n  and w  indicate the values in absence of the 
wave behind the container and in presence of it, respectively. Therefore the numerical 
simulations were also conducted for both conditions, and the necessary parameters for 
the estimation formula are adopted. Then, applicability of the estimation formula revised 
here is verified through comparison of collision forces by the formula and the numerical 
simulation. 
 
 
6.3.2 Definition of collision force in actual phenomenon 

In the full-scale numerical simulations, it is important what kind of value is considered 
as the collision force. Generally, the dynamic equation of motion for the entire system 
can be treated as 

 
)()()()( tPkuucumtFtFtF SDI =++=++                (6.8) 

 
where )(tFI , )(tFD  and )(tFS  are the inertia resisting force, viscous damping force 
and impact resisting force, respectively; m  represents the mass and moment of inertia 
matrix; and c  and k  are the damping and stiffness matrix for the one degree of 
freedom system while )(tP  represents the external load vector. u , u  and u  are the 
acceleration, velocity and displacement vectors, respectively. The “ ( )t ” denotes the 
quantities at time t  while a dot denotes a derivative with respect to time. The impact 
resisting force ( )(tFS ) is the force that collided body itself resists a shock as strength, 
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i.e., the bending or shear strength of the object for static loading test as the resisting 
force depending on restituting force of collided body. From the point that the viscous 
damping force ( )(tFD ) is extremely small compared with the inertia resisting force 
( )(tFI ) and impact resisting force ( )(tFS ), Saji et al (1985) assumed ( ) 0DF t =  for 
impact experiments as shown in fig. 6.5 with a small mortar beam as a collided body. 
They defined that )(tFS  is “impact bending strength” corresponding the static bending 
strength and the total impact resisting force ( )()( tFtF SI + ) including the inertia resisting 
force is “impact bending proof strength.” Besides Kishi (2004) described as follows: 
“The measuring method by accelerometer or load cell in the figure for impact force 
means that is measuring the impact proof strength involving the inertia resisting force of 
collided body. Although the inertia resisting force is contained in the reaction force, 
generally prominent around impact point while a little at fulcrum. Hence the method 
measuring reaction at fulcrum means that is a measurement the resisting force standing 
for the deformation of collided body, i.e., corresponding measuring impact bending (or 
shear) strength. Except impacts with high speed, the bending or shear deformation plays 
an important role for an overall response of collided body. Therefore, it can be sad that 
considering the impact bending (or shear) strength in Fig. 6.5 (c) corresponds with 
conservation of energy for impact phenomena.”  

Besides Chopra (2007) divided the impact force between peak dynamic force (PDF) 
and equivalent static force (ESF). PDF is the largest impact force ( )()()( tFtFtF SDI ++ ) 
computed during the simulation and is not representative of the design structural 
demands that engineers need to consider because the structure has not had “time” to 
respond to the rapid change in loading. And ESF is the static force ( )(tFS ) necessary to 

colliding 
body

(a) accelerometer

(c) measuring 
fulcrum reaction 

(load cell)
(b) load cell

buffer

loading jig

collided body (RC beam)

 
Fig. 6.5 Measuring methods of impact load (Saji et al., 1985) 
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produce the same deflection at the point of interest as produced by the dynamic event 
and is a function of the stiffness of the system and its dynamic characteristics. ESF is a 
more appropriate measure of the design structural demand because for structural design 
the computed element stresses are to be compared with allowable stresses that are 
specified based on static tests on materials, i.e., tests conducted at slow loading rates. 

In LS-DYNA, there are the “rcforc” corresponding contact force at colliding nodes 
and the “spcforc” corresponding restraint force at restrained nodes (fulcrum reaction) of 
collided body. For calculating maximum collision force with the numerical collision 
simulations, hence, the “spcfore” corresponding the ESF is used as the collision force 
here after. 

In treatment of impact problem, generally the high frequency components for 
fluctuation profiles of acceleration, load and deformation are eliminated for clear and 
simple analysis. The reason why this procedure is possible is that the averaged behavior 
of structure is not affected by the impulsive response. From this point of view, the 
author carried out the moving average (1ms) smoothing method for all of the numerical 
results in order to smoothing the fluctuation profile of the collision force and clearing 
the collision time. As an example, time variations of the original collision force (dot 
line) and smoothed one (solid line) are represented in Fig. 6.6, and it is known that the 
collision times and maximum collision forces show the same degree between both 
results. In this full-scale drifting collision simulation, the moving averaged “spcforc” 
with 1ms is used as the collision force. 
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Fig. 6.6 Time variations of collision forces for original and smoothed date 
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6.3.3 Comparison of collision forces by collision model and revised estimation 
formula 

At first, the numerical experiments for the collision simulation of drifted container are 
carried out in full-scale, and then the comparison between maximum collision forces of 
the drifted container by the estimation formula revised above and the numerical 
experiments is implemented. For the numerical analysis, the collision model utilizing 
LS-DYNA employs the results of the container drifting simulation as the initial 
conditions in the same manner with the small scaled model simulations in Chapter 5. 
The drifting velocity ( xV ) of the container just before collision and run-up wave level 
(η ) behind the container (Table 5.6) in the drifting simulations scaled in 1/75 are 
converted into the full-scaled values based on the Froude similarity law as shown in 
Table 6.3, in which Cases 1 and 2 in Table 5.3 are considered as the wave condition.  
The actual size of an ISO 40ft and 20ft freight container models (Japanese industrial 
standards committee, 1994) used in the full-scale simulations as colliding bodies are 
illustrated in Fig. 6.7 and their internal frame works are shown in Fig. 6.8. Empty, half- 
and full-loaded containers are considered, in which 3.384, 16.932 and 30.480 tf for 40ft 
container and 1.921, 11.121 and 20.321 tf for 20ft container are used, respectively. For 
simplification of simulations, variation of the weights is controlled by change of 
container’s density. Besides, back-yard structures as collided bodies are employed as 
follows: a column of tsunami refuge terrace at Okushiri town, Hokkaido; a pier of 
coastal road; a light tower in container terminal; and two posts of tsunami screen at  

 
Table 6.3 Initial conditions in full-scale collision simulations 

Ti [s] Hi [cm] Ha [m] Class Direction Weight η [m] Vx [m/s] Test No.

Empty 0.525 4.252 1 
Half 1.050 2.399 2 Lateral 
Full 1.350 1.455 3 

40ft 

Longitudinal Empty 1.050 1.195 4 
Empty 0.600 3.828 7 
Half 1.200 1.568 8 Lateral 
Full 1.350 0.296 9 

4.0 3.7 

20ft 

Longitudinal Empty 0.825 1.957 10 
Empty 0.675 12.272 13 
Half 1.125 10.306 14 Lateral 
Full 1.500 9.119 15 

40ft 

Longitudinal Half 2.475 5.716 16 

10.5 

9.0 7.8 

20ft Lateral Half 1.350 9.093 17 
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2.45 m

11.97 m2.6 m

2.45 m

11.97 m2.6 m

        
2.45 m

6.09 m

2.6 m

2.45 m
6.09 m

2.6 m

 
(a) 40ft container                    (b) 20ft container 

Fig. 6.7 Modeling of ISO freight containers 
 

               
(a) 40ft container                    (b) 20ft container 

Fig. 6.8 Frame works of full-scale containers 
 

         
(a) Tsunami refuge terrace at Okushri town             (b) Pier of coastal road 

Source: http://www.town.okushiri.lg.jp    Source: Nagoya port terminal public corporation 
 

               
(c) Light tower in container terminal          (d) Tsunami screen at Kushiro region 

Source: Nagoya port terminal public corporation      Source: Maruyama et al. 2008 
Photo 6.3 Back-yard structures as collided body employed in full-scale simulation 
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Table 6.4 Dimensions and material of the models used in full-scale simulations 

Dimensions [m] 
Model 

Length Width Height Diameter Thickness 
Fix Element Material

40ft container 11.97 2.45 2.60 - 0.0016 ~ 
0.0045 - Shell Steel 

20ft container 6.09 2.45 2.60 - 0.0016 ~ 
0.0045 - Shell Steel 

Concrete column - - 4.00 1.0 or 2.0 - 
Bottom or  

Top & 
Bottom 

Solid Concrete 

Squared concrete 
column 

1.0 or 
2.0 

1.0 or 
2.0 4.00 - - Top & 

Bottom Solid Concrete 

Steel column - - 4.00 1.0 0.002 Bottom Shell Steel 

Tsunami screen@2 - - 4.00 0.5 0.001 Bottom Shell Steel 

 

     
(a) Concrete column in diameter 1.0m         (b) Concrete column in diameter 2.0m 

 

      
(c) Squared concrete column in width 1.0m       (d) Squared concrete column in width 2.0m 

Fig. 6.9 Representative geometries of the full-scale collision simulations 
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(e) Eccentric collision #1 with concrete column  (f) Eccentric collision #2 with concrete column 

 

      
             (g) Steel column                         (h) Tsunami screen@2 

Fig. 6.9 Continued 
 
Kushiro region, Hokkaido (Photo 6.3). In addition, dimensions, fixed part and material 
of the full-scale container and collided bodies are listed in Table 6.4. For the physical 
properties of material, the steel and concrete referred to the container and concrete wall 
models in the 1/5 scale simulation described above. For fluid-structure interaction (FSI) 
analysis in the full-scale simulation, the author adopted the ALE method in the same 
manner as the model simulation in Chapter 5. The representative geometries of the full-
scale collision simulation (LS-DYNA) using results of the drifting simulation (Table 
6.3) are illustrated in Fig. 6.9. 

The initial conditions and running names are listed in Tables 6.5 - 6.9. To simplify 
referral to the various runs conducted, each run is referred to by unique descriptive 
name. For example, for the drifting test no. 1 considering behind wave with concrete 
column in diameter 1.0m fixed at top and bottom parts, the run notation would be 
No1WCC1TB. The applicability of the estimation formula for drifting collision force of 
container to actual field is verified by using these structures selected here as the collided 
bodies. 
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Table 6.5 Initial conditions and running names for concrete column in diameter 1.0m 

Run Collided 
body Fix Ha 

[cm] Class Direction Weight 　 
[m]

Vxi 
[m/s] Non-water Water 

Empty 0.525 4.252 No1NCC1B No1WCC1B 

Half 1.050 2.399 No2NCC1B No2WCC1B Lateral 

Full 1.350 1.455 No3NCC1B No3WCC1B 
40ft 

Longitudinal Empty 1.050 1.195 No4NCC1B No4WCC1B 

Empty 0.600 3.828 No7NCC1B No7WCC1B 

Half 1.200 1.568 No8NCC1B No8WCC1B Lateral 

Full 1.350 0.296 No9NCC1B No9WCC1B 

3.74 

20ft 

Longitudinal Empty 0.825 1.957 No10NCC1B No10WCC1B

Empty 0.675 12.272 No13NCC1B No13WCC1B

Half 1.125 10.306 No14NCC1B No14WCC1BLateral 

Full 1.500 9.119 No15NCC1B No15WCC1B
40ft 

Longitudinal Half 2.475 5.716 No16NCC1B No16WCC1B

Bottom 

7.82 

20ft Lateral Half 1.350 9.093 No17NCC1B No17WCC1B

Empty 0.525 4.252 No1NCC1TB No1WCC1TB

Half 1.050 2.399 No2NCC1TB No2WCC1TBLateral 

Full 1.350 1.455 No3NCC1TB No3WCC1TB
40ft 

Longitudinal Empty 1.050 1.195 No4NCC1TB No4WCC1TB

Empty 0.600 3.828 No7NCC1TB No7WCC1TB

Half 1.200 1.568 No8NCC1TB No8WCC1TBLateral 

Full 1.350 0.296 No9NCC1TB No9WCC1TB

3.74 

20ft 

Longitudinal Empty 0.825 1.957 No10NCC1TB No10WCC1TB

Empty 0.675 12.272 No13NCC1TB No13WCC1TB

Half 1.125 10.306 No14NCC1TB No14WCC1TBLateral 

Full 1.500 9.119 No15NCC1TB No15WCC1TB
40ft 

Longitudinal Half 2.475 5.716 No16NCC1TB No16WCC1TB

Concrete 

Column 

(D=1.0m) 

Top 

& 

Bottom 

7.82 

20ft Lateral Half 1.350 9.093 No17NCC1TB No17WCC1TB
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Table 6.6 Initial conditions and running names for concrete column in diameter 2.0m 

Run Collided 
body Fix Ha 

[cm] Class Direction Weight 　 
[m]

Vxi 
[m/s] Non-water Water 

Empty 0.525 4.252 No1NCC2B No1WCC2B 

Half 1.050 2.399 No2NCC2B No2WCC2B Lateral 

Full 1.350 1.455 No3NCC2B No3WCC2B 
40ft 

Longitudinal Empty 1.050 1.195 No4NCC2B No4WCC2B 

Empty 0.600 3.828 No7NCC2B No7WCC2B 

Half 1.200 1.568 No8NCC2B No8WCC2B Lateral 

Full 1.350 0.296 No9NCC2B No9WCC2B 

3.74 

20ft 

Longitudinal Empty 0.825 1.957 No10NCC2B No10WCC2B

Empty 0.675 12.272 No13NCC2B No13WCC2B

Half 1.125 10.306 No14NCC2B No14WCC2BLateral 

Full 1.500 9.119 No15NCC2B No15WCC2B
40ft 

Longitudinal Half 2.475 5.716 No16NCC2B No16WCC2B

Bottom 

7.82 

20ft Lateral Half 1.350 9.093 No17NCC2B No17WCC2B

Empty 0.525 4.252 No1NCC2TB No1WCC2TB

Half 1.050 2.399 No2NCC2TB No2WCC2TBLateral 

Full 1.350 1.455 No3NCC2TB No3WCC2TB
40ft 

Longitudinal Empty 1.050 1.195 No4NCC2TB No4WCC2TB

Empty 0.600 3.828 No7NCC2TB No7WCC2TB

Half 1.200 1.568 No8NCC2TB No8WCC2TBLateral 

Full 1.350 0.296 No9NCC2TB No9WCC2TB

3.74 

20ft 

Longitudinal Empty 0.825 1.957 No10NCC2TB No10WCC2TB

Empty 0.675 12.272 No13NCC2TB No13WCC2TB

Half 1.125 10.306 No14NCC2TB No14WCC2TBLateral 

Full 1.500 9.119 No15NCC2TB No15WCC2TB
40ft 

Longitudinal Half 2.475 5.716 No16NCC2TB No16WCC2TB

Concrete 
Column 

(D=2.0m) 

Top 
& 

Bottom 

7.82 

20ft Lateral Half 1.350 9.093 No17NCC2TB No17WCC2TB
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Table 6.7 Initial conditions and running names for squared concrete column 

Run Collided 
body Fix Ha 

[cm] Class Direction Weight 　 
[m]

Vxi 
[m/s] Non-water Water 

Empty 0.525 4.252 No1NSCC1B No1WSCC1B

Half 1.050 2.399 No2NSCC1B No2WSCC1BLateral 

Full 1.350 1.455 No3NSCC1B No3WSCC1B
40ft 

Longitudinal Empty 1.050 1.195 No4NSCC1B No4WSCC1B

Empty 0.600 3.828 No7NSCC1B No7WSCC1B

Half 1.200 1.568 No8NSCC1B No8WSCC1BLateral 

Full 1.350 0.296 No9NSCC1B No9WSCC1B

3.74 

20ft 

Longitudinal Empty 0.825 1.957 No10NSCC1B No10WSCC1B

Empty 0.675 12.272 No13NSCC1B No13WSCC1B

Half 1.125 10.306 No14NSCC1B No14WSCC1BLateral 

Full 1.500 9.119 No15NSCC1B No15WSCC1B
40ft 

Longitudinal Half 2.475 5.716 No16NSCC1B No16WSCC1B

Squared 
Concrete 
Column 

(D=1.0m) 

Top 
& 

Bottom 

7.82 

20ft Lateral Half 1.350 9.093 No17NSCC1B No17WSCC1B

Empty 0.525 4.252 No1NSCC2B No1WSCC2B

Half 1.050 2.399 No2NSCC2B No2WSCC2BLateral 

Full 1.350 1.455 No3NSCC2B No3WSCC2B
40ft 

Longitudinal Empty 1.050 1.195 No4NSCC2B No4WSCC2B

Empty 0.600 3.828 No7NSCC2B No7WSCC2B

Half 1.200 1.568 No8NSCC2B No8WSCC2BLateral 

Full 1.350 0.296 No9NSCC2B No9WSCC2B

3.74 

20ft 

Longitudinal Empty 0.825 1.957 No10NSCC2B No10WSCC2B

Empty 0.675 12.272 No13NSCC2B No13WSCC2B

Half 1.125 10.306 No14NSCC2B No14WSCC2BLateral 

Full 1.500 9.119 No15NSCC2B No15WSCC2B
40ft 

Longitudinal Half 2.475 5.716 No16NSCC2B No16WSCC2B

Squared 
Concrete 
Column 

(D=2.0m) 

Top 
& 

Bottom 

7.82 

20ft Lateral Half 1.350 9.093 No17NSCC2B No17WSCC2B
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Table 6.8 Initial conditions and running names for eccentric collisions 

Run Collided 
body Fix Ha 

[cm] Class Direction Weight 　 
[m]

Vxi 
[m/s] Non-water Water 

Empty 0.525 4.252 No1NSCC1BE1 No1WSCC1BE1

Half 1.050 2.399 No2NSCC1BE1 No2WSCC1BE140ft Lateral 

Full 1.350 1.455 No3NSCC1BE1 No3WSCC1BE1

Empty 0.600 3.828 No7NSCC1BE1 No7WSCC1BE1

Half 1.200 1.568 No8NSCC1BE1 No8WSCC1BE1

3.74 

20ft Lateral 

Full 1.350 0.296 No9NSCC1BE1 No9WSCC1BE1

Empty 0.675 12.272 No13NSCC1BE1 No13WSCC1BE1

Half 1.125 10.306 No14NSCC1BE1 No14WSCC1BE140ft Lateral 

Full 1.500 9.119 No15NSCC1BE1 No15WSCC1BE1

Concrete 
Column 

(D=1.0m) 
Eccentricity1 

Top 
& 

Bottom 

7.82 

20ft Lateral Half 1.350 9.093 No17NSCC1BE1 No17WSCC1BE1

Empty 0.525 4.252 No1NSCC1BE2 No1WSCC1BE2

Half 1.050 2.399 No2NSCC1BE2 No2WSCC1BE240ft Lateral 

Full 1.350 1.455 No3NSCC1BE2 No3WSCC1BE2

Empty 0.600 3.828 No7NSCC1BE2 No7WSCC1BE2

Half 1.200 1.568 No8NSCC1BE2 No8WSCC1BE2

3.74 

20ft Lateral 

Full 1.350 0.296 No9NSCC1BE2 No9WSCC1BE2

Empty 0.675 12.272 No13NSCC1BE2 No13WSCC1BE2

Half 1.125 10.306 No14NSCC1BE2 No14WSCC1BE240ft Lateral 

Full 1.500 9.119 No15NSCC1BE2 No15WSCC1BE2

Concrete 
Column 

(D=1.0m) 
Eccentricity2 

Top 
& 

Bottom 

7.82 

20ft Lateral Half 1.350 9.093 No17NSCC1BE2 No17WSCC1BE2
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Table 6.9 Initial conditions and running names for steel column and tsunami screen@2 

Run Collided 
body Fix Ha 

[cm] Class Direction Weight 　 
[m]

Vxi 
[m/s] Non-water Water 

Empty 0.525 4.252 No1NSC1B No1WSC1B 

Half 1.050 2.399 No2NSC1B No2WSC1B Lateral 

Full 1.350 1.455 No3NSC1B No3WSC1B 
40ft 

Longitudinal Empty 1.050 1.195 No4NSC1B No4WSC1B 

Empty 0.600 3.828 No7NSC1B No7WSC1B 

Half 1.200 1.568 No8NSC1B No8WSC1B Lateral 

Full 1.350 0.296 No9NSC1B No9WSC1B 

3.74 

20ft 

Longitudinal Empty 0.825 1.957 No10NSC1B No10WSC1B 

Empty 0.675 12.272 No13NSC1B No13WSC1B 

Half 1.125 10.306 No14NSC1B No14WSC1B Lateral 

Full 1.500 9.119 No15NSC1B No15WSC1B 
40ft 

Longitudinal Half 2.475 5.716 No16NSC1B No16WSC1B 

Steel 
Column 

(D=1.0m, 
t=2cm) 

Bottom 

7.82 

20ft Lateral Half 1.350 9.093 No17NSC1B No17WSC1B 

Empty 0.525 4.252 No1NTS0.5B@2 No1WTS0.5B@2

Half 1.050 2.399 No2NTS0.5B@2 No2WTS0.5B@240ft Lateral 

Full 1.350 1.455 No3NTS0.5B@2 No3WTS0.5B@2

Empty 0.600 3.828 No7NTS0.5B@2 No7WTS0.5B@2

Half 1.200 1.568 No8NTS0.5B@2 No8WTS0.5B@2

3.74 

20ft Lateral 

Full 1.350 0.296 No9NTS0.5B@2 No9WTS0.5B@2

Empty 0.675 12.272 No13NTS0.5B@2 No13WTS0.5B@2

Half 1.125 10.306 No14NTS0.5B@2 No14WTS0.5B@240ft Lateral 

Full 1.500 9.119 No15NTS0.5B@2 No15WTS0.5B@2

Tsunami 
Screen 

(D=0.5m, 
t=1cm)@2 

Bottom 

7.82 

20ft Lateral Half 1.350 9.093 No17NTS0.5B@2 No17WTS0.5B@2
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(a) Rear view                       (b) Front view 

Fig. 6.10 Representative images of drifting collision in full-scale for WCC1B 
 

 
(a) Rear view                       (b) Front view 

Fig. 6.11 Representative images of drifting collision in full-scale for WCC1TB 
 

 
(a) Rear view                       (b) Front view 

Fig. 6.12 Representative images of drifting collision in full-scale for WCC2B 
 

 
(a) Rear view                       (b) Front view 

Fig. 6.13 Representative images of drifting collision in full-scale for WCC2TB 
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As mentioned above, numerical simulations were conducted in two phases; First the 
simulation in absence of wave behind container is implemented to obtain parameters for 
estimating collision force due to the container in the estimation formula and then the 
simulation in presence of wave is performed to obtain parameters for estimating 
collision force due to the wave in the formula. 

Figs. 6.10 - 6.13 illustrate the representative images of drifting collision in the full-
scale with concrete column, and indicate the cases of in diameter 1m fixed at bottom 
and top & bottom and in diameter 2m fixed at bottom and top & bottom, respectively. 
From the figures, it is found that the upward run-up wave behind the container and the 
wave passing through the container sides, and therefore it is concluded that the 
interaction between container and wave was accomplished well. Large deformation of 
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Fig. 6.14 Comparison between the numerical 
experiment and estimation formula (Eq. 6.6) 
for CC1B 
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Fig. 6.16 Comparison between the numerical 
experiment and estimation formula (Eq. 6.6) 
for CC2B 
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Fig. 6.15 Comparison between the numerical 
experiment and estimation formula (Eq. 6.6) 
for CC1TB 
 

0 2 4 6
fxm_LS-DYNA [MN]

0

2

4

6

f xm
_f

or
m

ul
a [

M
N

]

No  1
No  2
No  3
No  4
No  7
No  8
No  9

No 10
No 13
No 14
No 15
No 16
No 17

R2=0.989

Concrete Column_D=2m_Top-Bottom fix (CC2TB)

 
Fig. 6.17 Comparison between the numerical 
experiment and estimation formula (Eq. 6.6) 
for CC2TB 
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the container is found in the figures. It caused the discordance of velocity between 
components of container, and is necessary this modification of the estimation formula in 
this chapter. The bottom fixed concrete columns (Figs. 6.10 and 6.12) seem to be 
collapsing while the top & bottom fixed concrete columns (Figs. 6.11 and 6.13) are not 
deformed nearly with some crack. 

The comparisons of maximum collision forces by the numerical simulation and 
estimation formula (Eq. 6.7) are shown in Figs. 6.14 - 6.17. Horizontal and vertical axes 
indicate the collision forces by the numerical simulation in considering the wave behind 
container and the estimation formula using parameters obtained from the numerical 
simulations which are divided two phases, non-considering wave and considering wave, 
respectively. Symbols in the figures mean the wave and container conditions. For details, 
see Tables 6.5 - 6.9. Besides, the author represents coefficient of determination (R2) in 
each comparison to confirm agreement between both results. From the figures, it is 
known that results of the estimation formula are in good agreement with the numerical 
ones for collision with the top & bottom fixed concrete columns (Figs. 6.15 and 6.17) 
while the bottom fixed concrete columns (Figs. 6.14 and 6.16) are not coincide. 

To understand mechanism of this disagreement, the author investigates on energy 
loss of the models. Fig. 6.18 (a) shows time variation of total energy of the 
representative case (No15) in absence of wave and varied collided body, in which the 
bold line is the rigid column; the fine line is the top & bottom fixed concrete column; 
and dashed line is the bottom fixed concrete column. For considering rigid column (bold 
line) which is not occur any deformation, it shows little energy loss on total energy in 
spite of large deformation of container, and the author regarded that the energy loss due 
to deformation of container is negligible within the range of this full-scale simulation. 
For top & bottom fixed concrete column (fine line), although a little energy loss is found 
due to occurrence of some crack, it is small related with that of the bottom fixed 
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(a) Non-considering wave                   (b) Considering wave 

Fig. 6.18 Time variations of total energy as changing collided body 
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concrete column. Steep total energy loss is found in the bottom fixed concrete and it can 
be explained using Figs. 6.10 and 6.12. In case of the bottom fixed concrete column, 
internal energy (within elastic domain) of the column transforms into kinetic energy 
(plastic domain) due to the small stiffness related with the colliding one. Because of this 
energy loss due to large deformation of collided body, the collision force (restraint 

     
(a) Rear view                       (b) Front view 

Fig. 6.19 Representative images of drifting collision in full-scale for WSCC1TB 
 

     
(a) Rear view                       (b) Front view 

Fig. 6.20 Representative images of drifting collision in full-scale for WSCC2TB 
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Fig. 6.21 Comparison between the numerical 
experiment and estimation formula (Eq. 6.6) 
for SCC1TB 
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Fig. 6.22 Comparison between the numerical 
experiment and estimation formula (Eq. 6.6) 
for SCC2TB 
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force) was decreased. Fig. 6.18 (b) considering wave shows a similar tendency with Fig. 
6.18 (a) except effect of moving wave behind container in total energy. 

As the results, the collision force is decreased for the bottom fixed concrete column 
as collided body due to large deformation of concrete column. Because this estimation 
formula is not considering the effect by deformation of collided body, the application to 
the collision with the bottom fixed concrete column occurred large deformation is not 
suitable. For following collision with concrete column, the top & bottom fixed restraint 
condition is considered only. 

The representative images and comparisons of collision force by the numerical 
simulation and estimation formula (Eq. 6.7) for collisions with top & bottom fixed 
squared concrete column in diameter 1×1m2 and 2×2m2 are shown in Figs. 6.19 - 6.22. 
For these collisions also, the maximum collision forces by the estimation formula are in 
accordance with the results by the numerical simulation as shown in Figs. 6.21 and 6.22. 
It could not found distinct difference between the concrete column (WCC1TB and 
WCC2TB) and squared concrete column (WSCC1TB and WSCC2TB) in the 
representative collision image (Figs. 6.11, 6.13, 6.19 and 6.20) while the maximum 
collision force represents different tendency. The maximum collision forces for CC1TB 
and CC2TB (Figs. 6.15 and 6.17) are shown in same degree due to having circular cross 
sections making nearly constant contact area while SCC2TB occurs about double then 
CC1TB due to doubled contact area. Further the maximum collision force for SCC 
(squared concrete column) larger then that for CC (concrete column) on the whole. 
Consequently collision force may be increased in proportion to contact area. 

Figs. 6.23 and 6.24 show the representative images of collision simulations for 
eccentric collisions, in which the concrete column is positioned between center and 
corner (WCC1TBE1) and at corner (WCC1TBE2) of container. As changing 
eccentricity, the destruction modes of the container and concrete column and the shapes 
of run-up wave behind the container are different. The comparisons of maximum 
collision forces by the numerical simulation and estimation formula (Eq. 6.7) are shown 
in Figs. 6.25 and 6.26 and it can be found a good agreement.  

The representative images of drifting collision with steel column in diameter 1m 
fixed at bottom and two posts of tsunami screen in diameter 0.5m fixed at bottom except 
wire rope between posts are illustrated in Figs. 6.27 and 6.28, and it can be found a good 
interaction between the container and behind wave. The maximum collision forces by 
the numerical simulation and estimation formula (Eq. 6.7) are represented in Figs. 6.29 
and 6.30. Exceptionally the collision force by the estimation formula underestimates for 
No. 13 in Fig. 6.30 because of decrement of collision velocity change due to  
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(a) Frame work of the upper part                  (b) Top view 

 

    
(c) Rear view                          (d) Front view 

Fig. 6.23 Representative images of drifting collision in full-scale for WCC1TBE1 
 

    
(a) Frame work of the upper part                   (b) Top view 

 

    
(c) Rear view                           (d) Front view 

Fig. 6.24 Representative images of drifting collision in full-scale for WCC1TBE2 
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relationship of plastic deformation of the container and collision force. The maximum 
collision forces by the estimation formula predict the results by the numerical 
simulations on the whole, in which decrement of the collision force is not occurred in 
spite of bottom fix because of high stiffness of the steel itself. 
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Fig. 6.25 Comparison between the numerical 
experiment and estimation formula (Eq. 6.6) 
for CC1TBE1 

0 2 4 6 8
fxm_LS-DYNA [MN]

0

2

4

6

8

f xm
_f

or
m

ul
a [

M
N

]

No  1
No  2
No  3
No  7
No  8
No  9

No 13
No 14
No 15
No 17

Concrete column_D=1m_Top-Bottom fix
Eccentricity2 (CC1TBE2)

R2=0.930

 
Fig. 6.26 Comparison between the numerical 
experiment and estimation formula (Eq. 6.6) 
for CC1TBE2 

 
(a) Rear view                       (b) Front view 

Fig. 6.27 Representative images of drifting collision in full-scale for SC1B 
 

 
(a) Rear view                       (b) Front view 

Fig. 6.28 Representative images of drifting collision in full-scale for TS0.5B@2 
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Additionally, representative distribution of the fluid velocity behind the drifted 
container at the moment of maximum collision force for No13WTS0.5B@2, which case 
have relatively long collision time in the full-scale simulations, is shown in Fig. 6.31, 
and it is known that the range of the behind wave considered in the full-scale 
simulations was suitable from the point in deceleration of the fluid just behind container 
only. 

Through comparisons of the maximum collision forces by the numerical simulation 
in the full-scale and estimation formula (Eq. 6.7), the applicability of the estimation 
formula to actual field is confirmed. However, this estimation formula (Eq. 6.7) requires 
many parameters so the simplification is performed in the next section.
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Fig. 6.29 Comparison between the numerical 
experiment and estimation formula (Eq. 6.6) 
for SC1B 
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Fig. 6.30 Comparison between the numerical 
experiment and estimation formula (Eq. 6.6) 
for TS0.5B@2 
 

 
Fig. 6.31 Distribution of fluid velocity behind the drifted container at the moment of maximum 
collision force for No13WTS0.5B@2 
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6.4 Simplification of Estimation Formula 

The applicability of the estimation formula (Eq. 6.7) for collision force of drifted 
container to actual field, in which large deformation of the container is occurred, was 
verified. However, the form of this formulation requiring too many parameters 
( , , , ,n w xn xw nV V tβ β ∆ ∆ ∆ ) to estimate collision force is not adequate for practical using. 
Thus the author performs the simplification of the estimation formula to use easily. 

First of all, the integration coefficients ( nβ  and wβ ) obtained in the drifting 
collision simulation in above section are represented in Fig. 6.32. Horizontal and 
vertical axes denote the test numbers and integration coefficient, and nβ  and wβ  
indicate the values in absence and presence of waves, respectively. From the figure, it is 
found that nβ  and wβ  represent almost same value for whole cases, therefore the 
author considers the nβ  and wβ  in one value (β ). Besides the β  is employed the 
same values according to the change of wave condition (No. 1 to 10 for Ha=3.74m and 
No. 13 to 17 for Ha=7.82m with same wave period) and collided body. The values were 
selected to predicting best the numerical results and are listed in Table 6.10. Further the 
comparisons of the collision forces by the estimation formula using constant integrated 
coefficient and the numerical simulation are shown in Fig. 6.33. Using Table 6.10, it 
enables to utilize the estimation formula more easily, furthermore users can consider 
β =2.0 on the most dangerous condition from Fig. 3.2 and Eq. 3.4. Then the estimation 
formula can be rewritten as Eq. 6.9, and the required parameters are as follows; 

, ,xn xwV Vβ ∆ ∆  and nt∆ . 
 

( )
( )

/ /

/
xm c xn n w c xi w xw w

c xn n w c xi xw

f m V t B V t V t

m V t B V V

β ρ η

β ρ η

= ∆ ∆ + ∆ ∆ ∆

= ∆ ∆ + ∆ .              (6.9) 

 
This estimation formula is applied with the concepts which are xn xi xnV V V∆ = −  and 

xw xi xwV V V∆ = − , in where xiV  is the initial velocity; and xnV  and xwV  are the 
velocities of container at the moment of maximum collision force in absence and 

Table 6.10 Selected constant integrated coefficients ( β ) 

 CC1TB CC2TB SCC1TB SCC2TB CC1TBE1 CC1TBE2 SC1B TS0.5B@2

Ha=3.74m 1.8 2.1 1.7 2.0 2.3 2.0 1.8 1.5 

Ha=7.82m 1.6 1.7 1.4 1.2 1.7 1.6 1.6 1.8 
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presence of waves. Using virtual collision time nt ′∆  and wt ′∆  until stop 
( 0,xn xw xn xw xiV V V V V= = ∆ = ∆ = ) the container movement in progressing direction, Eq. 
(6.9) can be written as follow; 

 

( )
( )2

/ /

/ /

xm c xi n w c xi w xi w

c xi n w c xi w w

f m V t B V t V t

m V t B V t t

β ρ η

β ρ η

′ ′= ∆ + ∆ ∆

′ ′= ∆ + ∆ ∆
.               (6.10) 

 
Eq. (6.10) shows the same form with Eq. (3.6) firstly modified in the present study 

except /w wt t ′∆ ∆ . Ratios of the collision time ( wt∆ ) and the virtual collision time ( wt ′∆ ) 
until 0xwV =  as changing test conditions and collided bodies in presence of the wave 
are presented in Fig. 6.34. In the figure, Tests No. 1 to 10 and No. 13 to 17 denote 
Ha=3.74m and 7.82m, respectively. From above results, it is known that the maximum 
collision force for Ha=7.82m is greater then Ha=3.74m. Therefore effect of the ratio of 
the collision time and the virtual collision time until 0xwV =  on the maximum collision 
force may be greater for Ha=7.82m. The author applies a constant value / 0.1w wt t ′∆ ∆ =  
into the estimation formula (Eq. 6.10). Then Eq. (6.11) can be described as follow; 

 

( )2/ 0.1xm c xi n w c xif m V t B Vβ ρ η′= ∆ + .                (6.11) 

 
Fig. 6.35 represents the comparisons of the maximum collision forces by the 

numerical simulation and simplified estimation formula (Eq. 6.11). It is known that the 
results by the estimation formula predict well those by the numerical simulations in 
spite of considering some approximations described above. Consequently, the simplified 
estimation formula (Eq. 6.11) for the collision force of the drifted container capable for 
considering large deformation of the container was represented the similar form with the 
estimation formula (Eq. 3.6) modified in Chapter 3. However, the collision force due to 
the added mass for considering deformation of the container is approximately 1/10 of 
the collision force for non-considering within range of the collided structures considered 
in present study. 

Finally, the virtual collision time ( nt ′∆ ) for using the simplified estimation formula 
(Eq. 6.11) according to colliding conditions and collided bodies are listed in Table 6.11. 
Although it is difficult to determine the virtual collision time according to colliding 
conditions and characteristics of collided bodies, it is known that the values in case of 
the half- and full loaded containers are about 2.5 and 3.3 times of the empty container  

 



 

110     Chapter 6             
   

 
Doctor thesis of Gyeong-Seon Yeom 
 

 

Test No.
0

1

2

3

4

β

CC1TB
βn

βw

1 2 3 4 7 8 9 10 13 14 15 16 17
     Test No.

0

1

2

3

4

β

CC2TB
βn

βw

1 2 3 4 7 8 9 10 13 14 15 16 17
 

(a) CC1TB                              (b) CC2TB 
 

Test No.
0

1

2

3

4

β

SCC1TB
βn

βw

1 2 3 4 7 8 9 10 13 14 15 16 17
     Test No.

0

1

2

3

4

β

SCC2TB
βn

βw

1 2 3 4 7 8 9 10 13 14 15 16 17
 

(c) SCC1TB                             (d) SCC2TB 
 

Test No.
0

1

2

3

4

β

CC1TBE1
βn

βw

1 2 3 4 7 8 9 10 13 14 15 16 17
     Test No.

0

1

2

3

4

β

CC1TBE2
βn

βw

1 2 3 4 7 8 9 10 13 14 15 16 17
 

(e) CC1TBE1                            (f) CC1TBE2 
 

Test No.
0

1

2

3

4

β

SC1B
βn

βw

1 2 3 4 7 8 9 10 13 14 15 16 17
     Test No.

0

1

2

3

4

β

TS0.5B@2
βn

βw

1 2 3 4 7 8 9 10 13 14 15 16 17
 

(g) SC1B                                (h) TS0.5B@2 
Fig. 6.32 Integrated coefficients by drifting collision simulations in full-scale; nβ  is in 

absence of wave and wβ  is in presence of wave 
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Fig. 6.33 Collision forces by the estimation formula (Eq. 6.9) using constant integrated 
coefficient and numerical simulation 
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Fig. 6.34 Ratio of the collision time ( wt∆ ) and the virtual collision ( wt ′∆ ) time until 0xwV =  
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Fig. 6.35 Comparisons of the maximum collision forces by the numerical simulation and 
simplified estimation formula (Eq. 6.11) 
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Table 6.11 Virtual collision time ( nt ′∆ ) in the simplified estimation formula (Eq. 6.11) 

 
 

for Ha=3.74m, and 3.2 and 4.5 times for Ha=7.82m. By using the estimation formula 
with these integration coefficient and virtual collision time, collision force of the 
container drifted by the run-up tsunami with back-yard structures on the container 
terminal could be easily obtained. 
 
 

6.5 Remarks 

In order to apply the estimation formula to actual fields, it is necessary to compare with 
the tests in prototype condition. The laboratory experiments for collision of the drifted 
container in full-scale are very difficult actually because of enormous cost, time and 
limitations of facilities. To solve this difficulty, the estimation formula was compared 
with the numerical analysis applying LS-DYNA in full-scale. 

 CC1TB CC2TB SCC1TB SCC2TB CC1TBE1 CC1TBE2 SC1B TS0.5B@2

No. 1 0.01028 0.00989 0.00749 0.00492 0.02406 0.01992 0.01372 0.02142 

No. 2 0.02539 0.02963 0.01714 0.01069 0.06401 0.05124 0.03139 0.05740 

No. 3 0.03523 0.04117 0.02327 0.01544 0.06756 0.06973 0.04240 0.07527 

No. 4 0.01023 0.00997 0.00833 0.00745 - - 0.01415 - 

No. 7 0.01787 0.01635 0.00363 0.00246 0.01273 0.01210 0.01454 0.00598 

No. 8 0.03887 0.02575 0.01029 0.00583 0.03051 0.03332 0.05105 0.01400 

No. 9 0.06235 0.03807 0.01307 0.00974 0.03750 0.04271 0.04358 0.01523 

No.10 0.00823 0.00882 0.00500 0.00371 - - 0.01043 - 

No.13 0.01641 0.01621 0.01155 0.00534 0.02398 0.02240 0.01925 0.03110 

No.14 0.05913 0.06175 0.03431 0.01452 0.08749 0.06038 0.06504 0.07859 

No.15 0.09284 0.07844 0.04906 0.01915 0.13557 0.07256 0.10140 0.10612 

No.16 0.07523 0.07447 0.03746 0.01868 - - 0.09389 - 

No.17 0.05184 0.03838 0.01729 0.00733 0.06497 0.03534 0.06223 0.03100 
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As a result, the author obtained the following results: 

1. The author employed Arikawa et al.’s (2007) container collision experiments for 
the freely falling in the air scaled in 1/5 to verify the applicability of LS-DYNA in 
the large scale collision. The maximum collision forces by LS-DYNA represented 
the same degrees with the experimental results for each collision velocity on the 
whole, and the applicability of LS-DYNA to large scale simulation was verified. 

2. The present study revised the modified estimation formula in order to apply to the 
case of the large deformation of the container. From comparisons of the maximum 
collision forces by the numerical simulation in full-scale and the estimation 
formula, the applicability of the estimation formula to prototype conditions was 
confirmed. However, when energy loss of the collided body is occurred severely 
due to its large deformation, the estimation formula is not able to apply. 

3. By considering specific integration coefficients ( nβ  and wβ ) and adoption of the 
virtual collision time ( nt ′∆  and wt ′∆ ) until stop the container movement, the 
estimation formula, which is capable of considering large deformation of the 
container, was become simply as the similar form with the firstly modified 
estimation formula. However, the collision force due to the added mass for 
considering deformation of the container was approximately 1/10 of the non-
considering. 



 

 
 

 
 
 

 
 
 
 
 
CHAPTER 7   

ONCLUSION 
 
 

 
 
 
 

This chapter summarizes the works that were done in this dissertation and discusses 
future works. In tsunami attack, it could be occurred the direct tsunami damages such as 
human loss, inundation and collapse of structures due to the run-up wave but also the 
indirect tsunami damages by drifted bodies, e.g, driftwoods, vessels, vehicles, containers 
and destroyed debris of structure. These indirect damages, which the bodies drifted by 
run-up wave collide with other back-yard structure and fall down sea route or berth, are 
concerned. In recent years, cargo amount is increasing via port according to economic 
growth, and freight container is playing an important role among them. In this study, 
thus the indirect damages by the freight container were discussed. The behavior of the 
container drifted by run-up tsunami on the apron was examined by the laboratory 
experiments. Furthermore the existing estimation formula for the collision force of 
drifted container was review for application, and the validity of the modified estimation 
formula was verified through comparisons with the laboratory experiments as well as 
the numerical experiments based on FSI (Fluid-Structure Interaction) analysis. Finally, 
applicability of the estimation formula to actual phenomenon was confirmed through the 
full scale numerical simulations. 

Before examining the behavior of the drifted container, the relationship between the 
maximum run-up wave level and the maximum fluid velocity were investigated in the 
laboratory experiments. The waves considered in the examination of behavior of the 
drifted container had the maximum fluid velocity which is approximately 1.5 times of 
the long period wave velocity based on the maximum run-up wave level. For drifting 
behavior, container models scaled in 1/75 and a continuous sea wall and a rectangular 
structure were employed as colliding and collided bodies, respectively. For collision 
with the continuous sea wall, it was confirmed that the drifted container, which was not 
collided due to the effect of the reflected waves, shifted the direction to the seaward or 
revolved on its axis in the complex wave fields. The container was then either stopped 

C 
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on the apron or fallen down into the sea. It is, therefore, necessary to investigate the 
countermeasures for preventing the container falling down into the sea, especially a sea 
route or a berth in the port. Besides, the behavior of the drifted container on the apron in 
presence of a rectangular structure is discussed. Most container models were drifted 
away to the rear side of the structure due to the flows on the sides of the structure. As 
the results, it was pointed out that the damages due to the drifted bodies are able to 
occur in not only the coastal area but also the inland area. 

Additionally, the collision force of a drifted container with a column and the wave 
force were discussed. The wave force acting on the column could be increased due to 
the presence of the drifting body in spite of slow fluid velocity and small run-up wave 
level, and it is expected that tsunami damages are extended due to the bodies drifted by 
the run-up tsunami. Therefore, the proper countermeasures should be established on the 
potential damages due to the drifting bodies. 

Furthermore, the influence of the presence of the water behind the container on the 
collision force of the drifted container was discussed. The experiments were conducted 
both in presence and in absence of water, respectively, and an acrylic resin plate was 
employed as the collided body. From the results, it was known that the collision force 
and the collision time in presence of water is larger than in absence of that. In order to 
evaluate the effect of the added mass, this study examined and modified the estimation 
formula for collision force of drifted container proposed by Mizutani et al. (2005). 

This formula has the concept that the changing amount of momentum for the 
collision is equal to the impulse, and considers the constant maximum collision force in 
the impulse. In this study, the time variation of the collision force was considered in the 
impulse instead of the constant maximum collision force of the original formula. To 
verify the modified estimation formula, the author compared with the hydraulic model 
experiments. The collision tests were conducted with various weighted 40ft container 
models as the colliding body and three kinds of the acrylic resin plates which are k2, k3 
and k4 (2, 3 and 4mm in thickness) as the collided body. From comparison of the 
estimation formula and experimental results, it was confirmed that the collision forces 
from the modified estimation formula more agreed with the results from the experiment 
than the original estimation formula. 

The validity of the modified formula for various conditions was also demonstrated 
through the numerical experiments. In order to calculate the drifting collision force of 
the container exactly, reproducing of the whole process for drifting collision due to the 
run-up tsunami is necessary, in which generating and propagating of tsunami, the run-up 
onto the land, drifting of object, colliding with other structure, reproducing of 
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deformation of colliding and collided bodies and estimating collision force are involved. 
This process was analyzed by using ALE (Arbitrary Lagrangian Eulerian) method in FE 
(Finite Element) model such as LS-DYNA, a code for nonlinear dynamic analysis of 
structures in three dimensions. However this code has a weakness, i.e., high calculation 
load. In this study, in order to reduce calculation load in the LS-DYNA, a drifting model 
using IB (Immersed Boundary) method was adopted from wave generation to just 
before the collision and a collision model, LS-DYNA, was utilized during the collision 
phase in which results from the drifting model were employed in the collision model as 
initial conditions.  

Before estimating collision force by the drifting collision simulation, verifications of 
the drifting model as well as the collision model were conducted. The wave level and 
fluid velocity by the drifting model were in good agreement with the experimental ones. 
Besides, through freely falling container tests, the validity of the collision model was 
verified. The author performed the coupling of the drift and collision models to reduce 
calculation load. However, it is unreasonable to consider whole the range of the wave 
behind the drifted container. Thus, the collision simulations were carried out as 
changing wave range (length) behind the container, and it was found that the maximum 
collision force and collision time represent uniform values for the range of the run-up 
wave behind the drifted container considering extent or over. And from the distribution 
of the fluid velocity behind the container at the moment of the maximum collision force, 
deceleration was not confirmed in the rear side of the water. The effective range of the 
run-up wave behind the container depends on the conditions of collision, therefore the 
distribution of fluid velocity behind the drifted container at the moment of maximum 
collision force should be confirmed to judge appropriateness of the water length 
considered in the numerical simulation. 

Additionally, the drifting collision forces by the collision simulation using the results, 
which are the drifting velocity of container, fluid velocity and run-up wave level behind 
the container, obtained in the drifting simulation was compared with the experimental 
ones, and good agreement was confirmed. As above, the validity of the coupling system 
of the drifting and collision models for the drifting collision analysis was verified.  

The author examined the collision simulations using the results from the drifting 
model at the maximum run-up wave level and the maximum drifting velocity, and it was 
known that the collision force at the maximum drifting velocity was greater than the 
value at the maximum wave level. Hence, the author considered the results (drifting 
velocity of container and behind wave level), which is employed in the collision 
simulation, at the maximum drifting velocity in the numerical drifting experiments. 

In order to obtain the drifting velocity of container and the run-up wave level behind 
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the container, wave condition and class, weight and initial direction of container were 
considered in the numerical drifting simulations, in which five kinds of wave conditions, 
20ft and 40ft containers in class, empty, half- and full-loaded containers in weight, and 
lateral and longitudinal directions of container were employed as calculation conditions. 

Moreover, to verify the modified estimation formula for the collision force of the 
drifted container by the run-up tsunami, the numerical collision experiments using the 
results in the container drifting simulations were carried out. Six kinds of initial 
conditions (Test No. 13~15 and 18~20) considering effects of container weight, wave 
height and wave period were investigated, besides five kinds of acrylic resin plate (2 to 
6mm in thickness) were employed as varying stiffness of the collided body. It was 
confirmed that the results by the estimation formula were in good agreement with the 
numerical ones on the whole, as the results the validity of the modified estimation 
formula for the collision force of the drifted container was verified. 

In order to use the LS-DYNA to verify the estimation formula in accrual 
phenomenon, the author employed Arikawa et al.’s (2007) container collision 
experiments for the freely falling in the air scaled in 1/5 which is close to the full scale. 
It was found that the collision forces by the laboratory and numerical experiments 
represented the same degrees for each collision velocity on the whole, and the 
applicability of the LS-DYNA in large scale simulation was verified. 

For actual phenomenon, large deformation of the container was occurred due to 
relatively high stiffness of the collided body such as a concrete column so the velocity 
of the container at the moment of maximum collision force was not reached to zero. 
Furthermore, for the estimation of the full scale collision force which depends on the 
collision time, considering the collision time in presence of the wave for estimating the 
collision forces due to the container and the added mass is unreasonable. In this case, 
the collision force due to the container and the added mass using the collision time in 
presence of wave is smaller then the collision force due to the container using the 
collision time in absence of wave. Thus, the author revised the modified estimation 
formula to apply for the large deformation of the container, and the formula was divided 
between the collision force due to container using the parameters from the numerical 
simulations in absence of the wave and the collision force due to run-up wave behind 
the container using the parameters from the numerical simulations in presence of the 
wave, and then sum of them was adopted as the final collision force. To verify 
applicability of it to actual phenomenon, the actual size ISO 40ft and 20ft freight 
containers were used as the colliding bodies and a column of the tsunami refuge terrace 
at Okushiri town, Hokkaido; a pier of coastal road; a light tower in container terminal; 



120     Chapter 7 
  

 
Doctor thesis of Gyeong-Seon Yeom 
 

and two posts of tsunami screen at Kushiro region, Hokkaido were considered as the 
collided bodies. From comparisons of the maximum collision forces by the numerical 
simulation in full-scale and estimation formula, the applicability of the estimation 
formula to actual phenomenon was confirmed. 

However this estimation formula required many parameters for using hence the 
simplification was performed. Through considering specific integration coefficients ( nβ  
and wβ ) and adoption of the virtual collision times ( nt ′∆  and wt ′∆ ) until stop the 
container movement, the simplified estimation formula for the collision force of the 
drifted container capable for considering large deformation of the container was become 
as the similar form with the firstly modified estimation formula. However, the collision 
force due to the added mass for considering deformation of the container was 
approximately 1/10 of the collision force for non-considering within range of the 
collided structures considered in this study. By using the estimation formula with these 
integration coefficient and virtual collision time, the collision force of the container 
drifted by run-up tsunami with back-yard structure could be easily obtained. 
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