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Recent advancement in numerical techniques for Vlasov simulations and their application to
cross-scale coupling in the plasma universe are discussed. Magnetohydrodynamic (MHD)
simulations are now widely used for numerical modeling of global and macroscopic phenomena. In
the framework of the MHD approximation, however, diffusion coefficients such as resistivity and
adiabatic index are given from empirical models. Thus there are recent attempts to understand
first-principle kinetic processes in macroscopic phenomena, such as magnetic reconnection and the
Kelvin—Helmholtz (KH) instability via full kinetic particle-in-cell and Vlasov codes. In the present
study, a benchmark test for a new four-dimensional full electromagnetic Vlasov code is performed.
First, the computational speed of the Vlasov code is measured and a linear performance scaling is
obtained on a massively parallel supercomputer with more than 12 000 cores. Second, a
first-principle Vlasov simulation of the KH instability is performed in order to evaluate current
status of numerical techniques for Vlasov simulations. The KH instability is usually adopted as a
benchmark test problem for guiding-center Vlasov codes, in which a cyclotron motion of charged
particles is neglected. There is not any full electromagnetic Vlasov simulation of the KH instability;
this is because it is difficult to follow E X B drift motion accurately without approximations. The
present first-principle Vlasov simulation has successfully represented the formation of KH vortices
and its secondary instability. These results suggest that Vlasov code simulations would be a
powerful approach for studies of cross-scale coupling on future Peta-scale supercomputers.

© 2010 American Institute of Physics. [doi:10.1063/1.3422547]

I. INTRODUCTION observations have also suggested that the macroscopic, me-

soscopic, and microscopic processes in space plasma are
strongly coupled with each other, which is called cross-scale
coupling. To go toward the cross-scale coupling in the
plasma universe, it is important to include full kinetics of
plasma particles in global and macroscale simulations. How-
ever, this requires an enormous computing resource.

There are recent attempts to directly simulate macroscale
processes, such as magnetic reconnection and the Kelvin—
Helmholtz (KH) instability via full kinetic codes. The full
electromagnetic particle-in-cell (PIC) code, in which both
electrons and ions are treated as individual charged particles,
is very powerful for describing the full kinetics in space
plasma. Especially, the standard explicit PIC method is a

Space plasma is collisionless, multiscale, and highly
nonlinear media. Thus computer simulations are essential ap-
proaches for studies of space plasma. There are numerous
types of self-consistent computer simulations that treat plas-
mas according to some approximation. The macroscopic
(global-scale) dynamics in space plasma are commonly de-
scribed by magnetohydrodynamic (MHD) and Hall-MHD
models. On the other hand, microscopic (electron-scale) pro-
cesses in space plasma are described by the full kinetic mod-
els, i.e., Maxwell’s equations and either the Newton—Lorentz
equation for charged particles or the Vlasov (collisionless
Boltzmann) equation. Hybrid methods whereby treat ions as
particles and electrons as a fluid for mesoscopic (ion-scale)

processes.

In recent days, the MHD simulations are widely used for
numerical modeling of the solar wind, solar flares, global
planetary magnetospheres, and other macroscopic phenom-
ena. However, the MHD simulations need resistivity, con-
ductivity, adiabatic index, and diffusion coefficients. These
quantities are essentially due to first-principle kinetic pro-
cesses that are eliminated in the framework of the conven-
tional MHD approximation. Recent high-resolution in situ
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well-developed numerical technique, which has large ben-
efits that numerical procedures and concepts are quite simple
without approximation in the basic laws of collisionless plas-
mas. However, this method has two severe restrictions. First,
a limitation on the number of particles in the PIC method
gives rise to strong numerical thermal fluctuations. Second,
one needs to set the grid spacing A to be as short as the
electron Debye length, which makes it difficult to perform
large PIC simulations of MHD-scale processes on limited
computer resources. Note that the implicit PIC methods can
relax the constraint (e.g., Ref. 1). A fully implicit time step-
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ping PIC method was used for studies of magnetic
reconnection.” However, the fully implicit methods need
modification of the basic equations, and their numerical pro-
cedures are much more complicated than those of the explicit
PIC method.

The Vlasov method, which follows spatial and temporal
developments of distribution functions defined in the
position-velocity phase space, is considered to be an alterna-
tive to the PIC method because the Vlasov method is free
from any numerical noise. On the other hand, one needs a
huge number of grid points in both configuration and veloc-
ity spaces to treat six-dimensional phase space, which is a
big drawback of the current Vlasov method. In recent days,
however, numerical techniques for Vlasov simulations are
rapidly developing as well as the rapid development of hard-
ware technology. Very recently, there are several successful
benchmark tests of geospace environment modeling of mag-
netic reconnection” via Darwin-approximated or full electro-
magnetic Vlasov codes.*” It has been demonstrated that the
Vlasov method can relax the constraint of grid spacing. That
is, one can set the grid spacing A to be much longer than the
electron Debye length.5

Roles of the first-principle kinetic model, i.e., PIC or
Vlasov method, would be more essential in future space
plasma simulations. We regard the Vlasov method as a po-
tential candidate for simulations of cross-scale coupling in
the plasma universe. In this paper, the current status of the
Vlasov method is studied by performing benchmark tests of
the KH instability.

The KH instability is a macroscopic process in which
MHD-scale vortices are generated. The shear plasma flow,
which drives the KH instability, corresponds to the plasma
convection, i.e., the motion of both plasma particles and
magnetic fields. Since the plasma convection results from the
EXB drift of plasma particles, it is essential to solve the
E X B drift as accurate as possible in kinetic simulations. It is
also well known that smaller-scale vortices are also gener-
ated in the MHD-scale vortices (e.g., Refs. 6 and 7). The
cross-scale coupling between large- and smaller-scale vorti-
ces in the KH instability can be induced by secondary insta-
bilities, such as the Rayleigh-Taylor (RT) instability, current
sheet kink instability, and magnetic reconnection (e.g., Refs.
6 and 8). From a view point of the cross-scale coupling be-
tween fluid processes and kinetic processes, MHD-scale vor-
tices can be diffused by the cyclotron motion of ion particles.
However, it is not easy to include full kinetics in the MHD-
scale process via full particle simulations due to several nu-
merical difficulties. Thus we benchmark a new full electro-
magnetic Vlasov code by the KH instability with a simple
geometry, in which a uniform out-of-plain magnetic field ex-
ists without in-plain magnetic fields. This geometry allows
us to reduce one (out-of-plain) velocity dimension. That is,
we can save computing resources substantially by taking the
simulation domain in a four-dimensional (4D) phase space
with two spatial dimensions and two (in-plain) velocity
dimensions.

This paper is structured as follows. In Sec. II, numerical
techniques for the full electromagnetic Vlasov code are
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briefly reviewed. In Sec. III, computational performance of
our 4D Vlasov code is measured on a scalar massively par-
allel computer. In Sec. IV, simulation setup for the KH insta-
bility and numerical results are presented. The summary is
given in Sec. V.

Il. BRIEF REVIEW OF VLASOV CODE

The Vlasov method solves the full set of Maxwell’s
equations (1) and the Vlasov equation (2),
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where E, B, J, p, Mo, €, and ¢ represent electric field, mag-
netic field, current density, charge density, magnetic perme-
ability, dielectric constant, and light speed, respectively. The
distribution functions f,(¥,v,7) are defined in a position-
velocity phase space. The subscript s represents the singly
charged ions and electrons (e.g., s=i,e). The quantities ¢,
and my are the charge and mass of particle species s. The
current density J is determined so that p and J satisfy the
current-continuity equation

P ,y.j=0. (3)
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The Vlasov equation (2) consists of advection equations with
a constant advection velocity and a rotation equation by a
centripetal force without diffusion terms. It is not so easy to
integrate the Vlasov equation numerically without artificial
viscosity. Thus the operator splitting technique (e.g., Refs. 9
and 10) is applied to simplify the numerical integration of
the Vlasov equation. Then, the Vlasov equation splits into
the following three equations:
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Equations (4) and (5) are scalar (linear) advection equations
in which ¢ and E are independent of X and v, respectively.
Thus a multidimensional conservative semi-Lagrangian

scheme’ is straightforwardly applied (see Appendix for more
detail),

Downloaded 15 Sep 2010 to 133.6.32.9. Redistribution subject to AIP license or copyright; see http://pop.aip.org/about/rights_and_permissions



052311-3 Full electromagnetic Vlasov code simulation...
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It should be noted that it is essential for satisfying the
current-continuity equation to use conservative schemes
(e.g., Refs. 11-13) for solving the advection equation in con-
figuration space (4).

Equation (6), on the other hand, is a multidimensional
rotation equation that follows a circular motion of a profile at
constant speed by a centripetal force. For stable rotation of
the profile on the Cartesian grid system, the “backsubstitu-
tion” technique14 is applied. In addition, Maxwell’s equa-
tions are solved by the implicit finite difference time domain
(FDTD) method on the Yee grid system,]5 which is free from
the Courant-Friedrichs—Lewy (CFL) condition for electro-
magnetic light mode waves.'®

In this paper, we use a modified version of the splitting
scheme (e.g., Ref. 17), which is consistent with the second-
order leap-frog time-integration algorithm used in PIC simu-
lations. It is noted that we use a positive, conservative, and
nonoscillatory scheme'? for shifting of distribution functions
via numerical interpolation. The Maxwell-Vlasov system is
advanced by using the following sequences.

(1) Shift phase-space distribution functions in the configu-
ration space with the full time step Af by using the
multidimensional conservative scheme,

F(F%0) — f.(F - 0ALD). (8)

(2) Compute the current density by integrating numerical
flux in Eq. (7) over the velocity o,

jt+(At/2) — E qff ﬁsdﬁ). (9)

(3) Advance electromagnetic fields from ¢ to ¢+ At by solv-
ing Maxwell’s equations with the implicit FDTD
method.

(4) Shift phase-space distribution functions in the velocity
space by an electric force with the half time step A¢/2
by using the multidimensional conservative scheme,’

1y (%,0) HJ‘f()?, j — ﬁE’*A’At). (10)

(5) Rotate phase-space distribution functions in the velocity
space by a magnetic force with the full time step Az by
using the backsubstitution scheme,14
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(6) Shift phase-space distribution functions in the velocity
space by an electric force with the half time step Az/2
by using the multidimensional conservative scheme,’

ﬂ+At(f,5) <—f:**<f,l7— ﬁE”HAtAt) ) (12)
s

As demonstrated by Umeda et al.,5 a numerical con-
straint on the spatial grid can be relaxed in the full electro-
magnetic Vlasov simulation. That is, the grid spacing can be
taken to be much longer than the electron Debye length, if
the Debye-scale physics can be negligible. It should be
noted, however, that low resolutions in configuration or ve-
locity spaces sometimes cause numerical diffusion of physi-
cal structures, as we show in the present study.

In the present Vlasov code, we have three numerical
constraints on the time step. The first is the CFL condition
for advection in configuration space,

1

Taariay Pl .

which might not be important. The second is the CFL con-
dition for advection in velocity space by electric fields,

1
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This becomes critical when a strong electric field arises. The
third is the CFL condition for rotation in velocity space by
magnetic fields,

1 q
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which is most important in the present study. For stable ro-
tation of distribution functions with the backsubstitution
scheme on the Cartesian grid system, we choose the time
step Ar such that

Av, > L9000 BT = 0D ] AL, (16)
m

e

lll. WEAK SCALING PERFORMANCE ON MASSIVELY
PARALLEL COMPUTERS

There is some additional communication overhead in
parallelizing over the velocity dimensions since a reduction
operation is required to calculate current and charge densities
at a given point in configuration space. Thus the present
4D Eulerian Vlasov code is parallelized via domain de-
composition only in configuration space. The distribution
functions and electromagnetic fields are domain decomposed
over the two spatial dimensions, which involves the
exchange of ghost values for f, E,, E,, and B, along
each processing element (PE) boundary. A simulation
domain of size (Nx,Ny,NUX,NUv) is decomposed onto 7,
PEs, where n,=n,,Xn,.,, in local domains of size
(Ny/ e N/ n,,ey,Nux,va). Communication between PEs is
carried out by using the “mpi_sendrecv” subroutine in the
standard message passing interface library for simplicity and
portability.
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FIG. 1. Computational performance of the 4D Vlasov code as a function of
the number of processor cores measured on the Fujitsu FX1 system.

We start the performance measurement test with a phase-
space grid of (NX,N),,NUX,NUV)=(8O,4O,80,80) on one
PE. That is, a weak-scaling test is conducted by fixing a
“computational” load on one PE. The tests were completed
on Fuyjitsu FXI1 systems (ICPU/node) at Information
Technology Center in Nagoya University (256 nodes)
and JAXA’s Engineering Digital Innovation (JEDI) center
(3008 nodes) based on 2.5 GHz quad-core SPARC64 VII
processors. As the number of PEs is quadrupled, the number
of total grids is doubled in both x and y directions with the
constant size of local domains.

Figure 1 shows the computational performance as a
function of the number of processor cores. The computa-
tional performance is measured by the hardware counter in-
stalled on the Fujitsu FX1 systems. As the peak performance
with 1 core, 256 cores (=4 cores X 64 node), 1024 cores
(=4 cores X256 node), and 12032 cores (=4 cores
X 3008 node), we achieved 1.38GFlops, 335.4GFlops,
1.35TFlops, and 15.4TFlops, respectively. The computa-
tional performance scales almost linearly as the number of
processor cores increases. The parallel efficiency is over
90% with 12 032 cores.

In general, it is not easy to parallelize PIC codes. This is
because the PIC method has both Eulerian variables (electro-
magnetic fields) and Lagrangian variables (particle positions
and velocities), and we need to decompose both particles and
fields onto PEs. The particle decomposition method is some-
times used when the computational domain is not so large, in
which only particle data are decomposed onto PEs and each
PE has all field data. One can easily find that the computa-
tional domain cannot be extended with the particle decom-
position method because of the memory limit. The domain
decomposition method is an alternative approach, in which
the computational domain is directly decomposed onto PEs.
Thus particles are also decomposed onto each PE. An issue
arises when the number of particles on each PE becomes
nonuniform. The computational load on each PE also be-
comes nonuniform. Hence, special load balancing algorithms
(e.g., Ref. 18) are needed. In PIC simulations of the KH
instability, the number of particles in a local computational
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domain dynamically varies. We need additional overhead
processing and communications for load balancing between
PEs. Hence it becomes difficult to obtain an ideal scalability
in PIC simulations. The present weak-scaling test suggests
that it is easier to obtain an ideal scalability in Vlasov simu-
lations than PIC simulations. This is because the Vlasov
method has only Eulerian variables and it is easy to decom-
pose the computational domain equally.

IV. THE KELVIN-HELMHOLTZ INSTABILITY

Convection of plasma (i.e., motion of both plasma par-
ticles and magnetic fields) is essential for describing global-
and macroscale processes. Since the plasma convection cor-
responds to the E X B drift in the plasma kinetics, it is im-
portant to solve the EX B as accurate as possible. The KH
instability is a good example as a benchmark test problem
for Vlasov codes because the instability is driven by a veloc-
ity shear between two convecting plasma flows. Note that the
KH instability has been chosen as a benchmark test problem
for a “guiding-center” Vlasov method (e.g., Ref. 19), in
which velocities across the ambient magnetic field are ap-
proximated by the drift velocity v, DEE X B/B? and the cy-
clotron motion of charged particles are neglected. Thus it is
not clear whether previous Vlasov codes can follow the
E X B drift accurately. The present study is the first attempt
for benchmark testing of the full electromagnetic Vlasov
method by using the KH instability.

A. Simulation setup

We assume two-dimensional (2D) simulation domain
taken in the x-y plain. The velocity space is also assumed to
be in the v,-v, plain. Thus the Vlasov equation is solved in
the 4D phase space. In this model, in-plain magnetic fields,
out-of-plain motions, currents, and electric fields are ne-
glected. We use N, XN,=128X160 grid cells. We change
the number of grid cells for velocity space as N, XN, =80
X 80 (run A), 60X 60 (run B), and 40X 40 (run C).

We adopt the initial condition used by Matsumoto and
Hoshino® in order to make a direct comparison between
Vlasov and PIC simulations. The initial condition is main-
tained by the MHD equilibrium with the unperturbed veloc-
ity directed in the x direction and sheared in the y direction.
A uniform (background) magnetic field is applied in the z
direction, and thus the plasma thermal pressure is uniformly
set in the simulation domain. The number density is provided
as a function of y,

n(y) = %{(1 + a) + (1 - a)tanh(y/D)}, (17)

1y (y) = - %tanh(y/l), (18)

where [ and « represent the “half thickness” of the shear
layer and the asymptotic number density ratio relative to the
value of n[+], respectively. The subscript s=¢ and i repre-
sents particle species (electron and ion). The number density
at y=—o corresponds to nO:eom,-wii/q? with €, m, ¢, and w,
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FIG. 2. (Color online) (a) Growth rate as a function of the wavenumber in
the flow direction obtained by linear analysis of the ideal MHD equations.
The growth rate and wavenumber is normalized by [/uy and 1//, respec-
tively. The x mark represents the growth rate of the most unstable KH vortex
obtained by the Vlasov simulation. (b) Time development of the most un-
stable KH vortex. The ordinate shows the power of the y component of the
perturbed ion velocity at the most unstable wavenumber (k,~0.56), ob-
tained by the Fourier transformation. The velocity is normalized by the
initial velocity jump (i), and the time is normalized by u,/l. As a reference,
the growth rate obtained by the linear analysis of the ideal MHD equations
is also shown.

being the vacuum permittivity, mass, charge, and plasma fre-
quency (at y=-), respectively. The half thickness of the
shear layer is chosen to be /=8.0r; (r;=v,/ ®.), where r, v,,
and w, are the thermal cyclotron radius, thermal velocity (at
y=+), and cyclotron frequency. The velocity shear is cho-
sen to be uy=y Vf‘+ V2=7.28v,, with the Alfven velocity
V4=7.0v,; and the ion sound velocity V¢=2.0v,. The ion
cyclotron frequency is set as w.;/ w,;=0.0875, and the speed
of light is set as ¢/v,;=80.0. For computational efficiency we
adopt a very small number of the ion-to-electron mass ratio,
m;/m,=16. The ion-to-electron temperature ratio is chosen to
be T;/T,=1.

A number density ratio of a=0.1 is chosen in the present
study. Thus the plasma freququx at y= is V10w,, and the
thermal velocity at y= is v,/ V10 to satisfy the plasma pres-
sure balance. Particles are loaded according to the shifted
Maxwell distribution function with the drift velocity u(y)
and the thermal velocity v,(y). The grid spacing is set as
A=8.0v,/ w,(=1.43r;). Note that the electron Debye length
is equal to the ion Debye length with these parameters, and
that the grid spacing is set to be much longer than the
electron/ion Debye length for y>0 and is almost equal to the
electron/ion Debye length for y <0 in the present simulation.
The simulation domain is taken from x//=0~11.2 and
y/l==T7~"7. Thus the present simulation parameters are cho-
sen so that the most unstable KH vortex grows at the maxi-
mum wavenumber (k=2/L,~0.56). The periodic bound-
ary condition is imposed in the x direction while open
boundary condition is imposed in the y direction.

It should be note that the convective (motional) electric
field is applied in the y direction,

Bou
E,(y) == = tanh(y/1), (19)

where By= w.m;/q;. In order to apply the self-consistent
convective electric field, the electron number density is
slightly modified such that Gauss’s law is satisfied,”
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FIG. 3. Spatial profiles of the ion number density at different times in run A.
The time is normalized by [/ u,.
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ne(y) =ni(y) +
Therefore, the system is not charge neutral.

B. Simulation result

Figure 2 shows the growth rate of the KH vortex ob-
tained by the linear analysis of the ideal MHD equations..6
Panel (a) shows the growth rate as a function of the wave-
number in the flow direction. The “x” mark in panel (a)
represents the growth rate of the most unstable KH vortex
obtained by the Vlasov simulation. The wavenumber is nor-
malized by 1//. The growth rate is normalized by //u,. Panel
(b) shows the time development of the most unstable KH
vortex. The ordinate shows the power of the y component of
the perturbed ion velocity at the most unstable wavenumber
(k,~0.56), obtained by the Fourier transformation and aver-
aging over the y direction. The velocity is normalized by the
initial velocity jump. As a reference, the growth rate obtained
by the linear analysis of the ideal MHD equations is also
shown.

The present simulation is initiated with a MHD equilib-
rium, instead of a Vlasov—Maxwell equilibrium. The present
simulation result shows that the growth rate in the simulation
(y~0.081uy/1) is slightly smaller than that obtained by the
linear analysis of the ideal MHD equation (y~0.088u/1).
Since the half thickness of the shear layer is set to be much
longer than the ion cyclotron radius (/=8r;), the fluid equi-
librium is well satisfied at the initial state.*>*> However, the
reason of the difference in the growth rate between the linear
analysis of the ideal MHD equation and the Vlasov simula-
tion is because the MHD equilibrium approaches to a
Vlasov—Maxwell equilibrium in the time scale of several ion
cyclotron periods, in which the spatial profile of ion density
is slightly modified from that in the MHD equilibrium. The
saturation level is in agreement with the previous PIC
simulation.®
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Figure 3 shows spatial profiles of the ion number density
at different times. The position and time are normalized by [
and I/ug, respectively. A KH vortex appears at the most un-
stable wavenumber. During the first turning over motion of
the KH instability, secondary instabilities grow at outer and
inner edges of the vortex. One of the secondary instabilities
is identified as the RT instability, which is driven by a grav-
ity. The RT instability takes place only at the density inter-
face where a centrifugal force of a KH vortex works as the
effective gravity acceleration. That is, the RT instability
transports dense fluids to a tenuous region when Vn-g<0
(e.g., Ref. 6). Small vortices due to the secondary RT insta-
bility are found at the outer edge of the high-dense vortex in
Fig. 3. On the other hand, the secondary KH instability is
excited by the strong shear flows inside the normal vortex,
when Vi-g>0 (e.g., Ref. 23). Small fluctuations due to the
secondary KH instability are found at the inner edge of the
high-dense vortex at (x/l,y/l,tl/uy)~(5,1,69.67) and at
(x/L,yll,tl/ug) ~(2,0,83.61) in Fig. 3. However, their in-
tensity may not be so strong because velocity shear is not
strong in the primary KH vortex, and they do not evolve
into vortices. The wavelength of the secondary KH instabil-
ity is estimated as ~3/, corresponding to a spatial scale of
1/4~1/5 of the primary KH vortex, which is consistent
with the previous two-fluid simulation.’

In Fig. 4, we show the cross sections of ion density at
different times. At the initial state, the “full width” of the
boundary layer from the high-dense region to the low-dense
region is >40r; (the half thickness /=8r;). A thin boundary
layer appears when a KH vortex starts to roll up. From Fig.
4, we found that the full width of the boundary layer (be-
tween the local maximum and local minimum) is ~8r;=1[.
We can estimate the half thickness of the boundary layer due
to the primary KH vortex as /;~2r;. In the previous two-
fluid simulation,7 it has been found that the half thickness of
boundary layer becomes 1/4 of the initial half thickness,
which is consistent with the present Vlasov simulation result.
As seen in Figs. 4(a)-4(d), this thickness (/; ~0.25]) is main-
tained constant during the nonlinear development of the KH
instability, suggesting that the fluid approximation is well
satisfied when the initial half thickness of a shear layer is
much longer than the ion cyclotron radius. We also expand
the cross section of the ion density profile around a second-
ary RT vortex at (x/1,y/l,tl/ug)~(2,-5,83.61) in Fig. 3,
which is shown in Fig. 4(e). We found that the full width of
the boundary layer due to secondary vortices becomes ~r;.
This result implies that the spatial scale of boundary layer
due to secondary vortices is determined by the ion cyclotron
radius in kinetic simulations, while the spatial scale of
boundary layer becomes shorter and shorter as a fractal in
fluid simulations. It should be noted, however, that the grid
spacing of the present Vlasov simulation is close to the ion
cyclotron radius, and that a higher-resolution simulation run
would be necessary.

To identify the spatial scale of small vortices due to the
secondary instability, we perform a Fourier analysis of the
convection electric field. In Fig. 5, we show the spectrum of
the E, component at different times, which is obtained by
Fourier transformation in both x and y directions and by
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FIG. 4. The cross sections of ion density at different times: n; at (a)
x/1=0, (b) x/1=10, (c) x/1=9, and (d) x/I=2. (e) Expansion of panel (d)
from y/r;=—50~-30. The position is normalized by the ion cyclotron
radius r;.

averaging over the y direction. Figure 5 shows that the in-
tensity of the spectrum becomes larger as the time elapses,
but it saturates at #~70. The power-law index becomes
~—0.7 for kr;<3, and ~-2.5 for kr;>3 after the saturation.
That is, the power-law index changes at kr;~ 3, suggesting
that the spatial scale of small vortices is determined by the
ion cyclotron radius (e.g., Ref. 6). The saturation of spectral
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FIG. 5. (Color online) The spectrum of the E, component at different times.
The intensity is normalized by the convective electric field Byu,. The wave-
number is normalized by the inverse of ion cyclotron radius 1/7;.

intensity for kr;>3 indicates that the energy cascade from
the MHD-scale vortex to small-scale vortices is suppressed
by the ion cyclotron motion.

C. Convergence test

We also changed the number of gird cells for the veloc-
ity space as NUXXNUV:6O>< 60 (run B) and 40X 40 (run C).
Figure 6 shows spatial profiles of the ion number density at
different times with the same format as Fig. 3. Development
of the KH instability in run B is consistent with run A. That
is, the growth rate is almost the same in both runs, although
the phase of the most unstable mode is slightly different. In
run C, by contrast, the center of the KH vortex shifts in the
—y direction, suggesting that N, XNUV=4O X40 is not
enough for following the E X B drift. Numerical diffusion in
the velocity space is an issue in the Vlasov method. The
numerical diffusion is strong when the resolution in velocity
space is low. In this case, the thermal pressure of plasma is
numerically enhanced. In the present simulation model, there
exists a high-dense and cold plasma for y>0 and a low-
dense and hot plasma for y<<0. Since the temperature is
numerically enhanced in both regions, the plasma pressure
becomes higher in the high-dense region. Thus the high-
dense plasma shifts into the low-dense region.

D. Comparison with PIC simulation

For a direct comparison, a 2D full PIC simulation is also
performed with the same physical parameters. Due to the
numerical constraint on the spatial grid in the PIC method,
the grid spacing is set to be the initial Debye length. (That is,
A=v,/w,; in the PIC simulation and A=8v,/w,; in the
Vlasov simulations.) The number of particles per cell is
set as 25 to match the memory usage between the PIC
and Vlasov simulations (~5 Gbytes). (That is, particle
data and distribution function data in a 8v,/w),; square are
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FIG. 6. Spatial profiles of the ion number density at different times in runs
B and C. The time is normalized by [/u,.

82X 25X 4(:x,y,v,, vy) and 80X 80, respectively). For the
entire computation, the PIC simulation took about 11 days on
a quad-core 2.5 GHz Opteron processor, while the Vlasov
simulation took about 45 days on the same processor. Thus
the PIC code runs about four times faster than the Vlasov
code when the memory usage is almost the same, suggesting
that the computational cost of the Vlasov method is more
expensive than that of the PIC method.

Figure 7 shows the result of direct comparison between
Vlasov and PIC simulations at t=69.67. The ion density dis-
tribution in Fig. 7(a) is obtained in the PIC simulation, which
shows the existence of electron-scale small structures (also
see Fig. 7 in Ref. 6). This is because of a higher spatial
resolution in the PIC simulation than in the Vlasov simula-
tion. In Figs. 7(b) and 7(c), we show ion velocity distribution
functions around the center of the primary KH vortex in a
8v,;/ w,; square obtained in the PIC and Vlasov simulations,
respectively. There exist two components in both ion veloc-
ity distribution functions. One is majority cold population
from the high-density region drifting in the —x direction, and
the other is minority nonthermal population from the low-
density region. In the PIC simulation, the minority popula-
tion is more scattered in the velocity space than in the Vlasov
simulation, possibly because of the electron-scale small vor-
tices or numerical thermal fluctuations.
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FIG. 7. (Color online) Direct comparison between Vlasov and PIC simulations. (a) Ton density distributions at 1=69.67. (b) The ion velocity distribution
function at (x/1,y/1)=(9,-0.5) and r=69.67 in the PIC simulation. (c) The ion velocity distribution function at (x//,y/l)=(9,—-1.5) and 1=69.67 in the Vlasov

simulation.

V. SUMMARY

A 4D (2D configuration and 2D velocity spaces) full
electromagnetic Vlasov simulation of the KH instability is
presented. Because of numerical difficulties, the KH instabil-
ity is usually adopted as a benchmark test problem of
guiding-center Vlasov codes. That is, there is no benchmark
test of full electromagnetic Vlasov codes by the KH instabil-
ity since it is difficult to follow E X B drift accurately on the
Cartesian grid system. Thus the present study would be one
of the first attempts to represent several processes taking
place in the KH instability as obtained by previous PIC
simulations (e.g., Ref. 6).

The combination of the modified splitting scheme™'” and
the backsubstitution scheme'* is useful for following the
EXB drift even with a few number of grid cells for the
velocity space. However, the method requires more than 60
grid cells for one velocity direction in order to suppress nu-
merical diffusion of a velocity distribution function during
the cyclotron motion.

In the present Vlasov simulation, the effect of the ion
cyclotron motion for a MHD process has also been studied.
We have observed that the boundary layer between high-
dense and low-dense regions has two different spatial scales
during the development of the KH instability. The half thick-
ness of the boundary layer due to the primary KH vortex is
maintained at 1/4 of the initial half thickness, which is con-
sistent with the previous two-fluid simulation.” On the other
hand, the thickness of the boundary layer due to secondary
vortices becomes a spatial scale of ion cyclotron radius. The
Fourier analysis has also shown that the power-law index of
the convection electric field spectrum changes at kr;~ 3, im-
plying that spatial scale of small vortices due to secondary
RT and/or KH instabilities is determined by the ion cyclotron
radius (e.g., Ref. 6). The present Vlasov simulation has suc-
cessfully confirmed these cross-scale coupling processes be-
tween the MHD- and ion scales in the KH instability. How-
ever, due to the lack of spatial resolution, the effect of the
electron cyclotron motion is not included in the present
simulation, and hence high-resolution simulations are left as
a future study.

In the present study, we assumed a simple geometry in
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which a uniform out-of-plain magnetic field exists without
in-plain magnetic fields. In a more realistic case, however,
in-plain magnetic fields can be strongly modified via cross-
scale coupling (e.g., Ref. 8). For Vlasov simulations in the
realistic geometry, we need to take the simulation domain
in the five-dimensional (5D) phase space with two spatial
dimensions and three velocity dimensions. Such a 5D full
electromagnetic Vlasov simulation with a high spatial reso-
lution requires a large computer memory of more than five
terabytes. As shown in Sec. III, however, we have also suc-
cessfully obtained a high performance in a weak-scaling test
on a massively parallel computer with multicore scalar pro-
cessors. In the recent days, computer hardware technologies
are also rapidly developing. Although there are several nu-
merical issues in the current Vlasov method, its numerical
techniques are also rapidly developing. Thus it would be
possible to include microscale physics in MHD-scale pro-
cesses via full electromagnetic Vlasov simulations. In the
near future, the Vlasov method would be a useful method for
studies of cross-scale coupling in the plasma universe.
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APPENDIX: MULTIDIMENSIONAL CONSERVATIVE
SCHEME

Let us consider that a numerical solution to Eq. (8) takes
the following conservative form:
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fj(xi’yj’vx,l’vy,m) :f;(xbyj’vx,l’vy,m)
At

- E[ Ux,.v(-xi+(1/2)’yj’ Uxls Uy,m)

- x,s(xi—(1/2)’yj’vx,l’vy,m)]
At
- A_y[Uy,s(xi’yjH1/2)’vx,1’vy,m)
(A1)

- Uy,s(xi’yj—(l/Z)’ Uxls Uy,m)] >

Ux,s(xi+(a'i/2)’yj) = U)]c,]?(xi+(a'i/2)’yj) |:1 - UiA_y

\
At U;B(xi’yj+(a-/2)):|
Zﬂ(xi’Yj)
At Ui,?('xi+(0'i/2)’yj) U;E(xi’yj+(a/-/2))

Ux,s(xi+(01/2)’yj+qj) =0; Ay

zf;(xi’y j)
Uy,s(xi’yj+(0j/2)) = U;B(xi’yﬁ(aj/z)) l-o;

At U)lc,e(xi+(0'i/2)syj)
Ax  2fi(x;y i)
At U)lcg(‘xi+((ri/2)’yj) U;?(xi,yﬂ(,,/z))

U_v,s(xi+0'i’yj+((rj/2)) = U'ij

zf;(xi’yj)

where o;=sign(v, ;) and o;=sign(v,,). Note that v,, and
v, are omitted for simplicity. Here the one-dimensional nu-
merical flux U'® is computed by using a set of one-
dimensional data. For an example, a numerical flux in the x
direction, U!P(x; +(12)»Y;), is obtained as a function of
f(xi’yj)’ f(xi—l’yj)’ f(xi+1’)’j)7 f(xi—Z’Yj)’ f(xi+2»Yj),~~-~ The
detailed derivation is given in Ref. 5.

We can use an arbitrary conservative scheme to compute
the one-dimensional numerical flux U'P. In the present
study, we use the positive, conservative, and nonoscillatory
scheme." Let us consider numerical solutions to the one-
dimensional advection equation

1% J
—f + v—f =0. (A3)
ot ox
The general solution of Eq. (A3) is obtained as
[t + Ar,iAx) = f(t,iAx — vA?) (A4)

and a numerical solution with the third-order upwind-biased
Lagrange polynomial interpolation is obtained as

f) =fi+ x=0D(fi—fi1)

F = )1 43— i)+ x— L= e "26ff+f"“
+(x—i)(1+x—i)(1—x+i)w. (AS)

The conservative form of the above equation is
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where U, and U, are numerical fluxes in the x and y direc-
tions, respectively. The subscripts i, j, /, and m represent the
grid numbers. Then, the current-continuity equation (3) is
automatically satisfied because the equation is obtained by
integration (sum) of the above equation over the velocity
space.

Although there is an arbitrary solution for the multidi-
mensional numerical flux in Eq. (Al), we approximate the
numerical flux by using a one-dimensional numerical flux
UlD,

] > (A2)

Uiip(v)=vf;+v(1 - v)(2 - V)%_fi
+V(1—V)(1+V)J%’ 6)
where v=i—x with
ﬁ"’At:f;'i' Ui—(1/2)(V) - Ui+(1/2)(V)- (A7)

We introduce a flux limiter in Eq. (A6) to suppress the nu-
merical oscillation (e.g., Ref. 12),

)
Uinan(v) =vfi+ v(1 -v)(2 - V)l?

(=)

+v(1-)(1 +v)?, (A8)
where
fIcH min[2(f; = fuin) fie1 = f)] i fii = fi
' max[2(f; = fumax)> fir1 =] i fir <fi
1O min[2(fine = f2).(fi = fi)] i fi=fi
' max[2(fiin = ), (fi = fio)] if fi <fii,
with

Sinax = maXDCmax 15/ max 2] >

fmin = max[()’min(fmin l’fmin 2)] s

and
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Jmac 1 =max[max[fi_y.fi], min[2f;y = fi2.2f; = fia 1],
Fimax 2 =max[max[fi, 1. fil. min[2f;11 = fisn. 2f; = i1 1],
Jwin 1 =min[min[f;_y.f;] max[2f;_; = fi2.2fi = fir1]],
Jwin 2= min[min[f3, 1. fi] max[2fi,; = fis2.2fi = fi]].

The detailed derivation is given in Ref. 13.
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