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Abstract— Genetic Algorithm is one of the most effective
optimization algorithms, on which a lot of studies have been
reported. Some studies on the application of island model, which
is one of the representative methods to keep a diversity of
solutions, to Multi-Objective Genetic Algorithm (MOGA) have
been conducted. In MOGA, it is difficult to find the solutions
which satisfy all objective functions because of their trade-
off. Especially when there are many objective functions, it is
obvious that it needs a lot of time to search for effective Pareto
solutions and find them. This paper proposes the interactive
way of addition and deletion of islands to the original ones
based on user’s requirements with the visualization of acquired
solutions in island model for MOGA. This paper applies the
proposed method to Nurse Scheduling Problem (NSP) using the
visualization by Principal Component Analysis (PCA). Through
the experiment, it is confirmed that an interactive tuning of the
weights for the objective functions leaded to the acquisition
of better Pareto solutions which a user wants while they are
difficult to be acquired by the prepared weights.

I. INTRODUCTION

Genetic Algorithm (GA), which comes after the model of
living evolution, is one of the most effective optimization
algorithms and a lot of studies have been reported. Recently,
the application of GA to Multi-objective Optimization Prob-
lems (MOPs) has been focused[1]. One of the advantages
is that the search in GA can be done with multi-point
search. In MOPs, it is usually impossible to acquire the
solutions which satisfy all objective functions because of
their trade-off. Due to the difficulty, it is required to search
for Pareto solutions which are superior to others at least an
evaluation value. Especially in the case that the objective
functions are large in number, high calculation or evaluation
cost is needed to find Pareto solutions. In addition, GA
also has a characteristic suitable for parallelization poten-
tially and there are many studies which have tried to solve
the problem of calculation cost using parallel computation.
Three representative methods of parallel computation are
as follows[2] : global single-population master-slave model,
single-population fire-grained model and multiple-population
coarse-grained model.

Master-slave model uses parallelization to make the cal-
culation cost smaller. This model has a population or all
solutions in a processor (master) and evaluating the solutions
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is carried out on other processors (slaves). This parallel GA
is applied to the problems which need high calculation cost
to evaluate solutions, although the model is not effective for
the problems which need a lot of communication between
the master and the slaves. In fire-grained model, each pro-
cessor has one or a few solutions. This model is suitable
for parallelization using a large number of computers, but
it has the difficulty in creating the design which makes
the use of the model effective. Multiple-population coarse-
grained model is well-known as “island model”, in which
the solutions are divided into some subpopulations which are
called islands. The evolution of the solutions in each island
is basically independent from the other islands, then some
solutions in each island sometimes migrate to another island
for the exchange of information, which is called “migration”.

As for single-objective optimization problems, lots of
studies on island model have been reported. J. Tang et al.
investigated the effects of migration topology, for example,
random migration and ring-type migration, based on the
calculation time[3]. M. Miki et al. proposed the island model
in which each island had a different parameter set of genetic
operations one another[4]. In GA, it is not easy to adjust
the parameters of genetic operations such as population
size appropriately because they strongly depend on applied
problems. The above method has the advantage in terms of
not needing to do preliminary experiments to find appropriate
parameters. O. Hatanaka researched the parameters on island
model thoroughly. For instance, the number of islands / indi-
viduals, the number / frequency of migration[5]. In the field
of single-objective optimization problems, the advantage of
the island models is mainly to keep the diversity of solutions.

On the other hand, some studies have began to be reported
on the application of island model to Multi-Objective Genetic
Algorithm (MOGA)[6][7][8][9]. In [6], MOGA is applied
to the whole solutions for some generations and then the
acquired solutions are divided into some islands based on
the evaluation values of the objective functions. In [7],
the evolution in each island is occurred as single objective
optimization following each objective function, and MOGA
is done in another island to satisfy all objective functions
in parallel. In addition, [8] gives different weights of the
objective functions to each island, then each island gives a
role to search for solutions as a single-objective optimization
problem. [9] investigates the effectiveness of island model
changing the frequency of migrations, codes and so on. The
purposes of these studies are to give each island a different
role for a wider and effective search in total.

This paper proposes the way of addition of islands to



the original ones and deletion of islands based on user’s
requirements interactively with the visualization result of
acquired solutions in MOGA. The proposed method enables
users to search for the solutions which they want effectively.
This paper uses Principal Component Analysis (PCA)[10]
to visualize the distribution of the solutions and the change
of them, and it investigates the effectiveness of using island
model in MOGA (MOGA with island model). Thanks to the
visualization, users can know the progress of the evolution
of solutions in each island and tendencies of the evolution,
then MOGA can search around the area where they want.
This paper applies the proposed method to Nurse Scheduling
Problem (NSP)[11][12] and investigates the effectiveness of
the proposed method. It is confirmed that an interactive
tuning of the weights for the objective functions leaded
to the acquisition of better Pareto solutions which a user
wants while they are difficult to be acquired by the prepared
weights.

II. PROPOSED METHOD

The steps of the proposed method are as follows:
Step 1: Generate Pareto solutions by MOGA with island

model for some generations. If a user can find
satisfied solutions, the search is finished.

Step 2: Reduce the dimension of the evaluation values
to 2 dimensions by PCA, then project the whole
solutions onto the 2 dimensional space. Only the
solutions whose Pareto ranks are 1 in all are visu-
alized.

Step 3: Show colour contrast in proportion to the sum of
the weighted evaluation values based on the weights
that he/she gives to the objective functions. Based
on the visualization, the user can add a new island
with arbitrary weights decided by the user to the
objective functions or delete one of the existing
islands. The user can also see the average of the
evaluation values of each island for this decision.
Then go back to Step 1.

Firstly, Pareto solutions are generated by MOGA with
island model for some generations to find various solutions,
which helps user’s decision-making. This paper employs
the island model [7] which consists of some islands with
single objectives, each objective function, and an island with
all objective functions in parallel. Although it shows the
effectiveness of the model in [7], it might be because the
number of the objective functions were 2. Then it is not
certain if the model performs well to find practical solutions
when the problem has many objective functions like NSP,
because the solutions with high fitness value just in a single
objective function are not useful in practical problems. In
the experiment of this paper, we have made a multi-objective
island and some single-objective islands which we gave the
weights preliminary to find more practical solutions. The
weights employed in section IV. are shown in Table I.

Secondly, all acquired solutions are projected onto the 2
dimensional space which is formed by PCA and different

colours are given to each island to distinguish among the
islands. Only the solutions whose Pareto ranks are 1 in all
are visualized. Through this operation, users can grasp the
distribution of the solutions and tendencies of the evolution
in the islands.

Thirdly, colour contrast is shown to the user in proportion
to the weighted evaluation values based on the weights he/she
gives to the objective functions. Thanks to this, the user
can understand which objective function has an effect on
which solutions and how much the solutions are affected
by each objective function by giving some sets of weights.
Exploiting this information, the user can add a new island
where he/she wants to search with arbitrary weights to the
objective functions decided by the user or delete one of
the existing islands which seems unnecessary. To keep the
number of solutions, the solutions of the new single-objective
island are copied from the solutions in the existing islands
in decreasing order of the weighted evaluation values and
the same number of solutions in the multi-objective island
is reduced. When users delete an island, all the solutions in
the island are moved to the multi-objective island.

TABLE I
WEIGHTS OF EACH ORIGINAL ISLAND

f1 f2 f3 f4 f5 f6 f7 f8 f9
Island 2 1 1 1 1 1 1 1 1 1
Island 3 0 1 1 1 1 1 1 1 1
Island 4 1 0 1 1 1 1 1 1 1
Island 5 1 1 0 1 1 1 1 1 1
Island 6 1 1 1 0 1 1 1 1 1
Island 7 1 1 1 1 0 1 1 1 1
Island 8 1 1 1 1 1 0 1 1 1
Island 9 1 1 1 1 1 1 0 1 1
Island 10 1 1 1 1 1 1 1 0 1
Island 11 1 1 1 1 1 1 1 1 0

III. NURSE SCHEDULING PROBLEM : NSP

Fig. 1. Example of Nurse Scheduling Table

This section explains NSP, which is one of the multi-
objective optimization problems in the real world. The nurse
schedule is updated by a nurse chief of each department in
every month. Making a nurse schedule takes a long time.
A sample of nurse schedule is shown in Figure 1. In this



schedule, one of three working patterns is allocated to each
nurse (Staff-A to Staff-J). This schedule is a portion of one-
month schedule. (In the experiment of this paper, one-month
schedule with 26 nurses is employed.) The symbol D denotes
day shift (AM8:00 - PM4:00), N is night shift (PM4:00
- AM0:00), and M is midnight shift (AM0:00 - AM8:00).
A box without any symbol means a day off. In the three
rows at the bottom of the schedule, the allocated numbers
of the staff in each shift is shown. The leftmost column
describes a nurse’s skill level. The skill level A means that
he/she is an expert in nursing. The skill level C means that
he/she is a fresh person, and B is in the middle of A and C.
The three rightmost columns describe the allocated days to
each shift to each nurse. There are many constraints on this
scheduling. One of them is the series of shifts for every nurse.
An example of a prohibited pattern is to allocate a midnight
shift right after the day off. Another constraint is that “One
or more experts must be allocated at every midnight shift”.
NSP has many objective functions such as prohibition work
patterns, balances among nurses’ teams, fairness of holiday
and so on. There are 12 objective functions. That means
NSP is one of the multi-objective optimization problems
whose objective functions are their constraints. The objective
functions of NSP employed in this paper are as follows:

Obj1 The number of requisite nurses in each shift per day
Obj2 Level of requisite nurses in each shift per day
Obj3 Established prohibited working patterns
Obj4 Established compromised working patterns
Obj5 Established preferred working patterns
Obj6 Fairness of the number of working times on night or

midnight shifts among nurses
Obj7 Fairness of the number of holidays among nurses
Obj8 Fairness of the number of successive holidays among

nurses
Obj9 The prescript number of working times per month on

night or midnight shifts in each nurse (within 8 times)
(Note that the number of working times on night shifts
is more than 3 and less than 5 times, that of midnight
is more than 3 and less than 4 times)

Obj10 The prescript number of holidays per month in each
nurse (2 days per week)

Obj11 Successive holidays on Saturday and Sunday in each
nurse (one or more times per month)

Obj12 Successive holidays in each nurse (one or more times
per month)

The number of violations in each objective function as
described above is calculated on each candidate of solutions.
The number of violations is employed as the evaluation value
of each objective function.

IV. EXPERIMENT

A. Combine of objective functions

Generally it becomes difficult to search for effective solu-
tions when the objective functions become large in number,

because the required number of solutions exponentially in-
creases for the search by the reason that it becomes easy
to obtain various Pareto solutions rather than to obtain
advanced solutions[13]. To reduce the number of the objec-
tive functions, some of the objective functions have been
combined based on the correlation coefficients calculated
in preliminary experiments using 6000 solutions at 1000th
generation with Non-dominated Sorting Genetic Algorithm
II (NSGA-II)[14].

The combined objective functions are as follows:

f 1 : Obj1, Obj2
f 2 : Obj6, Obj9
f 3 : Obj7, Obj8
f 4 : Obj3
f 5 : Obj4
f 6 : Obj5
f 7 : Obj10
f 8 : Obj11
f 9 : Obj12

TABLE II
GENETIC PARAMETERS

Multi-objective Island Single-objective Island
Number of Islands 1 10

Number of Solutions 900 100
Selection Rate - 0.2
Crossover Rate 1.0 0.6
Mutation Rate 1 / gene length 1 / gene length

The set of parameters used in the experiment is shown
in Table II. It used one point crossover and the way of
mutation that changed a shift to another in the same day
not to be against the constraint. The migration followed
the same way in [7]. Island 1 was designed as a multi-
objective optimization island and the other islands were
single-objective optimization islands using the weights in
Table I.

B. Visualization result

In this paper, the indexes of new islands added by a user
are after island 12 while the original ones are island 1 to
island 11.

Figure 2 is a result of visualization at 500th generation
using the colour contrast and the slide bars at the left in
Figure 2 are used to decide the weights for the objective
functions. This figure shows the colour contrast result when
every weight was the same. That means if a user thought
every objective function was equally important, the solutions
in the circle with dark colour could be regarded as what the
user wanted and they would be searched for around Island 2,
7 and 10. Although we could grasp that, we could not find out
how much good or bad the evaluation value in each objective
function was through only this figure. Then the average of
standardized evaluation values in each island will help us to
know the detail. Note that “standardized” means the values



which are normalized by using all generated solutions at the
generation.

Fig. 2. Visualization result at 500th generation

Fig. 3. Average of standardized evaluation value at 500th generation

Figure 3 shows the average of standardized evaluation
values of Pareto solutions in each island, in which lower
values are better as described in secrion III. In Figure 3,
the lines of Island 2, 7 and 10 are bolder than the others
to emphasize them. The vertical axis means standardized
evaluation value and the horizontal axis means the combined
objective functions. From this figure, it is clear that the
evaluation values of f4 and f6 in Island 2, 7 and 10 are
worse than the others relatively. Because of this result, a
new island, Island 12, was created and the weights of f4
and f6 in the new island were made heavier than those of
other objective functions. The new island and the weights for
objective functions in Figure 3 are shown in Figure 4. Island
3, 4, 5, 6, 8, 9 and 11 were considered not being necessary
here because the colour contrast in Figure 2 was lighter and
the evaluation values were not acceptable.

C. Creating new islands

After the operations above, the solutions were evolved for
another 100 generations and the result is shown in Figure 5.

Fig. 4. New island

The definitions of the axes are the same as those in Figure 2.
In Figure 5, the colour contrast is not clear, no solution

Fig. 5. Visualization result at 600th generation

clearly has dark or light colour compared with the result of
visualization at 500th generation (Figure 2). That means the
differences of the evaluation values among those solutions in
the same weights for every objective function are small.

Figure 6 shows the average of standardized evaluation
values at 600th generation. As for the lower values are better.
According to this figure, the evaluation values of f4 and f6
in Island 12 are better than the others. In exchange for that,
those of f2 and f7 in Island 12 became worse. Then next, a
new island, Island 13, with heavy weights of f2 and f7 was
designed. The weights of the new island were as follows:
w=(w1,w2,· · · ,w9)=(0.50, 1.00, 0.50, 1.00, 0.50, 1.00, 1.00,
0.50, 0.50). From this generation to 900th generation, new
islands were made at every 100 generations. The weights of
new islands, Island 14, 15 and 16, are shown in Table III.

The result of the standardized evaluation values at 1000th
generation is shown in Figure 7. According to Figure 7,



TABLE IV
AVERAGE OF EVALUATION VALUE AT 1000TH GENERATION

Obj1 Obj2 Obj3 Obj4 Obj5 Obj6 Obj7 Obj8 Obj9 Obj10 Obj11 Obj12
Island 2 35.17 0.17 30.00 0.00 -58.00 0.74 0.15 0.32 28.67 0.00 0.00 0.00
Island 7 35.75 0.00 29.13 1.00 -67.00 0.65 0.23 0.39 28.50 0.00 0.00 0.13
Island 10 35.62 0.08 25.62 0.00 -56.08 0.60 0.34 0.32 28.15 1.00 0.00 0.15
Island 12 40.61 0.09 17.15 0.06 -74.58 0.78 1.02 0.39 28.30 0.06 0.00 1.42

Fig. 6. Average of standardized evaluation value at 600th generation

Fig. 7. Average of standardized evaluation value at 1000th generation

the evaluation values of the objective functions in designed
islands, Island 12, 13, 14, 15 and 16, were better than those
of the original islands, Island 2, 7 and 10, whose weights
had not been changed. In addition, the evaluation values of
f2 and f7 in Island 12 could get better evaluation values at
1000th generation compared to those at 600th generation.

As for Pareto solutions at 1000th generation, Table IV
shows the averages of evaluation values in the original 12
objective functions in Island 2, 7, 10 and Island 12. In
Table IV, the best evaluation value at each objective function
among the islands is indicated by boldface. It is obvious
that the islands which were made during the evolution could
acquire good solutions in terms of the original 12 objective
functions. This experiment assumed that the user thought
every objective function was equally important. Generally

TABLE III
WEIGHTS OF NEW ISLANDS

f1 f2 f3 f4 f5 f6 f7 f8 f9
Island 12 0.50 0.50 0.50 1.00 0.50 1.00 0.50 0.50 0.50
Island 13 0.50 1.00 0.50 1.00 0.50 1.00 1.00 0.50 0.50
Island 14 0.50 0.81 0.50 1.00 0.50 0.79 1.00 0.50 0.50
Island 15 0.50 0.62 0.50 1.00 0.50 0.79 1.00 0.50 0.50
Island 16 0.41 0.41 0.41 1.00 0.41 0.81 0.41 0.41 0.41

it is thought that the weights which correspond to this
requirement are those in Island 2 with the same weights for
every objective function. However, the difficulty in finding
better solutions is different in each objective function, which
was shown in this experiment, and the actual evaluation
values in acquired solutions do not directly correspond to
the prepared weights. One of the advantages of the proposed
method is that users can interactively change or tune the
weights for objective functions based on the evaluation values
of acquired solutions during the search.

V. CONCLUSIONS

This paper proposed the way of addition of islands to
the original ones and deletion of islands based on user’s
requirements interactively with the visualization result of
acquired solutions in MOGA with island model. This paper
applied the proposed method to NSP and showed it could
be possible to grasp the distribution and the dominance
for the user’s requests on the Pareto solutions in islands
search. Moreover, it was also confirmed that the proposed
method could effectively search for the solutions which users
wanted by adding with designed weights or deleting them
based on the acquired solutions with prior weights. We will
consider the way of the feedback of users’ desire and that of
visualization of solutions in future work.
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