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Chapter 1

Introduction

1.1 Background

Positioning is becoming an integral part of our daily lives. Paper maps are

disappearing from car glove compartments, as people use car navigation to reach

their destination. Virtually all smartphones sold today are equipped with a GPS

receiver. However, GPS cannot be effectively used indoors. GPS signal does not

penetrate walls well, and it has low accuracy, when compared with the small

scale of indoor environments. A new research field, Indoor Positioning, was

created to address the problem of positioning in indoor environments.

1.1.1 Indoor Positioning

Indoor Positioning focuses on small-scale, high accuracy systems, with the ser-

vice area being a building or a collection of buildings. The main applications

targeted by indoor positioning are: in-building goods tracking, person track-

ing, and access control. The accuracy required by those applications varies from

centimeters to under 3[m]. According to [1], the required accuracy for goods

tracking and worker/person tracking is 1[m], while access control requires 3[m]

accuracy. On the other hand, according to [2] goods tracking requires 3[m] ac-

curacy, while guard/firefighter/miner tracking requires 30[cm] accuracy.

A successful indoor positioning system has to provide the required level of

accuracy for a low cost. In order to achieve low cost, the number of reference

nodes that needs to be installed in the service area has to be small. In an

indoor environment, that requires the positioning signals to be able to penetrate

walls and other obstacles. In practice, only technologies based on RF(Radio

Frequency) meet this requirement, although other technologies are also reviewed

in Chapter 2.
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Although a sizable part of RF signal’s power can penetrate walls and ob-

stacles, some of it is reflected back. Reflections from many obstacles present

in an indoor environment cause multipath fading, which severely degrades the

positioning accuracy of narrowband RF systems. However, the influence of mul-

tipath fading can be mitigated by increasing the bandwidth. In addition, increas-

ing bandwidth also increases the accuracy of time-based ranging methods. In

summary, a RF system, using very wide bandwidth, should be a good candidate

for use in indoor positioning.

1.1.2 UWB Technology

In recent years, Ultra-Wideband(UWB) radio technology has been gaining pop-

ularity. Technological advances in receivers and integrated circuits have made

extremely high bandwidth systems financially viable. At the same time, starting

with the Federal Communications Commission(FCC) decision in 2002[3], unli-

censed usage of low transmitted power UWB devices in certain bands became

authorized in many important markets, including USA, Europe[4] and Japan[5].

Although IEEE standardization of high rate UWB (IEEE 802.15.3a) failed, Wi-

Media Alliance[6]-supported Wireless USB standard, based on the OFDM UWB

variety, already has a presence on the market. The successful standardization

of the low-rate UWB, based on the Direct Sequence UWB variety, which fo-

cuses on low power and cost, resulted in the IEEE 802.15.4a standard[7]. IEEE

802.15.4a is meant for use in wireless personal area networks(WPAN) and wire-

less sensor networks(WSN), and includes positioning. Another standard, IEEE

802.15.4f[8], targeting low-cost Real Time Location Services(RRTLS) applica-

tions, is currently being worked upon.

The main feature of the UWB technology is its very large bandwidth. Very

large bandwidth is advantageous for communications and positioning[9]. High

speed data communications and high accuracy ranging are possible. Low cost,

low power implementations are also achievable. Additionally, as already men-

tioned, wideband signals are more resistant to fading. Finally, because of the

low spectral energy density of the UWB signal, interference with narrowband

systems using the same frequencies is minimal, which makes using UWB in

already occupied frequency bands possible.

Because of its advantages, UWB is an ideal candidate for indoor positioning.

UWB is capable of high accuracy ranging and it is resistant to multipath. In

addition, as with other RF technologies, UWB signals can penetrate obstacles,

allowing using a lower number of reference nodes.
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1.1.3 Applications of UWB Indoor Positioning

There are currently two main usage scenarios for UWB Indoor Positioning. The

first is a Wireless Sensor Network(WSN) with ranging capabilities. In most

WSNs, sensor node positions are important. As well as low power communi-

cations solution, UWB delivers good sensor node positioning accuracy. IEEE

802.15.4a standard was devised for use in this scenario. The second scenario

is network-based positioning. In this case, a network of set-position reference

receiver nodes tracks a large number of mobile target transmitter nodes (tags).

This is the scenrio targeted by the IEEE 802.15.4f standard.

Both usage scenarios require cheap, energy efficient UWB nodes. Both WSN

nodes and network-based positioning transmitter tags need to be able to operate

on one battery for a long time. Additionally, both the WSN nodes and the tags

will be deployed in large numbers, making low price a priority. However, receivers

in the network-based positioning scenario can be more expensive, since only a

limited number of them will be deployed.

In this dissertation I focus on the network-based positioning scenario. This

is currently the most practically applicable scenario, as evidenced by the al-

ready commercially available platforms from Ubisense[10], Time Domain [11]

and Zebra Solutions[12].

1.2 Motivations

1.2.1 Increasing Accuracy

The main motivation for the research presented in this dissertation was to in-

crease the accuracy of UWB positioning. By increasing the accuracy, new appli-

cations become available, and the performance of already existing applications

improves. For example, with positioning accuracy on the level of 1-2m, it is

possible to localize a patient in a hospital, but if 30cm accuracy is available, it

is also possible to determine if the patient has just fallen over on the floor.

Ubisense already claims a 30cm 3D accuracy of its Ubisense Platform, which

should be enough for most positioning applications. However, those are producer

claims, which suggests that the results were obtained in a best-case scenario.

Accuracy in less than optimum scenarios, especially for cases when only one,

two or three receivers are in the tag’s range, or when a direct path to the receiver

is blocked (Non-Line of Sigtht, NLOS, case) will be much lower.

This dissertation concentrates on improving the accuracy in situations where

only a few receivers are in the Line-of-Sight(LOS) range of the transmitter. In

these often occurring but undesirable cases, the average positioning error is high.

Consequently, this is an area of great potential improvement. Reducing error in
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these worst-case scenarios improves the overall accuracy of UWB more than

modest error reduction possible for the relatively accurate best case scenarios.

Thus, the research proposed in this dissertation contributes to increasing the

accuracy and viability of UWB as a serious contender for indoor positioning.

1.2.2 Multi-Path Components

In order to increase the accuracy of few receivers positioning cases, I use the

Multi-Path Components(MPCs) detected in the received signals. The very high

bandwidth of the UWB signal translates into very good time resolution. Con-

sequently, the received UWB signal contains distinguishable MPCs, alongside

the direct path component. MPCs are signals caused mainly by reflections and

diffractions from objects in the environment. Some of the detected MPCs are

caused by reflections from indoor features, such as ceiling, walls and floor. If

the positions of those features are known, the MPCs become an additional,

currently practically untapped, source of information about the position of the

target node.

Three challenges to the use of MPCs for positioning exist. The first, great-

est, challenge is the multiple MPCs problem. There are many MPCs in the

received waveform. Among them, finding the MPC caused by the reflection

from a given indoor feature is not straightforward. The second problem is the

reduced accuracy of the solution. Since MPCs are caused by reflections, the

power of each MPC is generally lower than that of the direct path component.

Additionally, the position of the features is never known with perfect accuracy.

Because of those two reasons, information contained in MPCs has lower accu-

racy than the information from direct-path ranges. This limits the usefulness of

MPCs if many receivers, and many direct-path ranges, are available. However,

as mentioned above, they may provide a valuable support in situations where

few receivers are available, causing an increase in accuracy. Finally, to detect

MPCs, advanced, currently very expensive, receiver architectures have to be

used. However, due to ongoing improvements in the technology, such receivers

will become, in time, affordable.

1.3 Contributions

The dissertation makes three contributions. First, two new positioning methods

are presented. Then, the methods are verified using measurement data, and the

results analyzed. Finally, the most important contribution is proving the validity

of the Reflection-Aided approach.
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1.3.1 Positioning Methods

I present two new positioning methods for positioning using received MPCs

and the knowledge of major indoor features in the environment. The first one

is the TOA Reflection-Aided Maximum Likelihood(RAML) method, for two

receiver time-of-arrival(TOA) ranging. The second one is the TDOA Reflection-

Aided Maximum Likelihood(RAML) method, for two receiver time-difference-

of-arrival(TDOA) ranging. The methods proposed in this dissertation solve the

multiple MPCs problem by using a Maximum Likelihood approach, without

explicitly knowing the correct matches. This is a novel approach to the problem.

1.3.2 Validation of the Proposed Methods

In order to verify the real world usefulness of the idea in general, and the meth-

ods in particular, measurements were performed. The data obtained in the mea-

surement campaign was used to verify the usefulness of the proposed methods.

The results show that, under certain conditions, both the RAML and DRAML

methods outperform the conventional methods using the same number of re-

ceivers. The two most important requirements were found to be the availability

of at least three reasonably flat reflectors/walls and a relatively uncluttered en-

vironment. Also, especially in the case of the RAML method, the position of

the reflectors in respect to the receivers strongly influences the results.

1.3.3 Reflection-Aided Positioning Approach

The main contribution of this dissertation is proving the validity of the reflection-

aided positioning approach in general. The proposed methods will most proba-

bly not be used in the form presented. A practical method would rather use

Reflection-Aided Positioning in conjunction with tracking and Angle of Ar-

rival(AOA), which greatly improve the accuracy over RAML and DRAMLmeth-

ods. However, the measurement campaign proves that even a pure Reflection-

Aided method improved results over the conventional method.

1.4 Organization of the Dissertation

Chapter 2 presents a general description of the field of Indoor Positioning. The

chapter introduces the background of time-based UWB positioning and presents

other currently available positioning options.

Chapter 3 presents an overview of UWB indoor positioning. The chapter

begins with a general introduction to UWB indoor positioning. Next, the cur-

rently active fields of research are discussed, placing my research in the greater
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picture.

In the following Chapter 4, both the conventional and the proposed po-

sitioning methods are presented in detail. First, conventional Assumed Height

and Direct Solution methods for both TOA and TDOA ranging are introduced.

Next, the proposed TOA Reflection-Aided Maximum Likelihood(RAML) and

TDOA Reflection-Aided Maximum Likelihood(DRAML) methods are presented

in detail.

Chapter 5 presents the measurements conducted in order to verify the pro-

posed methods. First, the measurement setup used for measurements is shown,

then the three environments in which the measurements were conducted are

presented. Also, the algorithm used for extracting TOA measurements from the

received waveform is discussed.

Chapter 6 presents the results of the conventional and the proposed meth-

ods when used with data collected during the measurements. Four studies are

presented: general TOA results, results for different receiver positions, results

for different environments, and general TDOA results. Both TOA RAML and

TDOA DRAML are shown to achieve better accuracy than the conventional

methods using the same number of receivers, for some scenarios. The main

obstacles to reflection-aided positioning are identified: the availability of flat

reflectors and the number of reflections in the environment.

Finally, Chapter 7 presents a summary of the results of the dissertation,

discusses the contribution of the dissertation and the future directions of devel-

opment of the reflection-aided methods.
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Chapter 2

Indoor Positioning

Overview

This chapter presents an overview of the Indoor Positioning field, without fo-

cusing on the UWB technology. The chapter starts with a general definition of

positioning and a discussion about the reasons for a separate Indoor Position-

ing field. Next, possible applications of indoor positioning are presented. Sub-

sequently, non-RF technologies that can be used for positioning are described,

followed by RF technologies that can be used. The sections afterwards concen-

trate on RF positioning. A more strict definition of the positioning problem

is first presented. Then, theoretical limits on positioning accuracy are intro-

duced. Next, possible positioning techniques are shown. Finally, a summary of

the chapter is presented.

2.1 Definition of Positioning

Positioning is defined as “a process used to determine the location of one position

relative to other defined reference positions”. Actually, “locating” is a semanti-

cally more precise term, but because of the inclusion of the word “positioning”

in the name of the currently predominant Global Positioning System(GPS), the

two terms became synonyms.

The first large-scale positioning systems, GEE[13] and LORAN[14], were de-

ployed during the Second World War for airplane navigation. Since that time,

general positioning came to be dominated by Global Navigation Satellite Sys-

tems(GNSS), GPS[15] in particular. With cheap receivers and accuracy in the

tens of meters, GPS applications now range from plane, missile, ship, car, per-

sonal navigation, to surveying, geotagging and even as a high precision time
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source.

Another important class of currently available large scale positioning systems

are those using cellular network Base Stations, which is a solution with no added

cost. Much interest in such systems was generated by a Federal Communications

Commission(FCC, the USA communications regulator) order requiring wireless

service providers to deliver an accurate position of callers calling emergency

numbers, such as police or ambulance[16].

2.2 Indoor Positioning

The field of Indoor Positioning is concerned with positioning of objects located

inside of buildings. With good accuracy of GPS and other general-purpose posi-

tioning systems mentioned above, it can be argued that those systems can also

be used indoors. That would mean that there is no need for a separate research

field specialized in indoor positioning.

However, indoor positioning presents additional challenges that standard

systems were not engineered to cope with. Two challenges are particularly im-

portant. The first is the much greater number of reflections in the indoor envi-

ronment. Those reflections cause strong fading, which is especially damaging for

positioning methods based on signal strength. Additionally, one of the reflec-

tions can be mis-detected as the direct signal, causing the so called Non-Line of

Sight(NLOS) error. The second challenge is the attenuation of building’s walls

and ceilings. Buildings strongly attenuate the signals coming from outside, which

often makes such signals undetectable. GPS signals are especially affected, since

they are very weak.

The other problem is that indoor positioning has higher accuracy require-

ments than the general-purpose positioning systems can provide. For most ap-

plications, accuracy of at least 3m is needed, as discussed in the next section.

GPS cannot consistently provide this level of accuracy, even in ideal conditions

. For example, [17] reports errors of up to 10m using Differential GPS(DGPS)

in the ideal conditions of open water.

2.3 Applications of Indoor Positioning

Applications of positioning have widely varying accuracy requirements. Two ac-

curacy requirements lists are presented in [1] and [2]. For example, for finding

the closest restaurant, accuracy of 30 meters is acceptable (after [1]), and con-

sequently it is possible to use general purpose systems. In this section I describe

applications that require accuracy unavailable for general purpose systems. The
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two main application areas of indoor positioning are person tracking and item

tracking.

2.3.1 Person Tracking Applications

In a person tracking scenario, the position of a person is known at all times. In

order to do that, the person has to carry a positioning target node, for example

an ID card or a bracelet with a built-in transmitter.

Probably the most common application of person tracking will be personnel

tracking, that can be used by companies. Personnel here may mean for example

factory workers, miners, doctors and nurses, office workers, and other. Personnel

tracking has multiple advantages:

1. The crucial personnel (ie. doctors) can be quickly found at all times.

2. Automatic, proximity-based access control systems can be implemented.

In such a system, doors could open automatically if an employee with the

right clearance approaches, obsoleting magnetic cards.

3. In the event of an emergency, for example a fire, all personnel can be easily

and quickly found and accounted for. This can be of particular importance

in the case of mines.

4. Lights and air conditioning can be automatically controlled to save energy.

5. The time spent in work can be accurately calculated.

6. Employees can be caught taking excessively long coffee breaks.

Person tracking can also be applied in prisons. By incorporating a target

node in, for example, prisoner bracelets, the position of each prisoner can be

ascertained at all times. In particular, an automatic alarm can be quickly raised

if a prisoner leaves an area he is assigned to. This would be similar to the current

large scope parolee tracking systems.

Another application is in museums and other institutions attracting visitors.

If the target node is integrated into audio guides, it is possible to provide au-

tomatic commentary when the visitor approaches an exhibit [18]. Additionally,

using visitor trajectory data, administrators can judge the popularity of exhibits

and possible improvements in the layout of the exhibits.

A similar application is also possible for supermarkets. By integrating the

positioning target into a shopping cart, it is possible to measure customer flow,

to better optimize the placement of products and the layout of the supermarket.

Another, positioning application is the so called “first responder” position-

ing. This term is used to describe the emergency service personnel, for example

firefighters or policemen, who arrive first at a place of an incident, for example

fire or a crime. By tracking everybody’s position constantly, it is, for example,
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possible to guide firefighters in the building even in minimal visibility condi-

tions, and, in the case of police, it is possible to avoid friendly fire. In this case,

there is no infrastructure to rely on, making it a hard positioning case.

The applications mentioned above require an accuracy of 1m, after [1]. An

example of a person tracking application with an even higher accuracy require-

ment would be patient tracking in a hospital, if the height of the patient would

also be of interest. Height is useful to detect patients who fall.

2.3.2 Item Tracking Applications

In the item tracking scenario, the position of an item is known at all times. The

positioning target would be a tag attached to the item or it could be built into

the device itself. I present here two possible applications.

The first possible application is inventory tracking, in a warehouse, factory

or a store[19]. By using tracking, it is possible to check what is present in the

warehouse at any time, and accurately find any piece of inventory. Also, it can

be quickly detected if a given product is running out and has to be restocked.

The accuracy requirement depends on the type of inventory. A container cargo

depot would require accuracy of about 10m; a standard warehouse would require

an accuracy of 1m, including height; a library would require an accuracy as high

as 20cm.

The second application is theft prevention, such as in advanced anti-theft

tags attached to the item. Unlike the standard RFID-based solutions common

in stores, gates are not required, and the theft can be detected even if the thief

bypassed the gates in some way. Additionally, even if the theft was successful,

by using the item trajectory together with security cameras, it is easy to identify

the thief on a video.

2.3.3 Other Applications

As always, it is hard to predict all the possible uses of a new technology. Here

I mention some more applications discussed in the literature. One application

could be robot navigation[20]. Indoor robot navigation would require accuracy

of 8cm ( after [1]). Another application could be indoor environment survey-

ing. Surveying requires an even higher accuracy, in the order of 1cm. It is also

practically certain that indoor positioning will also be used for different kinds

of toys.

The applications presented in this chapter are not an exhaustive list. Also,

in a practical system, many of the applications will be used at the same time.

For example, in a hospital, the positions of doctors, patients and expensive
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equipment would be monitored all at the same time, using the same positioning

system.

2.4 Technologies for Indoor Positioning

Although RF-based technologies are most commonly used for positioning, there

are several other technologies to choose from. This section presents an overview

of the other possible technologies, their advantages and disadvantages, while the

following section presents different versions of RF positioning.

2.4.1 Optical

Optical signals, infrared or visible light, can be used for ranging and positioning.

The advantages of systems employing these technologies are a very good ranging

accuracy, low cost and low energy consumption. Laser range finders, now in

common use, serve as an example of the good ranging accuracy. However, optical

signals cannot penetrate through walls and other obstacles. For this reason,

optical positioning systems require many more sensors than RF in order to

cover an indoor environment. Additionally, optical systems are susceptible to

interference from sunlight and artificial lighting.

2.4.2 Ultra-sound

Systems based on ultra-sound can be relatively inexpensive, while precise at

the same time. Because of the low speed of sound, good ranging accuracy is

possible[21]. The system can be also inexpensive, because the low speed of sound

signifies that the signal does not have to be sampled very often, limiting the

required sampling rate and processor speed. Unfortunately, although low fre-

quency, audible sound waves penetrate obstacles quite well, ultrasound signals

do not, forcing the use of more nodes, as compared with RF. Transmitters are

also energy inefficient.

2.4.3 Inertial Navigation

Using accelerometers it is possible to measure a node’s acceleration, from which

it is possible to calculate its speed and position. The advantages of this ap-

proach are its energy efficiency and low cost. This is due to the fact that tiny,

energy efficient and cheap MEMS(Micro-Electro-Mechanical System) accelerom-

eters have become available recently. Unfortunately, small acceleration errors

can quickly cause a huge position error, making inertial navigation ill-suited for

longer autonomous operation. For this reason, this technique is used usually in
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conjunction with other techniques. Currently, virtually all new GPS-equipped

smartphones and navigation units have a MEMS accelerometer built-in. The

field of such hybrid positioning systems is very active because of this recent

popularization of the MEMS accelerometers[22, 23].

2.5 Indoor Positioning RF Systems

The technologies most commonly used for positioning are RF-based. The main

advantage of RF over other technologies is the ability to penetrate obstacles,

and, consequently, a longer range. Due to obstacle penetration, the same service

area can be covered using a smaller number of nodes. For this reason, all of

the current general purpose positioning systems use RF. Its properties, and

consequently its suitability for indoor positioning, are strongly dependent on its

bandwidth.

2.5.1 Narrowband

Narrow-band systems have a low time resolution, and are unsuitable for pre-

cise time-based ranging. However, AOA and TDOA systems based on a signal’s

phase difference are possible. Two example TDOA systems are OMEGA[24] or

LORAN(phase used for precise timing). Received signal strength(RSS)-based

systems are also possible. Unfortunately, both phase difference and RSS ap-

proaches are very susceptible to reflection-caused multipath fading, which is

strong in indoor environments.

2.5.2 Wideband

Wideband systems have an average time resolution, and are suitable for time-

based ranging. However, time-based ranging positioning accuracy can be gen-

erally not satisfactory for indoor positioning. Received Signal Strength(RSS)-

based methods are possible, and less affected by multipath fading than in the

narrowband case, due to higher bandwidth. Also, since wideband systems usu-

ally use higher frequencies, RSS variations caused by fast fading change quicker

with position. For that reason, RSS can be used for medium accuracy position-

ing, if paired with averaging techniques or pattern-matching.

The real advantage of wideband RSS is that devices capable of RSS mea-

surement are cheap and ubiquitous in today’s world. For example, cellphones

and WiFi receivers are RSS capable. This has lead the development of systems

relying on those ubiquitous devices, such as WiFi-using system by Skyhook[25].
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Figure 2.1: Comparison of direct and two-step positioning.

2.5.3 UWB

UWB is characterized by a very wide bandwidth and very high time resolution.

When time-based ranging is used, accuracies on the level of centimeters can be

achieved, much smaller than for RSS-based systems. The high bandwidth also

makes the UWB signal resistant to multipath. RSS ranging is also possible, al-

though it does not fully makes use of UWB bandwidth. Additional advantage

of UWB is that the transmitters can be energy efficient and cheap. The disad-

vantages of the UWB technology are the comparatively complicated receivers

and short range.

2.6 General Definition of the Positioning Prob-

lem

Strictly speaking, a positioning problem should be defined in terms of received

waveforms. This approach is called direct positioning[26]. However, in practice,

in most cases a two-step approach is used, where certain parameters are first

extracted from the signal, and then the position is estimated based on those

parameters. Both approaches are presented in Fig. 2.1.

The two-step approach is generally suboptimal, but it has a much lower

complexity than the direct positioning approach. Additionally, for sufficiently

high Signal-to-Noise Ratios(SNRs) and / or signal bandwidths, its performance

is close to the accuracy achieved using direct positioning[27]. Therefore, most

practical systems use the two-step approach, differing in the number and type

of parameters used. The most common parameters extracted in the first step

are: received signal strength(RSS); time of arrival(TOA); angle of arrival(AOA).

Other possible parameters include parameters connected with the impulse re-

sponse of the channel, such as mean excess delay, RMS delay spread, or maxi-

mum excess delay, and parameters connected with multipath propagation, TOAs

and RSSes of MPCs. My methods are also two step methods, and they use the

MPC TOAs as parameters.
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2.7 Theoretical Limits of Positioning Accuracy

Two theoretical error bounds are commonly used for evaluating the positioning

accuracy; Cramer-Rao Lower Bound(CRLB) and Ziv-Zakai Lower Bound(ZZLB)[28].

CRLB is easier to calculate, but the bound is tight, that is to say, it is close to

achievable accuracy, only for high SNR values. On the other hand, calculating

ZZLB is more complicated, but the bound is tight also for low SNR region.

Cramer-Rao Lower Bound sets a lower limit on the Mean Square Error(MSE)

of an unbiased position estimator. The bound is derived from the Fisher’s in-

equality equation for general variance of any estimator:

Var[â] ≤
(
1 +

δb

δa

)2
/
E

[
−δ

2 lnP

δa2

]
(2.1)

where a is the estimated parameter, in the context of positioning usually range

or position, while â is the estimator. Var[·] is the variance operator, b is the

estimator’s bias (assumed to be 0 in CRLB), E(·) is the expected value operator

and P stands for the population of P (x|a), measurements conditioned on the

parameter a. A general discussion of CRLB is presented in [29], while a more

in-depth discussion can be found in [30].

CRLB is useful because Maximum Likelihood (ML) estimators can achieve

CRLB asymptotically under certain conditions. However, that is true only for

high SNRs. The disadvantage of CRLB is the underlying assumption that the

transmitted signal was correctly detected, with some error. In the case of low

SNR, that is not always the case. In that case, noise can be mis-detected as

the transmitted signal. For that reason, the CRLB is not a tight bound for

low SNR region. To solve this problem, the Ziv-Zakai Lower Bound(ZZLB) was

introduced. ZZLB can be derived from the following general identity for the

MSE of an estimator:

E{ϵ2} =
1

2

∫ ∞

0

zP
{
|ϵ| ≤ z

2

}
dz (2.2)

where ϵ is the estimation error (â − a), z is the integration parameter and P
denotes probability. For an in-depth discussion, please see [31]. Often ZZLB

cannot be obtained in a closed form, but it provides a tighter bound on MSE of

the positioning estimator than CRLB.

Other papers discussing CRLB and ZZLB in different positioning situations

with single-path and multipath channels, LOS and NLOS, include: [29, 32, 33,

34, 35, 36].
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2.8 Positioning Techniques

This section presents common positioning techniques used for RF positioning.

All techniques use the two-step approach mentioned in 2.6, but differ in the

choice of parameters.

The first five techniques presented, RSS, AOA, TOA, TDOA and Finger-

printing, are often described as “range based”. This is because the used param-

eters correspond to the range or angle between each receiver and transmitter.

CRLB of range measurements with each technique is given when possible.

The last two techniques, Closest Neighbor and Average of Neighbors, are

examples of low complexity techniques that need very little hardware and pro-

cessing, but require dense networks to achieve good accuracy. Such methods are

especially useful in the case of wireless sensor networks(WSN).

2.8.1 Received Signal Strength - RSS

In RSS ranging, Received Signal Strength parameter is used. The transmitted

signal strength and the relation between the distance and power loss is assumed

to be known. If that is the case, by measuring the RSS, it is possible to calculate

the distance between the reference and target nodes.

Unfortunately, one of the features of the indoor environment is strong multi-

path(fast) fading and shadowing(slow fading). Multipath fading describes quick

changes in the signal level caused by interference between direct and reflected

signals. It can cause variations in the signal strength as great as 30-40 dB over

distances in the order of a half wavelength. In the case of a moving target or

reference nodes, signal strength averaging may help to remove the influence of

this kind of fading. Shadowing, on the other hand, describes slower variations of

local mean power caused by additional signal energy from reflections or losses

due to transmission through obstacles. It is impossible to remove the influence

of shadowing through averaging, which limits the accuracy achievable by RSS.

The average RSS falls exponentially with distance:

P̄ (d) = P0 − 10n log10(d/d0) (2.3)

where n is the path loss exponent, P̄ (d) is the average received power at a

distance of d in dB, and P0 is the received power at a reference distance d0. The

shadowing effects (and remaining multipath fading effects) can be modeled as

log-normal random variable, a Gaussian random variable with mean P̄ (d) and

variance σ2
sh; i.e.

10 log10 P (d) ∼ N (P̄ (d), σ2
sh) (2.4)
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Assuming this model, the CRLB of range estimation can be expressed as(after

[37, 30, 29]):√
Var{d̂} ≥ ln 10

10

σ2
sh

n
d (2.5)

where Var{d̂} stands for variation and d̂ is an unbiased estimate of d.

Equation (2.5) shows that accuracy of RSS positioning decreases with stronger

variance of shadowing σ2
sh. Additionally, higher loss exponent n increases the ac-

curacy, as the received power becomes more susceptible to distance. Finally, the

bound implies that the accuracy of RSS ranging deteriorates with distance.

It should be noted that the bound does not depend on the signal bandwidth,

although higher bandwidth does reduce multipath fading.

In practice, in order to achieve a reasonable positioning accuracy with RSS,

averaging has to be used to reduce the influence of fading. This is possible if one

of the nodes is mobile or if the environment changes. Additionally, because the

accuracy depends on distance, RSS can only be used for short range positioning.

The big advantage of RSS is the low cost and ubiquity of devices capable of RSS.

As mentioned before, every cellphone and WiFi receiver is capable of RSS.

2.8.2 Angle of Arrival - AOA

In AOA ranging, the angle of arrival parameter is used. In order to obtain AOA,

antenna arrays are most commonly employed. Times of arrival at each array

element are recorded, and the incoming angle is calculated from the differences

between the TOAs at each element. An illustration of the process is shown in

Fig. 2.2

In the case of an uniform linear array(ULA), the CRLB can be expressed as:

√
Var{ψ̂} ≥

√
3C√

2π
√
SNRβ

√
Na(N2

a − 1)l cosψ
(2.6)

where ψ̂ is the estimated angle of arrival, C is the speed of light, SNR is the

signal-to-noise ratio (assumed to be equal for all elements), β is the effective

bandwidth, Na is the number of elements in the array and l is the inter-element

spacing. SNR is calculated as: SNR = α2E/N0, where α is the channel’s atten-

uation, E is the transmitted energy and N0 is the noise power spectral density.

Effective bandwidth β can be calculated as:

β =

(
1

E

∫ ∞

−∞
f2|S(f)|2df

)1/2

(2.7)

where S(f) is the transmitted signal’s frequency spectrum.
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Figure 2.2: Illustration of Angle of Arrival ranging. The angle is calculated using
differences in TOA at each array element.

Figure 2.3: Illustration of Time of Arrival ranging. Both Time of Depar-
ture(TOD) and Time of Arrival(TOA) is needed.

It can be observed from (2.6) that increasing SNR, bandwidth, number of

elements or spacing of elements improves the accuracy of angle estimation. This

makes high bandwidth systems, like UWB, well suited for using AOA. Addi-

tionally, it should be noted that the accuracy of AOA is best for transmitters in

front of the array, but becomes very low for transmitters to the side of the array.

Finally, although AOA angular accuracy does not fall quickly with distance, If

expressed in the terms of meters, the accuracy falls with the distance.

2.8.3 Time of Arrival - TOA

In TOA, the time of arrival parameter is used, while the time of departure(TOD)

is assumed to be known. The range between two nodes is calculated using the

flight time of the signal sent from one node to another. In order to perform TOA

ranging, either the clocks at both nodes have to be synchronized or a ranging

protocol, such as two-way ranging, included, among others in the 802.15.4a

standard, must be used. An illustration is shown in Fig. 2.3.

To estimate TOA, the standard technique is to use a matched filter. A
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Figure 2.4: Illustration of Time Difference of Arrival ranging. At least two Time
of Arrivals(TOAs) are needed.

matched filter is the optimal detector in single-path AWGN channels. It has

to be noted that in reality channels are much more complicated, but for general

analysis of TOA ranging, such a simplified channel is sufficient.

CRLB for TOA estimation with a matched filter can be expressed as(after

[37, 29, 31]):

√
Var{τ̂} ≥ 1

2
√
2π

√
SNRβ

(2.8)

where τ̂ is the time-of-flight estimate. Unlike in the case of RSS, the accuracy

of TOA measurements can be increased by increasing SNR and the effective

bandwidth β. This allows for very accurate distance estimation, even within

a centimeter, when a very high bandwidth UWB signal is used. Additionally,

unlike in the RSS and AOA cases, the accuracy of distance estimation does not

depend on the distance, making TOA the technique of choice for longer ranges.

2.8.4 Time Difference of Arrival - TDOA

In some cases, TOD is not known. In that case, TOA ranging is not possible.

However, if different reference nodes are synchronized, TDOA measurements

can still be obtained. In the case of a TDOA measurement, the difference of

ranges from the target node to two reference nodes is estimated. This places

the target node on a hyperbola, with two reference nodes being the foci of the

hyperbola. An example of TDOA ranging is presented in Fig. 2.4.

The range difference can be estimated by performing TOA estimation at

both reference nodes and subtracting the results:

l̂TDOA = (t̂1 − t̂2)C (2.9)

where l̂TDOA is the estimated range difference, t̂1 and t̂1 are the estimated times
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of arrival at both reference nodes. Since TDOA measurements are based on two

TOA measurements, accuracy of TDOA also improves with SNR and band-

width. Unfortunately, the accuracy of TDOA is always worse than that of TOA

because, even if both TOA measurements are LOS, an additional parameter,

time of departure(TOD) has to be estimated.

2.8.5 Fingerprinting

In some cases, the propagation environment is so hard that the standard rang-

ing methods cannot be used, or the number of receivers is low, or only RSS

measurements are possible, but accuracy higher than that of RSS ranging is

desired. In such cases, fingerprinting methods can be used.

In fingerprinting, a set of measured parameters is compared with a database

of pre-measured location “fingerprints”. Next, either the closest matching lo-

cation or some combination of close matching positions is used as the position

estimate. The choice of the fingerprint parameters depends on the capabilities

of the receivers.

The advantages of fingerprinting method are its low requirements, in terms

of capabilities and the number of receivers. Fingerprinting can be more accurate

than RSS. Additionally, fingerprinting works even in strongly NLOS environ-

ments, where other ranged solutions fail.

Unfortunately, the great disadvantage of fingerprinting is the need for many

measurements in the system initiation phase. Additionally, with time the envi-

ronment can change, changing the parameters used for fingerprinting and forcing

re-measurement.

Currently the most popular fingerprinting systems are based on 802.11 net-

works, using RSS for fingerprinting[38]. Channel Impulse Response(CIR) is also

often used for calculating fingerprints. [39] presents a CIR-based fingerprint-

ing system for use inside mines, an extremely NLOS environment. An in-depth

discussion of fingerprinting is also presented in [40].

2.8.6 Closest Neighbor

In some cases, range-based solutions cannot be used. Possible reasons can be,

for example, power constraints or lack of any ranging functionality in the used

protocol. In such cases, simplified methods have to be used.

The simplest method is the closest neighbor solution. The position of the

closest reference node is reported as the position of the target node. This tech-

nique can be used in any communications system, but, apart from very dense

systems, positioning accuracy is very low. In the case of a cellular network, this

technique corresponds to finding the Cell ID currently used by the subscriber.
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2.8.7 Average of Neighbors

A more advanced technique than Closest Neighbor is Average of Neighbors. This

technique can be used if the target node is in range of a few reference nodes,

which it can detect. The target node’s position is reported as the average of the

seen target nodes. This approach can be extended to cooperative positioning.

The accuracy can be much improved when compared with Closest Neighbor

technique, although a dense network is required. This method is particularly

suited for WSNs.

2.9 Summary

This chapter presented an overview of the field of Indoor Positioning. After defin-

ing the term and discussing the reason for a separate field, possible technologies

for Indoor Positioning were introduced. From the proposed technologies, only

RF-based technologies had signals that were able to penetrate obstacles. From

the RF-based technologies, UWB had the best ranging accuracy and multipath

fading resistance.

Next, the general definition of positioning in the RF case was presented,

as well as theoretical limits for positioning. Finally, different positioning tech-

niques were evaluated. From among the presented methods, Closest Neighbor

and Average of Neighbors can provide a rough position; RSS with averaging

can provide accuracy in the range of 1-3m, while TOA,TDOA and AOA can

provide accuracies below one meter, in optimal case even 1cm. Fingerprinting,

with right parameters and/or large number of receivers, can achieve accuracy

below 1 meter, but that requires many calibration measurements, which have

to be repeated frequently.
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Chapter 3

UWB Indoor Positioning

Overview

This chapter presents an overview of UWB positioning. First, the definition

of UWB and legal limits on its usage are discussed. Next, UWB systems cur-

rently in use are presented. Finally, an overview of the research topics in UWB

Positioning is presented. A good general introduction to UWB positioning is

presented in [9]. A good general treatment is given in [37, 29].

3.1 Definition of UWB

A UWB signal is characterized by its very large bandwidth compared to the con-

ventional narrowband systems. According to the definition used by the FCC[3],

the signal has to have either an absolute bandwidth of over 500MHz, or frac-

tional bandwidth greater than 0.2. The bandwidth here is defined as -10dB

bandwidth, between -10dB emission points.

The definition does not set the modulation used inside the band, but in

practice two main UWB types emerged. Multi Band(MB) OFDM is an exten-

sion of standard OFDM techniques, used, for example in Wi-Fi networks. It is

particularly well suited to high data throughputs. WiMedia Alliance Wireless

USB standard uses this modulation[6].

The other possible modulation is called “impulse radio”(IR) or “direct se-

quence” (DS) UWB. In this case, ultra short pulses are used for transmitting

information. This approach has lower cost and lower energy consumption, mak-

ing it preferable for WSN type solutions. Because this dissertation focuses on

positioning using cheap, energy effective devices, only IR-UWB will be discussed

further.
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Figure 3.1: FCC(USA) emission limits for indoor and outdoor UWB systems.

3.2 UWB Regulations

The first country to codify the unlicensed use of UWB was the USA in 2002[3].

Japan followed in 2006, and the EU in 2007. The regulations imposed emission

limits and other regulations on unlicensed UWB use in order to limit the in-

terference to narrowband systems that use the same band. The original idea

was to have international, synchronized UWB regulations. However, in practice

different regions have different bands and slightly different regulations for UWB

use.

The most lax regulations were introduced by FCC in USA[3]. The regulations

set the main UWB band to from 3.1 GHz to 10.6 GHz. The radiated power in

this band is limited to -41.3dBm/MHz, both indoors and outdoors. Fig. 3.1

presents the emission limits for indoor use.

European regulations are in comparison much stricter[4]. Two narrower

bands, 3.4 to 4.8GHz and 6.0 to 8.5GHz, with the -41.3dBm/MHz emission

limit, were designated for indoor/portable UWB systems use. Fixed outdoor

systems are not covered. The lower 3.4 to 4.8GHz band can only be used with

proper interference mitigation techniques. Fig. 3.2 presents the emission limits

for indoor use.

Finally, the Japanese Ministry of Internal Affairs and Communications(MIC)

also designated two bands, 3.4 to 4.8GHz and 7.25GHz to 10.25GHz for UWB

use[5]. Emissions limits for those bands are again -41.3dBm/MHz. Only indoor

systems are allowed. Interference mitigation techniques are required in the lower

band. Maximum data rate is 50Mbps. Mobile, not AC mains-connected devices

can only send signals after receiving a signal from a mains-connected device.

Fig. 3.3 presents the emission limits for indoor use.

Singapore and Korea also have UWB regulations at the present time, and

regulations in other countries will follow.

For cost reduction reasons, most mass market UWB systems will have to
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Figure 3.2: ECC(European Union) emission limits for indoor UWB systems.
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Figure 3.3: MIC(Japan) emission limits for indoor UWB systems.

comply with regulations of all major world markets. Comparing the emission

limits in the USA, the EU and Japan, it can be seen that there are two bands

common to all regions, 3.4 to 4.8GHz band and 7.25 to 8.5GHz band. Most

of the systems will therefore use one of those two bands. Since the lower band

requires interference mitigation techniques, as mentioned above, the upper band

is used by most of the commercial systems. The 3.4 to 4.8GHz band was used

in my measurements.

Comparing to the FCC 7.1GHz-long block of spectrum, these two bands

seem small, but each band has still over 1GHz bandwidth. Also, even if the

device is only designed to comply with FCC regulations, it might be wise to

avoid the use of the frequencies belonging to the 5GHz ISM band. The 5GHz

ISM band will in foreseeable future become as saturated with WiFi and other

systems as the 2.4GHz ISM band currently is, causing strong interference to

UWB systems using those frequencies.
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3.3 Characteristics of UWB

The characteristics of UWB are formed by two factors; its high bandwidth

and the strict power limits imposed on it. Strict limits on the radiated power

seriously limit the range of UWB systems. The longest achievable range is in

the order of a few hundred meters, but practical achievable indoor ranges are

below a hundred meters. This limits the usefulness of UWB systems to indoors

or short range outdoors applications.

The advantages of high bandwidth/good time resolution are:

• Good ranging accuracy

• Direct path resistant to multipath

• Possibility of high-speed data communications

• Low cost - baseband processing possible

• Low energy consumption - burst operation possible

The disadvantage of the high bandwidth is the amount of captured noise and

interference. This disadvantage can be mitigated using one of two methods.

The first method uses the fact that, if IR-UWB is used, the energy of the signal

is concentrated in short pulses, usually less than 1ns in length, which, in low-

rate applications, can be sparsely placed. At the same time, the noise energy is

spread over time. By applying a narrow time window to the received signal, it

is possible to capture most of the signal’s energy while limiting the amount of

captured noise. This method can be used for ranging with the proposed 802.15.4f

[8] OOK-UWB PHY, or 802.15.4a UWB PHY

Another method is to encode each bit using not one, but multiple lower

power pulse chips, offsetting the higher captured noise with processing gain.

This approach has an advantage in the presence of interference, but, because it

requires more processing and more advanced transmitter and receiver architec-

tures, it is more expensive and power-hungry. Note that even if the first method

is used, code-spreading or repetition would still be employed on top of it, but

with smaller spread. The largest source of interference in the FCC UWB band

are the Wi-Fi and other systems working in the 5GHz ISM band.

An additional consequence of the high bandwidth is the resolvable MPCs

in the received waveform. The additional, reflection-caused delay of MPCs is

usually longer than the transmitted pulse width (if IR-UWB is used). For that

reason, the direct and multipath components overlap much less than in the

case of less wideband systems. This makes many of the MPCs resolvable, and

improves the accuracy of the direct path component detection.

Fig. 4.1 presents an example received waveform for the case of one pulse

being sent. MPCs detected using CLEAN algorithm (see 5.1.5) are marked with
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Figure 3.4: Example received waveform recorded in the lecture room environ-
ment, receiver R3 (see Fig. 5.5). Black bars mark the detected MPCs. t̂j3 are
estimated TOAs of those MPCs. CLEAN algorithm (see Section 5.1.5) was
used for detection.

black bars. MPCs resolvability does not principally depend on the modulation

type, but on the bandwidth. MPCs are also resolvable if OFDM UWB is used,

although the explanation is harder in that case.

MPC resolvability can be exploited in many ways. In the simplest approach,

if the transmitted UWB pulses are sparse in time, by setting a longer integration

window in the receiver, power of all the MPCs can be used, instead of just the

direct path component power. This increases the energy of the signal, and limits

the multipath fading effect. However, by increasing the length of an integration

window more noise is also captured. The integration window’s length has to be

chosen so that to capture the strongest MPCs, but at the same time as little

noise as possible.

Another approach is to use the channel impulse response shape as a finger-

print in fingerprinting positioning methods[40]. Coarser impulse response statis-

tics, like mean excess delay, RMS delay spread, or maximum excess delay, can

also be used for this goal. As with other fingerprinting approaches, extensive

pre-measurements are needed.

Next, the impulse response statistics can be used for NLOS situation detec-

tion [41]. The impulse response shape was proven to be noticeably for LOS and

NLOS cases.

Finally, MPC estimates might be used separately, as an additional source of

positioning information, the approach I use.

3.4 Current UWB Positioning Systems

A few UWB-based positioning systems are already commercially available. Bas-

ing on the company literature, this section describes the two most popular com-

mercial systems, Ubisense and Dart UWB platforms. Both systems are propri-

etary. The descriptions include the claimed accuracies of each system. Those
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Figure 3.5: Ubisense 7000 series sensor and tag (not to scale). Taken from
Ubisense website [10].

have to be taken with a grain of salt, since these accuracies were most probably

achieved in best-case scenarios.

3.4.1 Ubisense

The most successful company in the field of UWB positioning is, to date,

Ubisense[10]. Ubisense delivers a precise, real-time location system consisting

of sensor receivers and small wearable/attachable tags. Fig. 3.5 presents the

Ubisense sensor receiver and tag. The system is claimed to achieve 30cm 3D ac-

curacy even in complex indoor environments, have a maximum sensor-tag range

of 50m and be able to track the tags position a few times a second. The system

is all purpose, with the main applications being in industry, transit and military

training.

As to the technology, IR-UWB pulses in 6-8GHz band are used, making

the system compliant with both EU and USA regulations. Each sensor uses

a two by two antenna array, making 3D AOA possible. TDOA, using signals

received at different sensors, is also concurrently used. UWB is used only for

positioning. Communication with tags is done using conventional 2.4GHz links.

Sensors communicate among themselves using standard Ethernet links, cable or

Wi-Fi. The tags are reported to work for over 4 years on one battery, if 3 second

update interval is used.

3.4.2 Dart UWB

Another commercial UWB positioning system is the Dart (formerly Sapphire)

UWB system by Zebra Enterprise Solutions (formerly Multispectral Solutions)[12].

The system design is the same as Ubisense’s, wall-mounted sensor receivers and

movable tags. This system claims under 30cm accuracy, 50m indoor range, and

3500 tags per hub maximum. The system is clearly aimed at harsh industrial

environments/outdoor settings.
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The systems uses 6.35 to 6.75 GHz band, making it compliant with both EU

and USA regulations. The used positioning technique was not specified in the

literature, which suggests TDOA, a standard solution in the UWB case. UWB

is used only for positioning, communication with the tags is not possible. The

sensors are connected using wired Ethernet connections. The tags are reported

to work for over 7 years on one battery, if 1 second update interval is used.

3.5 UWB Standards Supporting Positioning

Although standardization of high-rate UWB in the IEEE 802.15.3a task group

was unsuccessful, IEEE 802.15.4a task group successfully standardized UWB

PHY for low-rate WPAN, with ranging capabilities. Additionally, IEEE 802.15.4f

task group[8] is currently in process of standardizing a simpler, very low-cost

OOK-UWB PHY for active RFID and Real Time Location Services(RTLS).

3.5.1 IEEE 802.15.4a

The IEEE 802.15.4a UWB alternative PHY is designed for low-rate, low-power

WPAN applications, such as Wireless Sensor Networks(WSN). It includes rang-

ing capabilities, using the set preamble of 802.15.4a UWB PHY packets and a

dedicated two-way ranging protocol. Ranging accuracy of below 1[m] was envis-

aged.

To date, two companies have created products based on this standard:

IMEC[42] and Decawave[43]. IMEC has presented the first working 802.15.4a

system, but the commercial-grade system is still unavailable.

In comparison, samples of the Decawave UWB ScenSor chip were already

shipped to select customers. Manufacturer claims 10[cm] accuracy and 10 year

life on a standard watch battery. The advantages of integrated solutions based

on international standards, such as Decawave’s, are low per-unit cost and versa-

tility. The same chip can be used for either a sensor or a tag and no additional

channel is needed for data. Furthermore in the future, chips from other makers

should be able to work together with Decawave devices.

3.5.2 IEEE 802.15.4f

Another alternative PHY for IEEE 802.15.4 is currently being standardized by

the 4f task group. This OOK-UWB PHY is aimed for very low-cost active RFID

tags for RTLS. Ranging is the core functionality in these applications. Compar-

ing to IEEE 802.15.4a, the proposed PHY uses simpler modulation scheme,

lower pulse and data rate, and has generally lower requirements. My research is

envisaging using this type of system for localization.
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3.6 UWB Research topics

This section presents an overview of the current research topics in UWB, finish-

ing with a subsection on using the Channel Impulse Response for positioning,

the subject closest to my research.

3.6.1 UWB Channel Characterization

One of the first topics of UWB research was characterization of the indoor UWB

channel[44]. Narrowband propagation models cannot be straightforwardly used

for UWB propagation, because those models assume a narrowband channel.

Many bigger measurement campaigns for channel characterization were moti-

vated by the work on the IEEE 802.15.3a and IEEE 802.15.4a standards.

During work on 802.15.4a, nine environments, in which positioning systems

might operate, were chosen for comparisons: residential, office, outdoor and

industrial, in LOS and NLOS conditions, in addition open outdoor environment

NLOS [45]. UWB channel measurement campaigns were performed in those

environments [46, 47].

From these results, the model for UWB propagation channel was selected.

Saleh-Valenzuela model[48] was used to model the channel impulse response.

Saleh-Valenzuela models MPCs as arriving in clusters. After choosing the model,

model parameters for different environments were calculated using the measure-

ment data. Research for IEEE 802.15.4a used those models to compare different

communication or positioning schemes. Presently those models are still used for

method comparisons.

3.6.2 Theoretical UWB Positioning Bounds

Using a propagation model, it is possible to calculate a theoretical limit for

positioning accuracy. As discussed in 2.7, Cramer-Rao(CRLB) and the Ziv-

Zakai(ZZLB) lower bounds are commonly used. Some papers on the subject are

[31, 33, 49, 50, 34, 27, 51].

Early papers concentrated on CRLB and simpler propagation models, while

the current papers generally calculate the tighter ZZLB in different NLOS sce-

narios.

3.6.3 UWB Receivers

Because of the unique problems of UWB receivers, there is much research on

them. The first problem is that, because of the high bandwidth signal, reception

of the UWB signal is problematic. The second problem is the resolvable multi-
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path nature of the channel, a challenge but also an opportunity. Three receiver

types are usually considered.

Early papers concentrated on RAKE-type receivers[52, 53]. RAKE receivers

have many taps, or “fingers”. Each finger is synchronized to one delayed copy

of the received signal, MPC. The energy from each finger is then combined for

optimal detection. RAKE receivers are able to efficiently utilize the energy of

later arriving MPCs. However, it became clear that the number of RAKE fingers

needed to capture a big part of the UWB signal is very high, making the receivers

complex, power-hungry and expensive. Additionally, the high data rate UWB

become dominated by MB-OFDM-based systems (Wimedia Alliance’s Wireless

USB), and not IR-UWB. In low-rate, low-cost applications, low cost and low

power of the receiver are the primary concerns.

The focus has since then moved to reduced complexity receivers, such as

threshold[33], Transmitted Reference [54, 55] and Energy receivers[56]. Those

receivers are more appropriate for low-cost applications predicted by 802.15.4a.

The energy receiver is a subject of special attention because of the low com-

plexity and possibility of non-coherent use.

The third receiver type is a direct sampling receiver. It is at presently possi-

ble to directly sample a UWB signal, but it is very difficult, with multiple high

speed Analog-Digital Converters(ADC), wide data buses and huge power con-

sumption. This type of receiver is the most versatile, it potentially offers the best

possible quality of reception. However, at present it is confined to laboratories.

It is important to note that, although currently the reduced complexity re-

ceivers are the mainstream of used receivers, with advances in miniaturization,

more sophisticated receiver architectures, RAKE and direct sampling, will be-

come cost-effective.

3.6.4 NLOS Problem

One of the greatest problems for UWB indoor positioning is when a link to a

reference node is in NLOS condition. The majority of the time-based positioning

methods assume that it is possible to detect the direct path component, whose

delay corresponds to the distance between the reference and target nodes. How-

ever, in a NLOS condition, this path is blocked by an obstacle. If the direct

path is not detected, the receiver will miss-interpret a later MPC as the direct

path, causing the so called NLOS error. The NLOS error is always positive and,

because of UWB’s good ranging accuracy, usually dominates the total error.

The NLOS problem was analyzed theoretically in [27]. An important result

of this study was that, unless there is information available about the NLOS

error (probability density function, mean error, etc.), ranges containing NLOS
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error should be ignored.

Many methods for the mitigation of the NLOS error were proposed. The

simplest method, for greater than necessary number of reference nodes, relies

on performing least squares-based positioning using subsets of the reference

nodes. The subset has to contain at least 3 receivers in the case of 2D TOA

ranging, 4 for 3D TOA, or 5 for 3D TDOA. Each subset is then assessed basing

on the residual of the LS solution. Subsets containing reference nodes with links

in NLOS condition should have much higher residual. [57] proposes to choose

the best set basing on the lowest residual. [58] proposes a weighted solution,

the estimated position is a weighted average of positions calculated for each set,

weight being an inverse of the residual.

Other approach is to first detect links in the NLOS condition, and then either

ignore those links, or use them in a different way. [41] presents a comprehen-

sive list of NLOS condition detection methods. The methods mentioned include:

calculating variance of a series of range measurements, using the channel im-

pulse response statistics(also proposed in [59]) and changes in SNR. In [60] this

approach is used for 3 receiver TOA positioning. If all three measurements are

detected as LOS, all three are used. If one of is detected as NLOS, it is ignored,

and the position is calculated assuming instead that the hight didn’t change

since the last three receiver measurement.

This is one of the cases when the methods proposed in this dissertation can

be used. If, after rejecting NLOS links, the number of available receivers is only

2(for TOA) or 3(for TDOA), the proposed methods can be used to improve

positioning accuracy.

If the range error probability density function(PDF) for the environment

is known, a simple solution is to use a Maximum Likelihood solution for the

position of the target node, instead of LS. However, to know the PDF, pre-

measurements are required. To partially remove this restriction, PDF can be

modeled by assuming a simplified NLOS scattering model[61].

Finally, if tracking is used, movement from a LOS to NLOS region produces

a quick change in position. This can be detected and used to filter out NLOS

measurements.

3.6.5 Tracking

In practical systems, there will be multiple observations of a target node’s po-

sition over a period of time. Using all observations, more accurate position es-

timation can be performed. If the target is stationary, many simple techniques,

such as position averaging, can be used to improve the position estimate. How-

ever, in many practical cases, the target node will be moving. The problem of
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estimating an object’s position at consecutive time instants is called tracking.

The problem is usually expressed in mathematical terms as a Markov process.

The simplest way of position tracking is the Kalman filter[62]. Kalman filter

can be used for tracking the position, or the position and speed. The advantage

of the Kalman filter is the low computational complexity. The disadvantages are

the underlying assumptions of a linear system and a Gaussian error distribution.

Unfortunately, positioning is not a linear problem, and the error distribution is,

in many cases, poorly approximated by Gaussian. This is especially the case if

NLOS error is taken into consideration.

To address those problems of the Kalman filter, more advanced approaches

were proposed. Extended Kalman filters and unscented Kalman filters were de-

signed to function properly also for non-linear problems. Finally, a method called

Particle Filter, also known as sequential Monte Carlo(SMC), was proposed. Par-

ticle filters approximate the posterior probability of a state with a number of

samples. Any probability distribution can be represented, not only Gaussian.

[63] presents a good example of using a particle filter for tracking. NLOS errors

were among the parameters tracked.

It also interesting to note that the method described in [63] makes use of

inertial positioning. Inertial positioning can be easily incorporated into tracking.

3.6.6 Using Channel Impulse Response/MPCs

One of the features of UWB is its good time resolution of the UWB signal, and,

consequently, resolvable MPCs in the received waveforms, forming a Channel

Impulse response(CIR). This feature can be used to improve positioning in many

ways.

On way is to use the shape of the CIR to detect the NLOS condition as

mentioned in section 3.6.4[41]. CIR shape is, on average, significantly different

between LOS and NLOS cases, and can be used for distinguishing the two cases.

Another approach is proposed in [64]. A few strong MPCs are being continu-

ally tracked using an Extended Kalman Filter. In the event of the disappearance

of a direct path, the MPCs are used as a backup for ranging positioning infor-

mation until the direct path reappears.

The paper closest to my own research is [65]. The authors perform 2D posi-

tioning using a single receiver and the knowledge of the walls in the environment.

The idea of using MPC ranges and reflector-mirrored receivers/anchors is very

close to my approach, but by performing only a 2D simulation with walls as the

only reflectors, the achieved results are not representative of a real environment.

32



Chapter 4

Proposed Reflection-Aided

Positioning Methods

The aim of this chapter is to describe in detail the proposed reflection-based po-

sitioning methods. The proposed methods assume a detectable direct path, in

other words a LOS situation. The first section presents an overview of the prob-

lem, the reason for using reflections, and the problems inherent in it. The sec-

ond section describes the system model. It contains the definitions of the terms

and system elements used in the method descriptions. Conventional positioning

methods, that the proposed methods will be compared with, are presented in

the third section. The next three sections present the three proposed methods, 2

Receiver TOA RAML, 2 Receiver TOA RALS and 3 Receiver TDOA DRAML.

Finally, the last section contains a summary of the chapter.

4.1 Problem Overview

This section presents the problem of positioning with few receivers, reasons for

using reflections, and problems caused by this approach.

Conventional 3D Positioning methods require at least 3 receivers for TOA,

or 4 receivers for TDOA positioning. Those numbers already assume a basic

a-priori knowledge, since solving positioning equations with 3/4 receivers will

usually result in two possible transmitter positions, one of which has to be

chosen. As an example of such required a-priori knowledge, GPS system assumes

that the user is not in outer space, but close to Earth, and most indoor ceiling-

mounted positioning systems will assume that the user is below, not above, the

ceiling.

In some situations, the minimum required number of LOS receivers for 3D
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Figure 4.1: Example received waveform recorded in the lecture room environ-
ment, receiver R3 (see Fig. 5.5). Black bars mark the detected MPCs. t̂j3 are
estimated TOAs of those MPCs. CLEAN algorithm (see Section 5.1.5) was
used for detection.

positioning is not available. The UWB transmitters have a short range, and

shadowing caused by obstacles can block the direct path. Additionally, for fi-

nancial reasons, the receiver density will often be as low as possible. If the

number of receivers is one too few, the conventional approach is to reduce the

problem to 2D by assuming height [60]. The advantage of this approach is its

simplicity. However, in this approach, the height of the transmitter cannot be

determined, which might be a problem for some applications. Additionally, even

if only 2D position is considered, wrongly assumed height can introduce a sig-

nificant positioning error.

To be able to perform 3D positioning, but with fewer than the conventional

minimal number of receivers, more information is needed. My proposed solution

is to use the later arriving MPCs in the received waveform, together with the

knowledge of big flat reflective surfaces in the environment. Time resolution of

the UWB signal is high enough to distinguish not only the direct-path compo-

nent, but also later arriving MPCs. MPCs are largely caused by reflections and

diffractions from indoor features, furniture or people. Indoor features usually

include big, flat reflective surfaces, ceilings and walls, subsequently called reflec-

tors. MPCs caused by reflections from the reflectors can be used for positioning.

Fig. 4.1 presents an example received waveform. MPCs detected using CLEAN

algorithm (see 5.1.5) are marked with black bars.

If, considering one reflector-receiver pair, it was known which MPC detected

in the received waveform matched the reflection from the reflector, using this

MPC for positioning would be relatively easy. In an example shown in Fig. 4.2,

5 MPCs with time of arrival (TOA) estimates [t̂1n, · · · , t̂5n]T are detected in

the waveform received by the receiver Rn, where n is the receiver number. First

TOA, t̂1n, in LOS conditions, corresponds to the direct path, making it useful

for positioning. If it is known that t̂4n corresponds to reflection from the reflector

FRm, where m is the reflector’s number, t̂4n can also be useful. t̂4n can be used as
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Figure 4.2: Reflections example – 5 MPC TOAs [t̂1n, · · · , t̂5n]T are detected at
receiver Rn. In LOS conditions, the first TOA matches the direct path. Problem
- Which TOA matches the FRm-reflected path?

Table 4.1: Methods used for TOA and TDOA positioning.

No. of
receivers

4 3 2

TDOA
4 unknowns

Direct Solution (DS)
DRAML,
Assumed Height(AH)

Future research

TOA
3 unknowns

Least Squares,
ML, etc.

Direct Solution (DS)
RAML, RALS,
Assumed Height(AH)

an additional TOA measurement at Rm
n , the mirror image of the real receiver

through reflector. However, in reality, it is not known which MPC matches the

reflection. In the example, it could be any of the detected MPCs, including

MPCs caused by the three unknown reflectors, and also direct-path t̂1n.

In my research, I developed two positioning methods for TOA and TDOA

positioning that use later arriving MPCs, while solving the problem discussed

in the previous paragraph. The relationship between the conventional methods

and the methods that will be described in this chapter is illustrated in Table

4.1. Methods proposed by me are distinguished with bold font.

The marked methods in the table have already been presented in a series of

papers. In [66], I presented a Reflection-Based Least Squares method(RALS) for

2 receiver TOA positioning. In [67], I presented a more accurate Reflection-Aided

Maximum Likelihood(RAML) method for 2 receiver TOA positioning. This

method is described in Section 4.4. In [68], I presented the TDOA Reflection-

Aided Maximum Likelihood(DRAML) method for 3 receiver TDOA positioning.
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This method is described in Section 4.6.

4.2 System Model

This section defines the terms used in the method description. Those include

the system components: transmitter, receivers, reflectors; as well as the terms

used to describe MPCs in the received waveforms.

Consider a system with a mobile UWB transmitter and a set of N sta-

tionary, synchronized receivers R = {R1, . . . ,RN}. Let b = [xb, yb, zb]
T

be a vector representing the unknown 3D position of the transmitter and let

rn = [xn, yn, zn]
T , n ∈ {1, . . . , N} vector represent the known position of Rn.

The superscript “T” stands for transpose. The transmitter transmits a pulse

waveform. Waveform received by Rn ∈ R is often represented in the literature

as:

rn(t) =

Kn∑
k=1

αk
ns(t− τkn) + en(t) (4.1)

where Kn is the number of MPCs, αk
n and τkn are the fading coefficient and the

delay of the kth MPC, respectively, en(t) is a zero-mean additive white Gaussian

noise (AWGN) and s(t) is the transmitted pulse waveform. Subscript n is the

receiver number to which the parameter applies, n ∈ {1, · · · , N}.
The position of the transmitter b is considered to be inside a Service Area

SA, defined by a vector [xmin, ymin, zmin, xmax, ymax, zmax]
T :

b ∈ SA ⇔
xmin ≤ xb ≤ xmax

ymin ≤ yb ≤ ymax

zmin ≤ zb ≤ zmax

(4.2)

The transmitter position probability distribution in the SA is considered to be

unknown.

Let FR = {FR1, · · · ,FRM} be a set of knownM big, flat reflective surfaces,

for example ceilings and walls. Each reflector FRm is defined by roughness σ2
FRm

and a 3D surface equation:

Amx+Bmy + Cmz +Dm = 0√
A2

m +B2
m + C2

m = 1
(4.3)

where [Am, Bm, Cm, Dm]T is a vector of the normalized surface coefficients

of FRm and [x, y, z]T is a vector of coordinates in 3D space. [Am, Bm, Cm]T

is the normal vector of FRm, which is one of the advantages of this surface’s
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Figure 4.3: Relationship between the receiver Rn, reflector FRm and reflected
receiver Rm

n .

representation.

Roughness σ2
FRm

is the MPC range variance caused by the reflection from

FRm. σ2
FRm

models the error in the reflector position and the influence of the

irregularities of the reflector. Reflector position error is caused by imperfect

surveying/estimation of the position. Reflector irregularities are the differences

between the modeled flat reflector and the real reflector. Some examples are: wall

outcroppings/niches, lights, blackboards, etc. . A Gaussian, non-angle dependent

error function is the simplest way to statistically model the mentioned two error

sources.

A FRm-reflected path between the transmitter and Rn can be represented

by a direct path between the transmitter and Rn’s mirror image through FRm.

Let Rm
n designate the mirror image of Rn through FRm. In addition, let rmn =

[xmn , y
m
n , z

m
n ]T designate the position vector of Rm

n . rmn can be calculated as:

rmn = rn − 2
(
rn ·

Am

Bm

Cm

+Dm

)Am

Bm

Cm

 (4.4)

where “·” is the scalar product. Fig. 4.3 shows the relationship between Rn,FRm

and Rm
n .

In the ranging step, each receiver Rn can detect not only the first, but all

distinct MPCs in the received waveform. For each Rn, let tn be a vector of

detected MPC Time of Arrival(TOA) estimates tn = [t̂1n, . . . , t̂
Jn
n ]T , where Jn is

the number of detected MPCs. Each TOA is an estimate of the sum of MPC’s

delay τ jn and a Time of Departure(TOD), t̂jn = τ̂ jn + tD. t̂
j
n is assumed to have a
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Gaussian error distribution, t̂jn ∼ N(tjn, (σ
j
n/C)

2
). This assumption implies that

the direct path was detected, LOS situation.

In the case of TOA ranging, TOD is known and, assuming free space propa-

gation, a vector of MPC range estimates dn = [d̂1n, · · · , d̂Jn
n ]T can be calculated

as:

d̂jn = (t̂jn − tD)C, j = 1, . . . , Jn (4.5)

d̂jn = djn + ejn∼N(0, σj
n

2
) (4.6)

where C is the speed of light and tD is the TOD.

In the case of TDOA ranging, TOD is not known. Without the knowledge

of TOD, the direct calculation of ranges is impossible. Range differences, using

the first MPC detected at R1 (t̂11) as reference, are calculated instead. In order

for the range differences to be always positive, the receivers are reordered so

that t̂11 is the lowest TOA. R1 is swapped with the receiver corresponding to

the lowest t̂1n, Rn. Assuming free space propagation, a vector of MPC range

difference estimates ln = [l̂1n, · · · , l̂Jn
n ]T is calculated as:

l̂jn = (t̂jn − t̂11)C, j = 1, . . . , Jn (4.7)

l̂jn = ljn + ejn∼N(0, σj
n

2
+σ1

1
2
) (4.8)

A total of N vectors is calculated, one for each receiver. This includes R1, for

which l̂11 = 0.

4.3 Conventional Positioning Methods

This section describes the conventional positioning methods, starting with TOA

methods and continuing with TDOA methods.

4.3.1 Conventional TOA Positioning

In a general case, if N receivers are available, the transmitter’s position vector,

b = [xb, yb, zb]
T , can be estimated by solving a set of quadratic equations:

(xb−x1)2+(yb−y1)2+(zb−z1)2= d̂11
2

...

(xb−xN )2+(yb−yN )2+(zb−zN )2= d̂1N
2

(4.9)

where rn = [xn, yn, zn]
T is the position vector of receiver Rn and d̂1n is the

estimate of the direct-path distance to Rn.
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For N > 3, this set of equations is overdetermined. Many positioning meth-

ods have been proposed for use in this case. The simplest method is to calculate

the least squares solution, which corresponds to the maximum likelihood solu-

tion in the case of equal, Gaussian ranging errors. If more information about

the ranging error probability distribution is known, more elaborate maximum

likelihood methods can be used.

In the case of N = 3, the conventional method is to solve the equation set

directly. This case, the TOA Direct Solution(TOA-DS), will be discussed in

detail in this section.

In the case of N = 2, the conventional method is to assume height and solve

the equation set in 2D. This case, the TOA Assumed Height(TOA-AH), will

also be discussed in detail in this section, after DS.

3 Receiver TOA Direct Solution(TOA-DS)

If N = 3, three receivers are available, the equation set (4.9) becomes:
(xb−x1)2+(yb−y1)2+(zb−z1)2= d̂11

2

(xb−x2)2+(yb−y2)2+(zb−z2)2= d̂12
2

(xb−x3)2+(yb−y3)2+(zb−z3)2= d̂13
2

(4.10)

This equation set is normally directly solvable, yielding two solutions. One of

them has to be chosen, which can be a problem. In many cases, one of the

solutions will fall outside of the Service Area(SA) of the system, and can be

discarded. This is usually the case for indoor positioning systems. If the posi-

tioning system is ceiling-mounted, one solution will always be above the ceiling.

Another common way of dealing with the problem of two solutions is to choose

the solution closer to the previous transmitter’s position, if that is available.

Fig. 4.4 presents an example of TOA-DS positioning.

2 Receiver TOA Assumed Height(TOA-AH)

Equation set (4.9) does not have point solutions for N = 2. The conventional

approach in this case, proposed for example in [60], is to reduce the problem to

2D by assuming the value of the height coordinate. With that assumption, the

equation set becomes:
(xb−x1)2+(yb−y1)2+(zb−z1)2= d̂11

2

(xb−x2)2+(yb−y2)2+(zb−z2)2= d̂12
2

yb = hb

(4.11)
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Figure 4.4: Example of TOA-DS Positioning. 2 receiver 2D example shown for
ease of presentation. Two solutions can be observed.

Figure 4.5: Example of TOA-AH Positioning. 1 receiver 2D example shown for
ease of presentation. Two solutions can be observed.

where hb is the receiver’s assumed height. hb should be set to the mean expected

height of the transmitter. If no information on height is available, then the mean

height of the Service Area(SA) can be used.

This method performs well if the transmitter’s height is nearly constant. One

example is a transmitter attached to a shopping cart. However, if the height

changes, as it does in the case, for example, when the transmitter is attached to

a warehouse box, the result can have a large error, also when only 2D position

is considered.

Additionally, the equation set has, like in the 3 receiver DS case, two solu-

tions. Unfortunately, compared with the DS case, both of those solutions fall

inside SA bounds in many more usage scenarios.

Fig. 4.5 presents an example of TOA-AH positioning.
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4.3.2 Conventional TDOA Positioning

In a general TDOA positioning case, if N receivers are available, the transmit-

ter’s position vector, b = [xb, yb, zb]
T , can be estimated by solving a set of

equations:

l̂12=
√
(xb − x2)2 + (yb − y2)2 + (zb − z2)2

−
√
(xb − x1)2 + (yb − y1)2 + (zb − z1)2

...

l̂1N =
√
(xb − xN )2 + (yb − yN )2 + (zb − zN )2

−
√
(xb − x1)2 + (yb − y1)2 + (zb − z1)2

(4.12)

where rn = [xn, yn, zn]
T is the position vector of receiver Rn and l̂1n is the

estimate of the range difference between the range to Rn and to R1. Each

equation of (4.12) expresses a hyperboloid. This hyperboloid is a locus of points

with difference of ranges to R1 and Rn equal to l̂1n.

For N > 4, this set of equations is overdetermined and, as in the TOA case,

many different positioning methods are possible. This includes least squares,

maximum likelihood, discarding unreliable measurements, and others.

In the case of N = 4, the conventional method is to solve the equation set

directly. This case, the TDOA Direct Solution(TDOA-DS), will be discussed in

detail in this section.

In the case of N = 3, the conventional method is to assume height and solve

the equation set in 2D. This case, the TDOA Assumed Height(TDOA-AH), will

also be discussed in detail in this section, after DS.

4 Receiver TDOA Direct Solution(TDOA-DS)

If N = 4, three range differences are available, the equation set (4.12) becomes:

l̂12=
√
(xb − x2)2 + (yb − y2)2 + (zb − z2)2

−
√
(xb − x1)2 + (yb − y1)2 + (zb − z1)2

l̂13=
√
(xb − x3)2 + (yb − y3)2 + (zb − z3)2

−
√
(xb − x1)2 + (yb − y1)2 + (zb − z1)2

l̂14=
√
(xb − x4)2 + (yb − y4)2 + (zb − z4)2

−
√
(xb − x1)2 + (yb − y1)2 + (zb − z1)2

(4.13)

This equation set is normally directly solvable, yielding one or two solutions. As

in TOA-DS, in most cases, one of the solutions will fall outside of the SA of the

system, and can be discarded. This is usually the case for indoor positioning

systems. Fig. 4.6 presents an example of TDOA-DS positioning.
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Figure 4.6: Example of TDOA-DS Positioning. 3 receiver 2D example shown for
ease of presentation. Either one or two solutions can be observed.

3 Receiver TDOA Assumed Height(TDOA-AH)

The equation set (4.12) does not have point solutions for N = 3. As in the

TOA-AH case, the conventional solution here is to reduce the problem to 2D

by assuming the height coordinate. With that assumption, the equation set

becomes:

l̂12=
√
(xb − x2)2 + (yb − y2)2 + (zb − z2)2

−
√
(xb − x1)2 + (yb − y1)2 + (zb − z1)2

l̂13=
√
(xb − x3)2 + (yb − y3)2 + (zb − z3)2

−
√
(xb − x1)2 + (yb − y1)2 + (zb − z1)2

yb = hb

(4.14)

where hb is the assumed receiver’s height.

As in the TOA-AH case, this method performs well if the transmitter’s

height is nearly constant, but if the height varies, the result can have a large

error, regardless of whether 3D or 2D position is considered.

In another similarity with the TOA-AH case, this equation set has, in some

cases, two solutions. However, if receivers are at similar heights, there will be

only one solution. For that reason, the two-solution problem occurs very rarely

in the case of TDOA-AH. Fig. 4.7 presents an example of TDOA-DS positioning.
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Figure 4.7: Common example of TDOA-AH Positioning. 2 receiver 2D exam-
ple shown for ease of presentation. Although in some cases two solutions are
possible, in most practical cases only one is observed.

4.4 TOA Reflection-Aided Maximum Likelihood

(RAML) 2 Receiver Positioning Method

This section presents the Reflection-Aided Maximum Likelihood method for 2

receiver 3D positioning. The method is divided into two steps. The first step

consists of using the positions of two receivers, r1 and r2, in addition to the

detected direct ranges, d̂11 and d̂12, for finding the Result Circle(RC). The trans-

mitter’s position is assumed to be near RC. The second step consists of finding

the best transmitter position estimate on the RC. This is achieved by calculat-

ing a likelihood function for the points on the RC, using the knowledge of all

detected MPCs (d1, d2), FR and SA. The point on the RC with the maximum

likelihood is chosen as the estimated transmitter position.

For the method to succeed, the following two assumptions must hold. First,

for each Rn, the MPC corresponding to the direct path is detected in the re-

ceived waveform. In other words, LOS conditions. Second, most MPCs caused

by reflection from FRm ∈ FR are also detected. Under these assumptions, the

first MPC range, d̂1n, corresponds to the direct path between transmitter and

Rn. dn also contains a subset corresponding to reflections from FRm ∈ FR.

This subset is not known in advance.
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Figure 4.8: Result Circle - locus of points at a range of d̂11 from R1 and d̂12 from
R2. Point’s position on RC is described by αbrc.

4.4.1 Result Circle (RC)

If direct range estimates to only two receivers are available, equation set (4.9)

becomes: (xb−x1)2+(yb−y1)2+(zb−z1)2= d̂11
2

(xb−x2)2+(yb−y2)2+(zb−z2)2= d̂12
2 (4.15)

Each equation represents a 3D sphere. Consequently, the solution of (4.15) is

an intersection of the two spheres, in a non-degenerate case, a 3D circle. Let

the circle be designated as the Result Circle (RC). An example RC is shown

in Fig. 4.8. A reference zero angle is marked. The transmitter is near the RC,

if errors of direct-path range estimates, d̂11 and d̂12, are small. In particular, the

Non-Line of Sight(NLOS) error, error which appears if direct-path MPC was

not detected, needs to be zero or very small. Since the transmitter should be

near the RC, the transmitter position estimate will be chosen from points on the

RC, b̂ ∈ RC. The transmitter is also considered to be inside the SA, therefore

b̂ ∈ SA ∩ RC.

The RC can be described with radius rc and transformation Q(·), where
Q(·) is a translation plus rotation that moves a flat(z′b = 0) 2D circle of radius

rc centered at [0, 0, 0]T from XY plane to RC’s position. A point on the RC

can be described as a function of, equivalently, either angle αb or arc (radius

times angle) rcαb, from a chosen αb = 0 reference. Arc is used because it is also

used in the method’s implementation. Since the point is a transmitter position

estimate candidate vector, it will be denoted as b̂(rcαb) = [xb, yb, zb]
T . b̂(rcαb)
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for a given rcαb can be calculated as:
x′b = rc cosαb

y′b = rc sinαb

z′b = 0

, b̂(rcαb) = Q
(x

′
b

y′b
z′b

)
(4.16)

where b̂′ = [x′b, y
′
b, z

′
b]
T is the point’s position on the RC in the prime base,

before Q(·) transformation, while b̂(rcαb) is point’s position after RC is moved

to its actual location. Only rcαb : b̂(rcαb) ∈ SA, are considered.

4.4.2 Position on RC Calculation Algorithm

The second step of the proposed method consists of finding the best transmitter

position estimate on the RC, b̂(rcαb). To accomplish this, a maximum likelihood

estimator using later detected MPCs contained in vectors d1 and d2, in addition

to knowledge of FR, is used.

Instead of considering R, FR, d1 and d2 together, the problem can be

divided, with each (Rn,FRm) ∈ R×FR pair being considered separately. “×”

here is the Cartesian product. The result for each pair is a partial likelihood

function defined for b̂ ∈ SA ∩ RC, Lm
n (dn; rcαb). Functions for each pair can

then be combined for a final result. A (Rn,FRm) pair represents a FRm-reflected

path from transmitter to Rn. As mentioned in Section 4.2, this path can be also

represented with a direct path from transmitter to Rm
n , Rn’s reflection through

FRm.

Partial Likelihood Function Derivation

As the first approach, let d̂jn be a known a priori MPC range matching the FRm-

reflected path to Rn. This assumption is for explanation purposes only, since it

is not true for the proposed method. Let d(n,m) be the real FRm-reflected path

length to Rn, of which d̂
j
n is an estimate. If d̂jn error is assumed to be Gaussian,

d̂jn ∼ N(d(n,m), σ
j
n
2
+σFRm

2), the likelihood function is:

Lm
n (d̂jn; d(n,m))=Nrm exp

(−1

2

(d(n,m)−d̂jn)2

σj
n
2
+σFRm

2

)
(4.17)

where Nrm is a normalization constant, and exp is the exponential function.

Lm
n (d̂jn; d(n,m)) should be considered as a function of d(n,m). L

m
n (d̂jn; d(n,m)) is a

Gaussian function centered at d̂jn. This result is understandable since this simple

case corresponds to having one direct-path range estimate to Rm
n .

In practice, there is no a priori knowledge about FRm-MPC matches. Any

detected MPC range may match d(n,m). Additionally, the matching MPC range
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Figure 4.9: Example Lm
n (dn; d) partial likelihood function plotted as a function

of range from Rm
n . Measurement data for lecture room environment, BREF, and

R3 are used (see Fig. 5.5). Nrm is set to 1(see Eq. (4.18)).

is not always detected and present in dn. Considering those two problems, a

more realistic d(n,m) likelihood function can be constructed as:

Lm
n (dn; d(n,m))=Nrm

(
Pndet+

Jn∑
j=1

Pj exp
(−1

2

(d(n,m) − d̂jn)
2

σj
n
2
+σFRm

2

))
P1= Pfst , Pj

j∈[2···Jn]
= 1 (4.18)

where Pndet represents the chance that the matching MPC range was not de-

tected, Jn is the number of detected MPCs, d̂jn is the jth MPC range estimate.

Instead of one Gaussian function in (4.17), (4.18) is a sum of Gaussian functions,

each representing the likelihood of d(n,m) being near to one d̂jn. The contribution

of the first MPC range, direct-path range, P1 is set lower to Pfst to offset the

tendency of the algorithm to assign high likelihood directly near the reflector

FRm. An example Lm
n (dn; d(n,m)) plotted against d(n,m) is presented in Fig. 4.9.

As noted in the figure, only a small interval of d(n,m) values corresponds to

points on the RC.

The two previous paragraphs discussed the likelihood functions of the re-

flected path legth d(n,m). However, the function of real interest is Lm
n (dn; rcαb),

which is the likelihood function defined for b̂(rcαb), points on the RC. Equation

(4.18) can be changed to a function of rcαb by replacing d(n,m) with the range

between the reflected receiver Rm
n and the point on the RC, |rmn − b̂(rcαb)|:

Lm
n (dn; rcαb)=Nrm

(
Pndet+

Jn∑
j=1

Pj exp
(−1

2

(|rmn − b̂(rcαb)| − d̂jn)
2

σj
n
2
+σFRm

2

))
(4.19)

Fig. 4.10 illustrates the connection between Lm
n (dn; d(n,m)) and Lm

n (dn; rcαb).

Fig. 4.11 presents an example of Lm
n (dn; rcαb). In this case, RC∩SA, the domain

of Lm
n (dn; rcαb), is an arc from the ceiling to the floor. The rest of RC lies outside
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Figure 4.10: Two partial likelihood functions, Lm
n (dn; d(n,m)) and L

m
n(dn;rcαb),

for one Rn-FRm pair. Lm
n (dn; d(n,m)) is a function of range from Rm

n . L
m
n(dn;rcαb)

is a function of position on RC.

of the SA, either over the ceiling, below the floor or outside the wall.

Combining Likelihood Functions

After calculating the partial likelihood functions for each (Rn,FRm) ∈ R×FR
pair, the total likelihood function L(rcαb) can be calculated. As can be seen in

Fig. 4.11, the partial results for one (Rn,FRm) pair do not usually provide a

good position estimate. However, if the probability of not detecting a matching

MPC is low, the Lm
n (dn; rcαb) likelihood value for most (Rn,FRm) pairs will be

high for rcαb corresponding to the best transmitter position estimate b̂(rcαb).

Consequently, total likelihood for b̂(rcαb) should also be high. If Lm
n (dn; rcαb)

are mutually independent, the total likelihood function can be calculated as:

L(rcαb) =
∏

n∈[1,N ],m∈[1,M ]

Lm
n(rcαb). (4.20)

Assuming the independence of Lm
n (dn; rcαb) is not strictly correct, but the in-

troduced error is small. An example of the total likelihood function L(rcαb), for

the same transmitter as before, is presented in Fig. 4.12.
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n (dn;rcαb) partial likelihood function plotted as a function of

position on the RC. Only positions on an arc inside SA are considered. The
measurement data for the lecture room environment, BREF, R3 and left wall
reflection are used (see Fig. 5.5).
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Figure 4.12: L(dn;rcαb) total likelihood function plotted as a function of position
on the RC. The measurement data for the lecture room environment and R3

are used (see Fig. 5.5).

Finally, the rcαb estimate can be found by maximizing the likelihood:

rcα̂b=argmax
rcαb

( ∑
n∈[1,N ],m∈[1,M ]

lnLm
n(rcαb)

)
(4.21)

The result transmitter position estimate is b̂(rcα̂b).

4.5 TOA Reflection-Aided Least Squares (RALS)

2 Receiver Positioning Method

This section presents the Reflection-Aided Least Squares method for 2 receiver

3D positioning. Although this was the first method I developed and presented,

it achieves worse results than RAML, and for that reason it is discussed second.

The method is divided into two steps. The first step consists of using the

positions of two receivers, r1 and r2, in addition to the detected direct ranges,

d̂11 and d̂12, for finding the Result Circle(RC), the same as in RAML. The trans-

mitter’s position is assumed to be near RC. The second step consists of finding

the best transmitter position estimate on the RC. This is achieved by using a
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least-squares algorithm for the points on the RC, using the knowledge of all

detected MPCs (d1, d2), FR and SA.

For the method to succeed, the following two assumptions must hold. First,

for each Rn, the MPC corresponding to the direct path is detected in the re-

ceived waveform. In other words, LOS conditions. Second, most MPCs caused

by reflection from FRm ∈ FR are also detected. Under these assumptions, the

first MPC range, d̂1n, corresponds to the direct path between transmitter and

Rn. dn also contains a subset corresponding to reflections from FRm ∈ FR.

This subset is not known in advance.

4.5.1 Result Circle (RC)

The RC is calculated in the same way as in RAML. Please refer to the calculation

description there, Section 4.4.1. Receiver’s position, b̂(rcαb), is assumed to be

on the RC.

4.5.2 Position on RC Calculation Algorithm

The second step of the proposed method consists of finding the best transmitter

position estimate on the RC, b̂(rcαb). To accomplish this, a least squares esti-

mator using later detected MPCs contained in vectors d1 and d2, in addition

to knowledge of FR, is used.

Instead of considering R, FR, d1 and d2 together, the problem can be

divided, with each (Rn,FRm) ∈ R× FR pair being considered separately.

Results for each pair can then be combined for a final result. A (Rn,FRm)

pair represents a FRm-reflected path from transmitter to Rn. As mentioned in

Section 4.2, this path can be also represented with a direct path from transmitter

to Rm
n , Rn’s reflection through FRm.

4.5.3 Transmitter Position Candidate(TPC) Calculation

First, for each (Rn,FRm) ∈ R×FR pair, all possible Transmitter Position Can-

didates(TPCs) are found, together with the standard deviance for each TPC.

A TPC is a possible transmitter position on the RC, assuming that one of the

detected MPCs was caused by reflection from FRm. For each MPC distance d̂jn,

j ∈ (1, · · · , Jn), corresponding TPCs can be found by solving:

rmn − b̂(rcαb) = d̂jn (4.22)

In other words, the solutions of this equation are points on RC b̂(rcαb) that are

at a distance of d̂jn from the position of the reflected transmitter Rm
n , rmn . This

equation will have 0,1 or 2 solutions. Each solution is a Transmitter Position
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Figure 4.13: Illustration to calculating TPCs and creation of TPC(n,m) vector.

Candidate, TPCp. By solving eq. 4.22 for all d̂jn, j ∈ (1, · · · , Jn), a vector of

all possible TPCs is compiled, TPC(n,m). TPCs outside of SA are removed

from the vector. Let P (n,m) be the the number of detected MPCs and TPC(n,m)
p

be a single TPC, p ∈ (1, · · · , P (n,m)). Fig. 4.13 presents an example of TPC

calculation. Each TPC is described by it’s arc position on the RC, rcα
(n,m)
p .

In order to account for the error of ranging measurements, the variance of

the arc rcα
(n,m)
p for each TPC is calculated:

σ
(n,m)
p

2
=

(
δrcα

(n,m)
p

dd̂j
n

)2

(σj
n
2
+ σFRm

2) =
σj
n
2
+σFRm

2

cos β2

β = ∠(|Rm
n ,TPC

(n,m)
p |,⊥|RC,TPC(n,m)

p |)
(4.23)

where β is the angle between the line from Rm
n to TPC(n,m)

p , |Rm
n ,TPC

(n,m)
p |

and tangent line to RC at point TPC(n,m)
p , ⊥|RC,TPC(n,m)

p |.

4.5.4 Combining TPCs

After finding TPC(n,m) for each (Rn,FRm) ∈ R × FR pair, the next step is

to estimate the transmitter’s position using Least Squares approach. We are

looking for arc rcαb that would minimize the variance-weighted sum over all
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(Rn,FRm) ∈ R × FR of squared errors to the closest calculated TPC, or, in

other words, we want to minimize the following expression:

rcα̂b=argmin
rcαb

( ∑
n∈[1,N ],m∈[1,M ]

min
p∈[1,P ]

(rcαb − rcα
(n,m)
p )2

σ
(n,m)
p

2

)
(4.24)

b̂(rcα̂b)is the result of the method.

4.6 TDOA Reflection-Aided Maximum Likeli-

hood (DRAML) 3 Receiver Positioning Method

This section presents the TDOA Reflection-Aided Maximum Likelihood method

for 3 receiver 3D positioning. The method is divided into two steps. In the first

step, a Result Curve(RC) is calculated using the receiver positions: r1, r2 and

r3, in addition to two direct-path range difference estimates, l̂12 and l̂13. The

transmitter’s position is assumed to be close to the RC. The second step consists

of finding the best transmitter position estimate on the RC. This is achieved by

calculating a likelihood function for points on the RC, using the knowledge of all

detected MPCs: l1,l2 and l3, FR and SA. The point on RC with the maximum

likelihood is chosen as the estimated transmitter position.

For the method to succeed, the following two assumptions must hold: First,

for each Rn, the MPC corresponding to the direct path is detected in the received

waveform. Secondly, most of the MPCs caused by a reflection from FRm ∈ FR
are also detected. Under those assumptions, the first MPC range difference, l̂1n,

corresponds to the direct path between transmitter and Rn. ln also contains a

subset corresponding to reflections from FRm ∈ FR. This subset is not known

a priori.

4.6.1 Result Curve(RC)

If only three TOAs, or two range differences, are available, the equation set

(4.12) becomes:
l̂12=

√
(xb − x2)2 + (yb − y2)2 + (zb − z2)2

−
√
(xb − x1)2 + (yb − y1)2 + (zb − z1)2

l̂13=
√
(xb − x3)2 + (yb − y3)2 + (zb − z3)2

−
√

(xb − x1)2 + (yb − y1)2 + (zb − z1)2

(4.25)

Each equation corresponds to a hyperboloid. The solution of (4.25) is the in-

tersection of the two hyperboloids. This solution is, in a non-degenerate case, a
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second degree curve, mostly a hyperbola, but occasionally an ellipse or parabola.

It is denoted as RC. Assuming that the errors of the direct-path TOA estimates

are small, the transmitter is near the RC. Consequently, the transmitter posi-

tion estimate will be chosen from points on the RC, b̂ ∈ RC. The transmitter

is also considered to be inside the SA, therefore b̂ ∈ SA ∩ RC.

The RC is defined with a transformation Q(·) and a [g, h, d, e, f ]T pa-

rameter vector, following [69]. Description of a hyperbola or ellipse in arbitrary

3D coordinates system is complex. For this reason, the RC is described in a

convenient coordinate system, in which position vectors of receivers R1, R2 and

R3 are: r′1 = [0, 0, 0]T ; r′2 = [b, 0, 0]T ; r′3 = [cx, cy, 0]
T , respectively. The

transformation Q(·), rotation + translation, is used to convert the positions in

the real coordinate system, later referred to as “real base”, to positions in the

convenient coordinate system, later referred to as “prime base”. The parameter

vector [g, h, d, e, f ]T describes the RC in the prime base:

 y′b=gx
′
b + h

z′b=±
√
dx′b

2 + ex′b + f
, b̂ = Q−1

(x
′
b

y′b
z′b

)
(4.26)

where b̂′ = [x′b, y
′
b, z

′
b]
T is a vector representing the point’s position on RC in

the prime base, before Q−1(·) transformation, while b̂ = [xb, yb, zb]
T is a vector

representing the point’s position in the real base. b̂ is used to describe a point

because each point on RC is a transmitter position estimate candidate. Fig. 4.14

shows an example RC in the prime base.

To describe a point’s position on the RC, z′b is used, b̂(z′b). In eq. 4.26,

position is presented as a function of x′b, for ease of representation. However, for

each x′b, there are two corresponding points on RC: [x′b, y
′
b, z

′
b]
T and [x′b, y

′
b,−z′b]T .

In comparison, for each z′b, there is only one corresponding point, as long as RC

is a hyperbola. In the rare case that RC is an ellipse, the point closer to R1 is

chosen.

4.6.2 Position on RC Calculation Algorithm

The second step of the proposed method consists of finding the best transmitter

position estimate on the RC, b̂(z′b). To accomplish this, a maximum likelihood

estimator using the later detected MPCs: l1, l2 and l3, in addition to the knowl-

edge of FR, is used.

The algorithm is broadly similar to the algorithm used in the RAML method.

Both rely on the maximum likelihood approach, assuming a Gaussian error

distribution of the MPC TOA estimates. However, the DRAML method relies

on TDOA ranging. Consequently, range differences are used in the algorithm,
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Figure 4.14: Result Curve (RC), second degree curve, presented in prime base.
Real transmitter position (b′) should be close to RC.

as opposed to ranges in RAML. Additionally, a more elaborate Pj weighing

function is used.

Instead of considering R, FR and ln for each receiver together, the problem

can be divided, with each (Rn,FRm) ∈ R×FR pair being considered separately.

“×” here is the Cartesian product. The result for each pair is a partial likelihood

function defined for b̂ ∈ SA ∩ RC, Lm
n (ln; z

′
b). The functions for each pair can

then be combined for a final result. A (Rn,FRm) pair represents a FRm-reflected

path from the transmitter to Rn. As mentioned in the Section 4.2, this path can

also be represented by a direct path from the transmitter to Rm
n , Rn’s reflection

through FRm.

Partial Likelihood Function Derivation

As the first approach, let l̂jn be a known a priori range difference estimate

matching the FRm-reflected path to Rn. This assumption is for explanation

purposes only, as it is generally not true. Let the error of l̂jn be Gaussian, with

σj
(n,m)=σ

j
n
2
+σj

1

2
+σ2

FRm
. σj

(n,m) models both the measurement error of l̂jn and the

uncertainity of the reflected path length it corresponds to. A likelihood function

for the points on the RC, L(l̂jn; z
′
b), can then be constructed as:

Lm
n (l̂jn; z

′
b)= Nrm ∗ exp

(−1

2

( |b̂(z′b)−rmn |−(l̂jn+|b̂(z′b)−r1|)
σj
(n,m)

)2)
(4.27)
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where Nrm is a normalization constant, exp is the exponential function, |b̂(z′b)−
rmn | is the distance between the considered point and Rm

n , later denoted as

dmn (z′b), and |b̂(z′b)−r1| is the distance to R1, later denoted as d1(z
′
b). L(l̂

j
n; z

′
b)

should be considered as a function of z′b. In this simple case, for each b̂(z′b), the

distance from b̂ to r1 and to rmn is calculated and their difference is compared

with the estimated range difference, l̂jn. The likelihood is assigned based on

the error between l̂jn and the range difference for considered b̂(z′b), assuming

Gaussian error model.

In practice, there is no a priori knowledge about the FRm-MPC matches.

Any detected MPC range may match Rm
n , the FRm-reflected path. Additionally,

the matching MPC is not always detected. Considering those two problems, a

more realistic likelihood function can be constructed as:

Lm
n (ln; z

′
b)= NrmPndet +Nrm

Jn∑
j=1

Pj exp
(−1

2

(dmn (z′b)− (l̂jn + d1(z
′
b)

σj
(n,m)

)2)
(4.28)

where Pndet represents the likelihood that the matching MPC range was not

detected and Jn is the number of detected MPCs. This is the function used in

the proposed method. Instead of one Gaussian function in (4.27), (4.28) is a

sum of Gaussian functions, each representing the likelihood of the R1-R
m
n range

difference being near to one estimated range difference l̂jn.

Pj is a weighing function. It is used to lower the contribution of the first

MPCs, including direct-path MPC. This is done because the algorithm has a

tendency to assign high likelihood directly near the reflector FRm, corresponding

to the early MPCs. This is caused by a big number of MPCs detected just after

the first MPC. The following formula is used for Pj calculation:

Pj= min
(
exp

(
− Pfst(1−

l̂jn − l̂1n
dmax

)
)
, 1
)

(4.29)

where Pfst, the first MPC penalty, and dmax, the maximum penalty length, are

method parameters. An example of Lm
n (ln; z

′
b) plotted against z′t is presented

on Fig. 4.15. The domain is a hyperbola piece limited by the SA.

Combining Likelihood Functions

After calculating the partial likelihood functions for each (Rn,FRm) ∈ R×FR
pair, the total likelihood function L(z′b) is calculated. As can be seen in Fig. 4.15,

a partial result for one (Rn,FRm) pair does not provide a good position estimate.

However, assuming that the probability of detecting a matching MPC, as one of

many, is high, Lm
n (ln,1; z

′
b) likelihood for most (Rn,FRm) pairs will be high for

z′b corresponding to the best transmitter position estimate b̂(z′b). Consequently,
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Figure 4.16: Logarithm of L(z′b), total likelihood function, plotted vs. z′b, the
position on the RC. Maximum is normalized to 0. The measurement data for
the lecture room environment and R3 are used (see Fig. 5.5).

total likelihood for b̂(z′b) will also be high. The total likelihood function can be

calculated as:

L(z′b) =
∏

n∈[1,N ],m∈[1,M ]

Lm
n(ln,1; z

′
b) (4.30)

For this formula to be correct, Lm
n (ln,1; z

′
b) should be mutually independent.

This is not strictly true, but the error introduced by this assumption is small.

Example of the total likelihood function L(z′b), for the same transmitter as be-

fore, is presented in Fig. 4.6.2.

Finally, z′b estimate can be found by maximizing likelihood:

ẑ′b =argmax
z′
b

(
L(z′b)

)
(4.31)

The result transmitter position estimate is b̂(z′b).
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4.7 Summary

The main aim of this chapter was to introduce the two proposed methods,

RAML and DRAML. In order to do that, first, the reasons for using reflection-

based positioning were investigated and it was shown that reflections can im-

prove positioning. Next, the system model was detailed. then, in the third sec-

tion, the conventional Direct Solution and Assumed Height methods, in the

TOA and TDOA variations, were introduced in order to serve as benchmarks

for the proposed methods. The most important benchmark is the Assumed

height method, since it requires the same number of receivers as the proposed

methods. Finally, in two sections, the TOA Reflection-Aided Maximum Like-

lihood(RAML) and TDOA Reflection-Aided Maximum Likelihood (DRAML)

methods were presented.

Both RAML and DRAML methods use a similar approach: both methods

are divided into two steps. In the first step, a circle or a curve containing the

transmitter estimate is calculated using the most reliable direct-path ranges.

Then, in the second step, using the maximum likelihood approach, the less

reliable multipath ranges are used, together with reflector positions, to find the

transmitter position on the circle/curve.
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Chapter 5

Measurements Description

This chapter describes the measurements performed in order to obtain the data

for verification of the proposed positioning methods. The chapter consists of two

sections. The first section describes the measurement equipment and the organi-

zation of the measurement. The second section describes the three environments

in which the measurements were conducted, together with the placement of re-

ceivers and transmitters in each environment.

The aim of the performed measurements is to provide data for verification of

the proposed positioning methods. The initial verification of the methods was

done using data obtained from a simulation (briefly discussed in Section 6.3).

However, deterministic UWB propagation simulations usually grossly underes-

timate the number of detected MPCs in the received waveform[70]. In addition,

the simulation did not take into account antenna radiation patterns, diffraction,

as well as many other propagation effects. To verify the usefulness of the meth-

ods with a realistic number of MPCs, with the presence of propagation effects

not included in the simulation, data obtained from real-world measurements

was necessary.

Unfortunately, UWB transmitters, antennas, high frequency filters and multi-

GHz sampling oscilloscope were not available in Katayama Laboratory, and

assembling such setup would be very expensive and time-consuming. For this

reason, the measurements were instead performed at Warsaw University of Tech-

nology (PW), Department of Electronics and Information Technology (EiTI) in

September 2009, with the help and cooperation from Dr. Jerzy Kolakowski.

5.1 Measurement Setup

This section describes the measurement setup and equipment. Figures 5.1 and

5.2 present the schematic and the picture of the measurement setup, respectively.
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Figure 5.1: Measurement Setup, schematic

Operation of the measurement setup can be summarized as follows. An im-

pulse generator generates a pulse signal when it receives a trigger from an oscil-

loscope. A single pulse signal is then transmitted using a transmitter antenna.

Four signals are received by four receiver antennas. One of the four received sig-

nals is chosen in a microwave switch. The chosen signal is filtered and amplified

before being transmitted to the oscilloscope. The sampling oscilloscope registers

the filtered received signal waveform and passes the result to the computer. Af-

ter the measurements, during post-processing, the MPCs in the received signal

waveform are detected using CLEAN algorithm.

Each part of the setup will be discussed in the following subsections.

5.1.1 Impulse generator

The impulse generator was developed by Dr. Kolakowski and his team. It is

based on an avalanche diode and a passive, transmission line filter. The trans-

mitted waveform was designed for the 3.4-4.8 GHz band available for use in

the USA, the EU and Japan. Fig. 5.3 presents the transmitted waveform and

its spectrum. The generator is triggered by the oscilloscope, in order to achieve

synchronization.
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Figure 5.2: Measurement Setup, picture

5.1.2 Antennas

The antennas are elliptical planar monopoles. Fig. 5.4 presents the measured

radiation pattern of the antenna, calculated using waveform amplitude. Like

the impulse generator, the antennas were made by Dr. Kolakowski’s team. The

transmitter antenna was used facing upward. The receiver antennas were used

facing away from the closest wall.

5.1.3 Microwave switch, filters and LNA

The microwave switch used for choosing between receiver antennas is a mechani-

cal switch, fitted for manual operation. The initial signal filtering is done using a

coaxial Mini-Circuits VHP-26 high-pass filter with a passband of 3GHz to 7GHz

[71]. The signal is then amplified in an amplifier based on a surface-mounted

Miteq AFS5-00100800-14-10P-5 low-noise amplifier[72]. Finally, the amplified

signal is filtered using a coaxial Mini-Circuits VHF-3500+ high-pass filter[73]

and VLF-3800+ low-pass filter[74], creating a 3500MHz-4850MHz pass-band

filter (based on 3dB loss frequencies of filters).

5.1.4 Oscilloscope

The sampling oscilloscope used in the measurements is a Tektronix TDS8200[75].

In sampling oscilloscopes, synchronization is very important. This is achieved by
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Figure 5.3: Transmitted waveform, measured at antenna’s input.
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Figure 5.4: Measured radiation pattern of the elliptical planar monopole antenna
used in the measurements.

using the oscilloscope to trigger the impulse generator. A 110ns-long waveform is

recorded with 10ps resolution during each measurement. The start of the wave-

form is set to 150ns after the trigger. This value was chosen experimentally, after

noting that the total delay of the system is greater than 150ns. The waveform

is averaged over 16 measurements to limit the noise. The oscilloscope is con-

trolled from the computer using the GPIB interface. Each measured waveform

is transferred to computer using GPIB and then saved for post-processing.

5.1.5 Post-Processing

The aim of post-processing is to retrieve MPC delays and amplitudes from the

received waveform. The MPC parameters are then used for positioning. The

post-processing consists of three steps. In the first step, MPCs are detected in

the received waveform using the CLEAN algorithm. In the second step, the

results of the CLEAN algorithm are refined in order to solve common cases of
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MPC mis-detection. In the third step, MPC delays are normalized.

CLEAN algorithm is used for detecting the MPCs in the received waveform.

CLEAN is a resolution-enhancement algorithm first proposed in [76] for use in

radio-astronomy, and in [46] for use in UWB radio. The simplified, 1D version

of the algorithm used in the measurements is presented below (after [52]):

1. Calculate the autocorrelation of the template waveform css(t), and the

initial cross-correlation of the template with the received waveform c1sr(t).

css(t) =

∫ ∞

−∞
s(τ)s(τ − t)dτ (5.1)

c1sr(t) =

∫ ∞

−∞
s(τ)r(τ − t)dτ (5.2)

The transmitted waveform from Fig. 5.3 was used as the template wave-

form.

2. Find the largest correlation in cksr(t), record the normalized amplitudes

αk and the time delay τk of the correlation peak.

αk = max(cksr(t)), τk = argmax(cksr(t)) (5.3)

where cksr(t) is the updated cross-correlation function used at the kth it-

eration of the algorithm.

3. Subtract css(t) scaled by αk from cksr(t) at the time delay τk.

ck+1
sr (t) = cksr(t)− αkcss(t− τk) (5.4)

4. If a stopping criterion (max(ck+1
sr (t)) < threshold) is not met, go to step 2.

Otherwise, sort the delays in an ascending order and stop. The algorithm

stop threshold was set to 1
10 of the maximum MPC amplitude or 6σ̂e,

whichever was higher. σ̂e is the calculated noise standard deviation after

convolution with the template, calculated using a MPC-free part of the

received waveform.

A vector of measured delays for each receiver n is the result of the algorithm.

The second post-processing step was introduced to solve common cases of

MPC mis-detection. CLEAN algorithm results are refined in the following two

ways:

1. If after the initial 1,2 or 3 MPCs there is a long pause (> 5ns), these

MPCs are deleted. This is to remove spurious early MPCs, caused most

probably by LNA power cable acting as an antenna.
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2. The threshold for the first MPC is raised to 1
5 of maximum MPC am-

plitude. This is to combat spurious MPCs detected just before the first

MPC. Those can be caused by a mismatch between the template and the

real received waveforms.

Both measures were introduced to correct the mentioned problems, after exam-

ining the measured received waveform. The final result, for one Rn ∈ R, is a

vector of measured delays τn = [τ̂1n, · · · , τ̂Jn
n ]T .

The third post-processing step is the MPC delay normalization. The nor-

malization is necessary because the measured MPC delays contain a large delay

introduced by the measurement setup, which is different for each receiver an-

tenna. This delay has to be subtracted from each MPC delay in order for the

MPC delays to contain only the propagation delay. In each environment, one

transmitter position in the middle of the room is chosen for normalization, bREF.

The normalization delay for each receiver Rn, τ
n
norm, is calculated as follows:

τnnorm = τ̂1n
′
− ||rn − bREF||/C (5.5)

Where τ̂1n
′
is the delay of the first detected MPC, ||rn − bREF|| is the distance

between the transmitter, and the receiver and C is the speed of light. Next, for

all transmitter positions, τnnorm is subtracted from delays of all MPCs detected

in Rn’s waveform:

τ̂ jn =
ˆ
τ jn

′
− τnnorm, n = (1, ...,N), j = (1, ..., Jn) (5.6)

The resulting τ̂ jn should contain only the delay caused by the propagation.

5.2 Measurement Environments

This section describes the three environments in which the measurements were

performed, a lecture room, a laboratory and a corridor. Each environment is a

part of the Department of Electronics and Information Technology(EiTI) main

building. In each measurement, the service area SA was the room the measure-

ments took place in. Four receivers were used in each measurement, although

subsets of them were used in the proposed methods.

The receiver heights were chosen so that receivers are at some distance from

the ceiling and that different receivers have different heights. By removing the

receivers from the ceiling, the ceiling reflection becomes more useful for po-

sitioning. By differing receiver heights, a symmetry between ceiling and floor

reflections is broken. This counteracts a possible problem of mistaking the ceil-

ing and floor reflections.
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Figure 5.5: Layout of the environment No.1: Lecture room

5.2.1 Lecture Room

The first environment is a lecture room in the EiTI department. Fig. 5.5 presents

the environment layout. The size of the room is 6.23[m] by 5.61[m], with ceiling

at 3.17[m]. The room can be described as sparsely furnished. Apart from desks,

chairs, a projector and an air conditioner, it does not contain any large objects.

Measurements were performed for each of the 20 positions marked in Fig. 5.5,

placing the transmitter at heights of 0.5[m], 1.5[m] and 2.5[m], for a total of 60

transmitter positions. The transmitter positions were chosen so that to achieve

uniform distribution. Transmitter BREF at height 1.5[m] was used as reference.

In the proposed methods, ceiling, floor, left wall, right wall and door wall

(see Fig. 5.5) were used, in that order, as reflectors.
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Figure 5.6: Layout of the environment No.2: Laboratory

5.2.2 Laboratory

The second environment is the laboratory room of the Radio-measurement Lab-

oratory. Fig. 5.6 presents the environment layout. The size of the room is 5.42[m]

by 6.18[m], with ceiling at 3.17[m]. The laboratory can be described as very clut-

tered. Most of the space is occupied by obstacles such as shelves, metal cases,

measurement equipment, desks and tables, which cause reflections.

Measurements were performed for each of the 9 positions marked in Fig. 5.6,

again placing the transmitter at heights of 0.5[m], 1.5[m] and 2.5[m], for a total

of 27 transmitter positions. Transmitter positions near the center of the room

were chosen for practical reasons: walls and corners of the room were hard to

access. Transmitter BREF at height 1.5[m] was used as reference. Ceiling, floor,

left wall, right wall, door wall and window wall were used, in that order, as

reflectors.
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Figure 5.7: Layout of the environment No.3: Corridor

5.2.3 Corridor

The third environment is a corridor in one wing of the EiTI department build-

ing. Fig. 5.7 presents the environment layout. The size of the corridor is 12.8[m]

by 2.1[m], with a low ceiling at 2.6[m]. The distinguishing feature of the corri-

dor is its long shape. The corridor also contains metal cases that cause strong

reflections.

Measurements were performed for each of the 11 positions marked in Fig. 5.7,

placing the transmitter at heights of 0.5[m], 1.5[m] and 2.3[m], for a total of 33

transmitter positions. Positions corresponding to the most probable positions of

people were chosen, ie. along the corridor and in front of each door. Transmitter

BREF at height 1.5[m] was used as reference. Ceiling, floor, left wall and right

wall were used, in that order, as reflectors.

5.3 Summary

In this chapter, the measurements performed in order to obtain data for verifi-

cation of the proposed positioning methods were presented.

In the first section, the measurement setup was presented. Each part of the

measurement setup was described and references to the equipment datasheets

were given when possible. Also, a detailed description of the measurement post-

processing stage was given. In post-processing, propagation delays of MPCs are

extracted from the received waveform using the CLEAN algorithm, then the

results are refined and the delays normalized.

In the second section, three environments used for measurements were pre-

sented. The three environments were: an “orderly” lecture room, a “messy”

laboratory and a long corridor. Used transmitter positions were explained in

each case.
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Chapter 6

Positioning Results

This chapter compares the results of the RAML, DRAML and RALS methods

against the conventional methods. Measurement data gained in the campaign

described in chapter 5, as well as simulation data, are used for the comparison.

The chapter begins with a discussion about the choice of the method param-

eters, especially the wall positions. A brief explanation of the used error metric

follows. The next section presents the results for one, optimal TOA positioning

case. Based on these results, the general properties of the proposed TOA meth-

ods are discussed. In the following section, the problem of the receiver placement

in TOA case is investigated, using results for different receiver placement scenar-

ios. Then, the accuracy of the methods in different environments is investigated.

Finally, the accuracy of the TDOA positioning methods is investigated.

6.1 Determination of Parameters

Looking at the method descriptions presented in chapter 4, each method uses a

set of parameters. The parameters common for RAML, RALS and DRAML are

the MPC range error standard deviation, σj
n and the position and the roughness

σ2
FRm

of each used reflector. Additionally, RAML method requires the likelihood

of non-detection (Pndet) and the contribution of the first MPC (Pfst) parameters.

On the other hand, DRAML requires the likelihood of non-detection Pndet, the

first MPC penalty (Pfst) and penalty length (dmax) parameters. Pfst parameter,

although it bears the same name for RAML and DRAML, is used differently

and has different values.
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Figure 6.1: Direct-path (d1n) ranging error histogram for the Lecture Room, R3

and R4 (combined). Calculated error standard deviance is σr = 0.108m.

6.1.1 Range Error Standard Deviation

The basic parameter used by both the RAML and RALS methods is σj
n, the

MPC range error standard deviation. This parameter should be, in an ideal

case, calculated for each received MPC separately. However, in practice, one

value was used for all σj
n. The assumed σj

n could be made a function of MPC’s

amplitude, but I noticed no improvement using that approach.

The value of σj
n was chosen based on the direct-path error standard devi-

ation for receivers R3 and R4, in the Lecture Room. This corresponds to the

positioning case that will be discussed in Section 6.3. A cumulative direct-path

error histogram for both receivers is shown in Fig. 6.1. The value of σj
n was

chosen to be 0.1m, a rounded calculated standard deviation of 0.108m.

6.1.2 Wall Positions

The proposed methods require the position and the roughness of each wall that

will be used as a reflector. Two problems exist. The first is, which reflectors

should be used in the method? The second is, how to determine the position

and the roughness of a reflector that should be used?

It is hard to formulate strict rules on reflectors choice, but three criteria are

important when choosing FRm:

1. For most b ∈ SA and Rn ∈ R, there is a FRm-reflected path from trans-

mitter to Rn. For example, small reflectors should not be used.

2. In most cases, the attenuation of that path, caused by reflection, distance,

obstacles and other factors, is low enough to allow MPC detection. In
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other words, the reflector should reflect well, 1 it cannot be too far, and

large parts of it should not be covered with strongly-attenuating furniture.

3. Flat reflector model is a good approximation of the FRm. In most cases the

real reflected path length is close to the modeled path length. Problems

might occur if the reflector has niches, alcoves, sticking-out pillars etc.

The problem of determining the positions and the roughnesses of the reflec-

tors can be solved in two ways. The simpler solution, used in this dissertation, is

to survey the SA during the system setup. This would be done only once, since

the positions of walls will not, usually, change. The advantages of this approach

is its simplicity and the good accuracy of the results, assuming accurate sur-

veying equipment. However, surveying the environment might be cumbersome,

and, in some cases, the strongest reflection might not be from the surface of the

wall, but from its internal structure. The roughness σFRm for each FRm can

then be calculated using measurement data, in a way similar to the σj
n calcu-

lation. Differences between the expected path length |rmn − b| and the closest

MPC range, using TOA ranging, can be used.

The other solution is to use a calibration step. During a calibration step,

a known-position transmitter would be moved inside the SA, and the received

waveforms would be used to estimate the FRm ∈ FR coefficients. An algorithm

similar to SLAM algorithms, for example [77], should be used. This approach

is less cumbersome, it will identify the perspective reflectors better, but the

accuracy of surveying might be worse. Additional advantage of this approach is

that the reflector roughness σFRm would also be estimated at the same time.

The order of the reflectors considered in this thesis was determined exper-

imentally. First, each reflector was used by itself, and RAML method’s error

noted. Then, the reflectors were ordered starting with the lowest error. The re-

sult, however, was predictable. Ceiling, floor and the opposite wall are in the

majority of cases the first three reflectors.

6.1.3 Other Method Parameters

Apart from σj
n and σFRm , The RAML method requires the likelihood of non-

detection (Pndet) and the contribution of the first MPC (Pfst) parameters. For

the method used here, these have been chosen experimentally, by finding pa-

rameters delivering the best results. In practice, these parameters could be

set during the calibration step, mentioned in the previous subsection. Compar-

ing Pndet and Pfst calculated for different environments, it was found that the

1In additional measurements, we found out that metal, glass, drywall and concrete pro-
duced strong reflections, while wood, plywood and Styrofoam didn’t.
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Figure 6.2: RMSE error of the DRAML method with four reflectors for different
values of Pfst, dmax and Pndet parameters.

values were similar. For that reason, the same values were used for all three

environments.

The DRAML method requires the likelihood of non-detection (Pndet), the

first MPC penalty (Pfst) and penalty length (dmax) parameters. These were also

chosen experimentally, by finding parameters delivering best results. Fig. 6.2

presents graphs of the error versus the value of each of the parameters. Pndet

for DRAML has the same value as for RAML.

6.1.4 Parameter Changes

Over the lifetime of a positioning system, the environment the system operates

in will change. This can have two consequences: change in the general number of

reflections in the environment; and change in optimal method parameter values

(σFRn
, Pndet, Pfst ...). The number of reflections in the environment corresponds

to the number of detected MPCs. Greater number of MPCs adversely affects the

accuracy of the RAML and RALS methods. For this reason, if the environment

becomes more cluttered, and thereby contain more objects for the signal to

reflect from, the accuracy of the methods will be reduced. The other factor, the

change of the optimal parameter values, should not strongly affect the accuracy.

The change would normally be small, and a small difference from the optimal

parameter value causes a very small decrease in accuracy, as can be seen from

graphs in Fig. 6.2.

6.1.5 Overview of Chosen Parameters

Table 6.1 contains the values of σFRm for each reflector in each environment.

Table 6.2 contains the values of the parameters used by both the RAML and
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Table 6.1: Roughness σFRm set for reflectors in different environments

Lecture Room Laboratory Corridor
m Description σFRm Description σFRm Description σFRm

1 Ceiling 0.1[m] Ceiling 0.1[m] Ceiling 0.1[m]
2 Floor 0.141[m] Floor 0.141[m] Floor 0.141[m]
3 Left Wall 0.141[m] Right Wall 0.141[m] Left Wall 0.245[m]
4 Right Wall 0.141[m] Left Wall 0.141[m] Right Wall 0.245[m]
5 Door Wall 0.245[m] Window Wall 0.245[m]
6 Door Wall 0.245[m]

Table 6.2: Parameters used in the RAML and DRAML methods

σn 0.1[m]
Pndet 0.05
Pfst 0.3

DRAML methods. Table 6.3 contains the values of the parameters used by the

DRAML method.

6.2 Error Metric

In my research, I used two error metrics: Mean Absolute Error(MAE) and Root

Mean Square Error(RMSE). In this dissertation, I use MAE for TOA cases

results, and RMSE for TDOA case results, in keeping with the metric used in

my published papers. 3D and 2D versions of the error metric are used. Two

versions are used because some applications require a 3D position, while other

applications will only use a 2D position. 3D position accuracy is used to evaluate

the method usability in 3D position applications, and 2D position accuracy is

used correspondingly for 2D position applications.

3D MAE error can be calculated as follows:

EMAE
3D =

1

S

S∑
s=1

√
(x̂sb−xsb)2+(ŷsb−ysb)2+(ẑsb−zsb )2 (6.1)

where S is the number of transmitters, b̂s = [x̂sb, ŷ
s
b , ẑ

s
b ]

T is the transmitter’s

estimated position and bs = [xsb, y
s
b , z

s
b ]

T is the transmitter’s real position. 2D

MAE is calculated using only the flat 2D position, omitting the height coordinate
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Table 6.3: Parameters used in the DRAML method

σn 0.1m
Pndet 0.05
Pfst 1.25
dmax 1.5[m]

(z):

EMAE
2D =

1

S

S∑
s=1

√
(x̂sb−xsb)2+(ŷsb−ysb)2 (6.2)

3D RMSE error can be calculated as follows:

ERMSE
3D =

√√√√ 1

S

S∑
s=1

(x̂sb−xsb)2+(ŷsb−ysb)2+(ẑsb−zsb )2 (6.3)

2D RMSE is calculated using only the flat 2D position, omitting the height

coordinate (z):

ERMSE
2D =

√√√√ 1

S

S∑
s=1

(x̂sb−xsb)2+(ŷsb−ysb)2 (6.4)

6.3 General TOA Results (RAML,RALS)

This section presents and discusses the TOA methods results for one case -

sparsely furnished, rectangular room, with two receivers on one wall. This case

is used to discuss the general properties of RAML and RALS, before the more

in-depth discussion in the later sections. This case corresponds to the Lecture

Room (see Fig. 5.5), receiver R3 and R4 measurements. The above mentioned

Lecture Room measurements data and simulation data are used for comparisons.

This section corresponds to the results section of our paper [67].

6.3.1 Results

The results of the RAML method, older RALS method, and the conventional

methods, Assumed Height(TOA-AH) and Direct Solution(TOA-DS) are com-

pared. Three cases are investigated: 3D positioning error using simulation data;

3D positioning error using measurement data and 2D positioning error using

the same measurement data.
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Figure 6.3: Simulation layout, with simulated transmitter positions marked.

In the first case, the methods were tested using data obtained from a simu-

lation. The simulations were performed using our self-developed UWB propaga-

tion simulator. The simulated SA was a sparsely furnished room, as presented

on Fig. 6.3. See [66] for simulation details.

Fig. 6.4 presents the methods’ 3D MAE errors versus the number of reflec-

tors considered. The TOA-AH method is the reference two receiver conventional

method. Since AH method does not use reflectors, results for this method are in-

dependent of the number of reflectors. The earlier RALS method, originally pre-

sented in [66], outperforms AH when two or more reflectors are used. While the

RALS method performs better than the TOA-AH method, the RAML method

is even more accurate. The performance of both RALS and RAML methods

improves with the number of reflectors, but only up to three. Adding fourth

and fifth reflectors do not improve the results.

In the second case, the positioning methods were compared using the mea-

surement data. 3D MAE results are presented in Fig. 6.5. 3D MAE results are

useful in evaluating the methods for use in applications that require a full 3D

transmitter’s position. In Fig. 6.5, apart from the methods already mentioned,

results for TOA-DS three receiver positioning method are shown. The TOA-DS

method, like TOA-AH, is independent of the number of reflectors considered.

The three receiver TOA-DS method, unsurprisingly, achieves the best accuracy.

However, while being the method with the best accuracy, the TOA-DS method

uses three receivers while the other three methods use only two. Of the three,

the RALS method produces the worst results. This is because the method was
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Figure 6.4: Results using simulation data – 3D MAE error versus the number of
reflectors considered in the method. Simulation layout shown Fig. 6.3 in used .

originally verified only through the simulation. It proved to be inaccurate when

used with measurement data. Measurement data contained a much higher num-

ber of detected MPCs than the simulated data, due to propagation effects that

were not taken into consideration during the simulation. The TOA-AH method

has an average error of 91 cm. This result is comparable to results when simula-

tion data is used, because the main source of error is not the ranging error, but

rather the assumption of height. The best of the two-receiver methods is the

RAML method. For three or more reflectors, the average error of the RAML

method is around 25% smaller than that of the TOA-AH method.

In the third case, the 2D MAE of the different positioning methods was com-

pared, also using the measurement data. The results are presented in Fig. 6.6. 2D

MAE results are useful in evaluating the methods for use in applications that re-

quire only a 2D transmitter’s position. Even if 2D positioning case is considered,

the RAML method retains its advantage over the TOA-AH method. Further-

more, somewhat surprisingly, the RAML method has an even larger lead over

the TOA-AH method. This is because of the contributions of the left wall to

the likelihood function. The left wall partial likelihood function has a symmetry

that can, in some cases, lead to a big height error but small 2D error.

6.3.2 Results Discussion

The first conclusion that can be drawn from the results is that the RAML

method is consistently better than RALS. RALS was the first method I pro-
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Figure 6.5: Measurement results – 3D MAE error versus the number of reflectors
considered in the method. Lecture Room (see Fig. 5.5) and the (R3,R4) receiver
pair used.

posed, and it was originally verified using only the simulation data. When used

with measurement data, or more advanced simulation data, it clearly showed

its weakness.

Another conclusion is that adding the fourth or the fifth reflectors did not

improve the results in any of the cases. This has more than one cause. The

first reason is the geometry of the problem. Both in the simulation and in

the measurements, the fourth reflector is the wall near which the receivers are

situated, while the fifth reflector is perpendicular to the receivers axis. MPCs

reflected from the wall directly behind the receivers come soon after the the

direct MPC, making them hard to detect. Additionally, because of a very short

“baseline” between the receiver and the receiver’s reflection, small range errors

would translate into big position error, if only that reflector were to be used. In

other words, little information is added by this reflection. Additionally, during

the measurements, the receiver antennas’ back was towards the wall, strongly

attenuating the reflection from that wall.

As to the fifth reflector, walls nearly perpendicular to the receivers axis (line

connecting both receivers) contribute only slightly to the positioning accuracy.

This is because, in the exactly perpendicular reflector case, a receiver’s reflection

is collinear with the two receivers. Because of that, the reflected MPC range

would be the same regardless of where on the RC the transmitter is. In other

words, the reflection contains no information.
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Figure 6.6: Measurement results – 2D, no height, MAE error versus the number
of reflectors considered in the method. Lecture Room (see Fig. 5.5) and the
(R3,R4) receiver pair used.

These two geometrical concerns limit the practical usable number of reflec-

tors to three, in the case of rectangular rooms with both receivers on one wall.

It should be noted, that including the reflections from the geometrically ill-

conditioned reflectors should not adversely affect the result. Both the RAML

and the RALS methods compensate for this problem.

The second reason is the error floor of the RAML and RALS methods.

Depending on σj
n and σFRm values, likelihood peaks, caused by two close MPC

ranges, can overlap. Such overlapping causes the total peak to be in-between

MPCs, corresponding to neither. This causes an error floor for the positioning

methods. For that reason, values of σj
n and σFRm

should be set close to their

measured values, and not higher.

The final reason, applicable to the Lecture Room environment’s fifth reflec-

tor, is the quality of the reflector. As can be seen in Fig. 5.5, the fifth reflector,

the door wall, is uneven, with a protruding pillar and sections on either side of

the pillar of different depths. This makes a flat reflector a poor approximation

of its shape.

Antenna’s radiation pattern did not seem to influence the results signifi-

cantly. However, apart from attenuating the reflection from the right wall, after

examining the received waveforms, there were a few cases when the central null

of the antenna’s radiation pattern attenuated some reflected MPCs so much

as to make them undetectable. A better radiation pattern would improve the
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Figure 6.7: 3D MAE results of the methods for the three receiver pair choices.
Lecture Room measurements (see Fig. 5.5) were used.

results.

6.4 Different Receiver Positions (RAML)

In this section, the influence of the receiver placement on the methods’ results is

investigated. Accuracy of a positioning system is heavily dependent on anchor

placement [78]. Receiver placement in the RAML method is of special interest,

because the position of receivers in relation to reflectors is an additional factor

influencing the accuracy. The Lecture Room(Fig. 5.5) measurement data were

used.

The comparison of the results for the different receiver placements is pre-

sented in Fig. 6.7. Three receiver pairs were used: (R1,R3), window wall re-

ceivers, (R1,R4), diagonal receivers, and right wall receivers(R3,R4), as investi-

gated in the previous section. The considered methods are: TOA-DS, RAML,

and TOA-AH. Results for the TOA-AH and RAML methods are presented for

three receiver pair choices. Mean Average Error(MAE) results as a function of

the number of considered reflectors are shown. In TOA-AH, the transmitter’s

assumed height is 1.5[m], which is the average transmitter height. Since TOA-

AH and TOA-DS do not use reflectors, their results are independent of the

number of reflectors.
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Figure 6.8: Comparison of the RC for (R1,R4) and (R3,R4) receiver pairs. Both
position candidates are inside the SA for (R1,R4) pair, but only one is inside
for the (R3,R4) pair.

6.4.1 Conventional Methods

First, the results for the TOA-AH and TOA-DS methods are compared. As

mentioned before, from the considered methods, TOA-DS has the best accuracy,

but it requires three receivers, unlike TOA-AH and RAML.

If the TOA-AH method is considered, results for (R1,R3) and (R3,R4) re-

ceiver pairs are very similar. This is because in both cases the receivers are close

to one wall: the window wall in the first case, the right wall in the second. Since

TOA-AH corresponds to 2D two receiver TOA positioning, the initial result

contains two transmitter position candidates. However, if both receivers are on

the same wall, which is the case here, one of the candidates can be discarded

because it falls outside of the SA bounds.

If the third receiver pair, (R1,R4) is used, the error of the TOS-AH method is

significantly larger. In this case, the receivers are placed diagonally. Because of

that, both transmitter position candidates generally fall inside the SA bounds.

One of the candidates has to be chosen randomly, generating a large error if the

wrong one is chosen. Fig. 6.8 compares the placement of position candidates in

the case (R1,R4) and (R3,R4) receiver pairs.

6.4.2 R3 and R4 - Right Wall Receivers

The (R3,R4) receiver pair case was discussed in the previous Section 6.3.
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6.4.3 R1 and R3 - Window Wall Receivers

Looking at the RAML method results for (the R1,R3) receiver pair, the results

for one and two reflectors are similar to the results for the (R3,R4) receiver

pair. However, the accuracy does not increase with adding the third (left wall)

or later reflectors, and consequently the conventional TOA-AH method is more

accurate for any number of reflectors.

The reason for this is the geometry of the left and right walls and the uneven-

ness of the door wall. Left and right walls do not improve the accuracy because

they are perpendicular to the receiver axis, as already discussed in Sec. 6.3.2.

The fifth reflector, the door wall, is not affected by this problem, but, as men-

tioned in Sec. 6.3.2, it is very uneven. Using it does not improve the accuracy

either.

6.4.4 R1 and R4 - Diagonal Receivers

When diagonal receivers (R1,R4) are considered, results for both the TOA-AH

and RAML methods are clearly worse than the results for the other receiver

pairs. However, the RAML method is consistently better than TOA-AH. As

mentioned in subsection 6.4.1, in the diagonal receiver case two transmitter

position candidates, or, in the case of RAML, two transmitter position candi-

date regions, exist. RAML method is better at choosing the right transmitter

position candidate region then TOA-AH, which uses random selection. How-

ever, this effect is observed for as few as one reflector; adding more does not

increase accuracy. We could not find an adequate explanation for the bad result

in the case of two reflectors. It might be that, in reality, the good result for

a single reflector is a coincidence, therefore, using three or four reflectors, all

well-approximated reflectors, is recommended.

6.4.5 Discussion of Results

For both the TOA-AH and RAML methods, higher accuracy can be achieved if

receivers are placed along a wall, SA bound. This placement avoids the problem

of two separate transmitter position candidates/candidate regions.

Additionally, in along-wall receiver placement case, the RAML method, as

used with current measurement data, requires three good reflectors to achieve

accuracy better than the TOA-AH method. Two of the reflectors are readily

available: ceiling and floor. The third reflector should be a wall opposite the

receivers. In the case of the (R3,R4) pair, this is the left wall, well approximated

by the flat reflector model. The RAML method’s accuracy is consequently better

than the AH method’s for this pair, for three or more reflectors. However, in the
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case of the (R1,R3) reflector pair, the opposite wall is the door wall, not well

approximated by a flat reflector model. Consequently, accuracy of the RAML

method is never better than accuracy of the TOA-AH method in this case.

In other words, to achieve the best results with two receiver TOA positioning,

receivers which were positioned near one wall, opposite a flat wall, should be

chosen. An example of this placement is the (R3,R4) receiver pair.

It is possible that in some cases only a diagonal receiver placement will be

available. The most probable cause of such a placement is a failure of some of

the receivers in a larger positioning system. In that case, the RAML method

has better accuracy than the TOA-AH method, and should be used with all

well approximated reflectors (4 in the measured case).

6.4.6 Summary

Three receiver placements were compared using measurement data. Unlike in

conventional methods, if RAML is used, the availability of good reflectors has

to be taken into consideration during receiver placement choice. The best result

using RAML method is achieved with two receivers lined along a wall and a flat

opposite wall (R3,R4), the case that was investigated in the previous section.

This is the optimal case for reflection-based two receiver positioning. Although

the sub-optimal case of diagonally placed receivers (R1,R4) should not be used,

if this case does occur, the RAML method achieves significantly better accuracy

than conventional method.

6.5 Different Environments (RAML)

In this section, the influence of different environments on the methods’ accuracy

is compared. All three measured environments are used, the Lecture Room, the

Laboratory and the Corridor. This section corresponds to our paper [79].

6.5.1 Results

The cases investigated are:

• Lecture Room with receivers on one wall (R3,R4)

• Lecture Room with diagonal receivers (R1,R4)

• Laboratory with receivers on one wall (R2,R3)

• Laboratory with diagonal receivers (R2,R3)

• Corridor with receivers in opposite ends

In the first case, the RAML method was tested using the Lecture Room

measurements and receivers on one wall, R3 and R4. This case was discussed in
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Figure 6.9: Lecture Room, same wall receivers(R3,R4) and diagonal receivers
(R1,R4) – 3D MAE error versus the number of reflectors considered in the
method. (Results same with Fig. 6.5)

Section 6.3.2, but the results for this and the next, diagonal, case are repeated

in Fig. 6.9.

In the second case, the RAML method was tested using Lecture Room mea-

surements and receivers in diagonal corners, R1 and R4. This case, and its

difference with the first case, were already discussed in Section 6.4.4 The results

are nevertheless repeated in Fig. 6.9.

In the third case, the RAML method was tested using the Laboratory mea-

surements and receivers on one wall, R1 and R4. The results for this and the

next, diagonal, case are presented in Fig. 6.10. In this case, the RAML method

is less accurate than the AH method, for any number of reflectors. This is caused

by the very cluttered nature of the environment. The equipment, shelves, metal

cases etc. cause many reflections, and consequently many MPCs, which lowers

the accuracy of the RAML method. It can also be noted that the TOA-DS

method also does not perform as well in the Laboratory Room as in the Lec-

ture Room. This is caused by the direct path being blocked to some of the

transmitter positions.

In the fourth case, the RAML method was tested using the Laboratory

measurements and receivers in diagonal corners, R2 and R4. The results are

presented in Fig. 6.10.
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Figure 6.10: Laboratory, same wall receivers(R1,R4) and diagonal receivers
(R2,R4)– 3D MAE error versus the number of reflectors considered in the
method.

The RAML method is more accurate than the AH method in this case. The

cause is the same as in the second case, diagonal receivers in the Lecture Room,

as already explained in Section 6.4. In the presence of two transmitter position

candidates/RC regions in SA, the RAML method is better at choosing the right

one. It can also be noted that the fifth and sixth reflectors worsen the accuracy

of the RAML method. These reflectors are the door wall and the window wall.

The door wall is highly uneven, while the windows have anti-burglary grilles,

causing additional strong reflections not directly from the window.

In the fifth, final, case, the RAML method was tested using the measurement

performed in the Corridor, with receivers at the opposite ends of the Corridor.

Results are presented in Fig. 6.11. First of all, the TOA-DS method’s accu-

racy is very bad in this case. This is caused by the three receivers being nearly

collinear, a geometry strongly damaging to the precision of positioning. Sec-

ondly, the RAML method’s accuracy is better than TOA-AH method’s. This is

again caused by the presence of two transmitter position candidates/ RC regions

in the SA, although these are much closer together, given the shape of the SA.

81



1 2 3 4
0

0.25

0.5

0.75

1

1.25

1.5
3D

 M
ea

n 
A

bs
ol

ut
e 

E
rr

or
 (

M
A

E
) 

[m
]

Number of reflectors considered

 

 

3 recs, Direct Solution(TOA−DS)
2 recs, Assumed Height(TOA−AH)
2 recs, RAML

3 Receivers − 2.48

Figure 6.11: Corridor, receivers at both ends – 3D MAE error versus the number
of reflectors considered in the method.

6.5.2 Results Discussion

The first thing to notice from the environment comparison is that the result of

the RAML method strongly depends on the environment. The RAML method

functions badly in cluttered environments, with a large number of reflections.

However, if the number of reflections is within a limit, positioning accuracy is

improved.

However, in all environments, the RAML method is good at choosing the

right transmitter position/position region, making it better than the TOA-AH

method if two transmitter position candidates/ RC regions are in the SA.

6.6 TOA Positioning Summary

The results of TOA positioning using the RAML and RALS methods were

compared with the conventional methods. Three aspects of positioning using the

RAML method were examined: the general properties of RAML, the dependence

on the receiver placement, and the dependence on the environment.

It was found that the RAML method outperforms the conventional TOA-

AH method with three or more reflectors, for receivers placed along a wall. It

was also found that the practical limit on the number of useful reflectors in the

case of a rectangular room and along-wall receiver placement is three.
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While examining the dependence of the method’s accuracy on receiver place-

ment it was found that the optimal receiver placement is along a wall, with

a flat opposite wall. Also, if the receivers are placed diagonally, the RAML

method outperforms the TOA-AH method, although the results are generally

much worse than in the along-wall placement case.

Finally, while examining the RAML positioning method results in three dif-

ferent environments, it was found that the method performs best in the case

of not too cluttered rooms, and may be worse than TOA-AH in the case of

cluttered rooms. However, even in the case of very cluttered rooms, it can be

successfully used to distinguish between two transmitter position candidates,

achieving higher accuracy than the TOA-AH method in the case where that is

required.

6.7 TDOA Results (DRAML)

This section compares the results of the DRAML method with two conven-

tional, three receiver methods: TDOA Assumed Height(TDOA-AH) and TOA

Direct Solution(TOA-DS). All the methods are defined in chapter 4. 3D and 2D

positioning errors are investigated.

Fig. 6.12 presents the 3D RMSE results of the three methods for different

number of reflectors used. Since neither TOA-DS nor TDOA-AH methods use

reflectors, their performance is independent of the number of reflectors. As ex-

pected, the lowest error is achieved by TOA-DS method. However, TOA-based

methods may be impossible to use, especially if cheap disposable tags are em-

ployed and two-way ranging or synchronization cannot be used. The reference

conventional TDOA method, TDOA-AH achieves RMSE of 89cm. In compar-

ison, the proposed DRAML method achieves better results for three or more

reflectors.

Fig. 6.13 presents the 2D RMSE results. Similarly to the 3D case, the

DRAML method outperforms TDOA-AH for three or more reflectors. A better

3D position estimate translates into a better 2D estimate. However, the ad-

vantage of the DRAML method is smaller than in the 3D case. This result is

opposite the result achieved for the RAML method in the previous chapter(See

section 6.3).

6.7.1 Results Discussion

Analyzing Figs 6.12 and 6.13, it can be seen that the DRAMLmethod’s position-

ing accuracy improves with the number of reflectors. However, a fifth reflector

did not improve the results. This is because the fifth reflector is the Door Wall,
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Figure 6.12: Measurement results – 3D RMSE error versus the number of re-
flectors considered. All methods use three receivers. Only the DRAM method
depends on the number of receivers. Lecture Room measurements (see Fig. 5.5)
and (R1, R3,R4) receivers were used.

which, as discussed in Section 6.3.2, is highly uneven and therefore very poorly

approximated by a flat reflector.

It is interesting to note that in the case of the RAML method, already the

fourth reflector did not improve the results. The difference between the RAML

and DRAML methods is that DRAML uses three receivers. Both receivers used

by the RAML method are placed near the fourth reflector, the Right Wall,

which, as already discussed, makes the reflections from this wall carry little

positioning information. This is not the case for the third receiver, R1, used

only by the DRAML method, which makes the fourth reflector useful. This

result suggests, that for DRAML method, the degree to which the reflector

can be approximated by a flat reflector model should be the main criterion

for the reflector choice, while the placement of the reflector can be generally

disregarded.

6.8 Summary

This chapter presented the results of RALS, RAML and DRAML methods in

comparison with conventional positioning methods in three environments, with

different receiver positions. The results have shown that RAML method can

outperform the conventional TOA-AH method in a an uncluttered room, with

both receivers on one wall and a flat opposite wall. RAML can also outperform

TOA-AH in the sub-optimal case of diagonal receivers. DRAML, can also out-

perform the conventional method, TDOA-AH in this case, in a an uncluttered
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Figure 6.13: Measurement results – 2D RMSE error(discounting height) versus
the number of reflectors used. Lecture Room measurements (see Fig. 5.5) and
(R1, R3,R4) receivers were used.

room. RALS method was shown to be always worse than RAML.
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Chapter 7

Conclusions

This final chapter presents the summary of the disseration, discusses the con-

tribution of the thesis, as well as proposes possible ways of improvement for the

methods presented in the thesis.

7.1 Summary of the Dissertation

This dissertation was divided into five parts, an introductory chapter 1 was

followed by the description of the indoor positioning field in Chapter 2, the

description of the UWB positioning field in chapter 3, the description of the

proposed methods in Chapter 4, measurements description in Chapter 5 and

method results in Chapter 6.

The first part, Chapter 2, showed that the time-based UWB is a very good

candidate for positioning. The chapter presented an introduction of the field,

as well as an overview of the technologies and techniques that can be used

for indoor positioning. Among the presented technologies, UWB was shown

to be the best candidate, because of its ranging accuracy, ability to penetrate

obstacles, and resistance to multipath fading. Among the presented positioning

techniques, it was shown that only TOA, TDOA and AOA are suitable for high

precision ranging in indoor environments, although RSS and Fingerprinting are

also suitable for medium-precision ranging.

The second part, Chapter 3, showed the place of my research subject, reflection-

aided positioning, in the broader indoor UWB positioning field, as well as its

usefulness. The chapter presented an introduction to UWB technology, UWB

regulations and characteristics, and an overview of research subjects in the UWB

field. The regulations limit the power levels of UWB, making only short-range

positioning possible, and forcing the use of many reference nodes in order to

cover building-sized service areas. The overview of the research subjects shows
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the problems in the UWB field, and how my research might help solve some of

them.

The third part, Chapter 4, introduced the two proposed methods, RAML

and DRAML. Apart from the proposed methods, also the conventional methods

used for comparison were introduced.

The fourth part, Chapter 5, introduced measurements used for method ver-

ification. The chapter presented the measurement setup and the three environ-

ments in which the measurements were conducted. Measurements for a total of

120 transmitter positions were performed.

The fifth part, Chapter 6, compared the results of the proposed and conven-

tional methods in the three measured environments. A total of four studies were

presented: general TOA results, results for different receiver positions, results

for different environments, and general TDOA results. Both TOA RAML and

TDOA DRAML can achieve better accuracy than the conventional methods.

The two main requirements are the availability of at least three reasonably flat

reflectors/walls and a relatively uncluttered environment. In the case of RAML,

the position of the reflectors in respect to the receivers also strongly influences

the results.

The results show that, in the right conditions, both the RAML and DRAML

methods outperform the conventional methods, when using the same number of

receivers. The two most important requirements were found to be the availability

of at least three reasonably flat reflectors/walls and a relatively uncluttered

environment. Also, especially in the case of the RAML method, the position of

the reflectors in respect to the receivers strongly influences the results.

7.2 Contribution of the Thesis

As mentioned in the introduction, this dissertation makes three main contribu-

tions. The first contribution are the two, new positioning methods. The second

contribution is the verification of those methods, and the analysis of methods’

results. Finally, the most important contribution is proving the validity of the

Reflection-Aided approach in general.

7.2.1 Positioning Methods

The first contribution are the two novel positioning methods: RAML and DRAML.

These are the first reported methods that use reflections to improve accuracy

of an indoor positioning system. The main proposed application of those meth-

ods is as a part of a larger positioning system, for the cases when, due to

sparse receiver placement or attenuation caused by obstacles, only two (TOA)
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or three(TDOA) LOS paths from the transmitter to the receivers are available.

The methods require receivers capable of MPC ranging and many calculations,

but no additional or special antennas.

7.2.2 Validation of the Proposed Methods

The second contribution is the validation of the methods using real world mea-

surements. Both TOA RAML and TDOA DRAML can achieve better accuracy

than the conventional methods. The two main requirements are the availability

of at least three reasonably flat reflectors/walls and a relatively uncluttered en-

vironment. The two identified problems, flat reflectors availability and cluttered

environments/high number of MPCs, will be a challenge for all reflection-based

systems.

7.2.3 Reflection-Aided Positioning Approach

The final, most important contribution, is proving the validity of the Reflection-

Aided approach in general. Validation clearly showed that using reflections can

improve results, even if single antenna receivers without tracking are used.

However, the proposed methods will most probably not be used in their

current form. First of all, commercial systems, such as Ubisense platform, have

currently a higher claimed accuracy. This is because those systems use AOA

ranging and tracking in addition to TDOA ranging, which were not considered in

the proposed method. Secondly, the cost of receivers capable of detecting MPCs

is currently very high. This, however, should change in time, with constantly

increasing capabilities and falling prices of integrated circuits.

Although the proposed methods will not be used directly, they provide a

good base for more advanced, reflection-based methods. In particular, AOA

and tracking are the two technologies that can be added to reflection-based

positioning, improving the overall results significantly.

All things considered, I believe that in the future, when UWB receivers capa-

ble of detecting MPCs become affordable, the reflection-using UWB positioning

systems will become mainstream. I hope my work will contribute to those future

systems.

The proposed approach and methods are not limited to the UWB position-

ing. In the measurements, UWB was used, but the real condition for using the

presented methods is a good time resolution of the received signal. In other

words, the same methods could be used with, for example, ultrasound signals,

or with not as wideband systems in bigger spaces.
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7.3 Future Avenues of Improvement

and Research

No research is ever complete. This is also true for my research. Here I will present

different ideas for future research based on my thesis.

The first interesting research problem is using angle-of-arrival(AOA) infor-

mation together with reflection-aided positioning system. Using AOA should

greatly improve the results, because AOA information can be used to reject

MPCs coming from the wrong directions when looking for a MPC caused by a

given reflector. This would dramatically limit the problem of multiple MPCs.

I did not explore the use of AOA because of lack of measurements for AOA

positioning.

The second future research problem is using tracking together with reflection-

aided positioning. Tracking should also significantly improve the results, because

of the increased diversity. The proposed methods can sometimes result in a few

near-equally probable position candidates. Tracking can be used to filter out

the position candidates that do not match a trajectory, greatly improving the

results. Because there can be more than one position candidate, particle filters

rather than simple Kalman filters should be used. As for AOA, I did not explore

tracking because of lack of suitable measurements.

The third interesting research problem is developing reflection-based meth-

ods for different numbers of receivers. In my research, I developed methods for

two receiver TDOA positioning and a general algorithm for positioning accuracy

improvement through reflections. However, the achieved results were not excep-

tional, and therefore they were not presented. A different perspective, or using

the reflections approach together with some other techniques, could however

provide better results.

The fourth research problem would be verifying the proposed methods in

more usage scenarios. In particular the influence of the following factors could

be checked:

• Simpler receiver architectures (Energy Receiver)

• Signal’s shape and bandwidth

• Antenna radiation pattern

• Different noise levels

• More different environments

Finally, the fifth research problem would be incorporating the knowledge of

the transmitter position probability distribution into the positioning system.

That should be reasonably straightforward, since the methods are ML-based.
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