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Abstract

Spontaneously spoken Japanese includes a lot of gram-
matically ill-formed linguistic phenomena such as fillers,
hesitations, inversions, and so on, which do not appear in
written language. This paper proposes a method of ro-
bust dependency parsing using a large-scale spoken lan-
guage corpus, and evaluates the availability and robust-
ness of the method using spontaneously spoken dialogue
sentences. By utilizing stochastic information about the
appearance of ill-formed phenomena, the method can ro-
bustly parse spoken Japanese including fillers, inversions,
or dependencies over utterance units. As a result of an ex-
periment, the parsing accuracy provided 87.0%, and we
confirmed that it is effective to utilize the location infor-
mation of a bunsetsu, and the distance information be-
tween bunsetsus as stochastic information.

1. Introduction

In order to develop a user-friendly spoken dialogue sys-
tem, a technique for robustly understanding spoken lan-
guage is strongly required. Although most conventional
spoken dialogue systems are only treating words or ex-
pressions decided beforehand, if the system tries to ex-
ecute a richer spoken dialogue, analyzing the language
structure of spontaneous speech is essential. On the other
hand, spontaneously spoken Japanese includes a lot of
grammatically ill-formed linguistic phenomena such as
fillers, hesitations, inversions, etc., which the conven-
tional dependency parsing method for written language
can not parse correctly.

This paper proposes a method of robust dependency
parsing using stochastic information. The usual methods
of Japanese dependency parsing have assumed the fol-
lowing three syntactic constraints[4]:

1. No dependency is directed from right to left.

2. Dependencies do not cross each other.

3. Eachbunsetsu1, except the last one, depends on
only one bunsetsu.

As far as we have investigated the corpus, however, many
spoken utterances do not satisfy these constraints because
of inversion phenomena, bunsetsus which do not have
the head bunsetsu, and so on[5]. Therefore, our parsing
method relaxes the above three constraints, that is, per-
mits the dependency direction from right to left and the
bunsetsu which does not depend on any bunsetsu.

In this paper, we also evaluate the availability and ro-
bustness of our method. Especially, we report how ef-
fectively the method can parse bunsetsus which have no
head bunsetsu, dependencies directed from right to left,
and dependencies over utterance units.

This paper is organized as follows: The next section
explains stochastic dependency parsing of spoken lan-
guage. Section 3 presents the parsing experiment. The
discussion about our experiment is reported in Section 4.

2. Robust dependency parsing of spoken
Japanese

In our method, a sequence of bunsetsus for which a mor-
phological analysis and bunsetsu segmentation are pro-
vided is considered as an input. For a sequence of bun-
setsus,B (= b1 · · · bn), the method identifies the depen-
dency structureS.

The conventional methods of dependency parsing for
a written language have assumed the above three syn-
tactic constraints. Considering that there exist frequent
inversions, fillers, hesitations and slips in spoken lan-
guage, we established that a dependency structure ful-
fills only one constraint: dependencies don’t cross each
other. However, we consider the other two constraints by
reflecting the stochastic information.

1A bunsetsuis one of the linguistic units in Japanese, and roughly
corresponds to a basic phrase in English. A bunsetsu consists of one
independent word and more than zero ancillary words. A dependency
is a modification relation between two bunsetsus.



Table 1: Experimental result about parsing accuracy
for dependency for turn

average accuracy 87.0% (21,089/24,250) 70.1% (4,260/6,078)

Assuming that each dependency is independent, the
P (S|B) can be calculated as follows:

P (S|B) =
n∏

i=1

P (bi
rel→ bj |B), (1)

whereP (bi
rel→ bj |B) is the probability that a bunsetsu

bi depends on a bunsetsubj when the sequence of bun-
setsusB is provided. The parameterS, which maximizes
the conditional probabilityP (S|B), is regarded as the de-
pendency structure ofB and identified by dynamic pro-
gramming (DP).

Next, we explain the calculation ofP (bi
rel→ bj |B).

First, the basic form of independent words in a depen-
dent bunsetsu is represented byhi, its part-of-speechti,
type of dependencyri, and the basic form of the inde-
pendent word in a head bunsetsuhj , its part-of-speech
tj . Furthermore, the distance between bunsetsus is de-
noted asdij , the number of pauses between thempij , and
the location of the dependent bunsetsuli. Here, if a de-
pendent bunsetsu has an ancillary word, the type of the
dependency is the lexicon, part-of-speech and conjugated
form of that ancillary word, and if not so, it is the part-of-
speech and conjugated form of the last morpheme. Then
it is allowed thatdij takes a minus value to treat inversion
phenomena. Moreover, the dependent bunsetsu’s location
indicates whether it is the last one of the turn. The method
uses the location attribute for calculating the probability
of the inversion, because most inverse phenomena tend to
appear at the last of the turn[5].

By using the above attributes, the conditional proba-

bility P (bi
rel→ bj |B) is calculated as follows:

P (bi
rel→ bj |B) (2)

∼= P (bi
rel→ bj |hi, hj , ti, tj , ri, dij , pij , li)

=
C(bi

rel→ bj , hi, hj , ti, tj , ri, dij , pij , li)
C(hi, hj , ti, tj , ri, dij , pij , li)

.

Note thatC is a cooccurrence frequency function. The
probability of a bunsetsu not having a head bunsetsu can
also be calculated in formula (2) by considering that such
a bunsetsu depends on itself ( i.e.i = j).

3. Parsing experiment

In order to evaluate the effectiveness of our method,
we made an experiment on dependency parsing. In the

experiment, we used the syntactically annotated spo-
ken language corpus[6] which we constructed by semi-
automatically providing dependency analysis for each of
the driver’s utterances in CIAIR in-car speech dialogue
corpus[2, 3].

3.1. Outline of the experiment

We used 81 dialogues, which included 6,078 turns con-
sisting of 24,250 bunsetsus (i.e., the average length of
turn is 4.0 bunsetsus), in our syntactically annotated spo-
ken language corpus[6]. We performed the cross vali-
dation experiment by dividing the entire data into dia-
logues. That is, we repeated the experiment, in which we
used one dialogue among 81 dialogues as the test data
and the others as the learning data, 81 times. Here, we
define a turn as a parsing unit according to the result of
our investigation[5].

3.2. Experimental result

Table 1 shows the average accuracy for dependency or
turn. Among the 24,250 dependencies in the experimen-
tal data, 21,089 were correctly parsed and its accuracy
was 87.0%. We have confirmed that the parsing accu-
racy of our method for spontaneously spoken Japanese
language is as high as that of another methods for written
language[1, 7].

4. Discussions

In this section, we focus attention on dependencies with
no head bunsetsu, dependencies directed from left to right
and dependencies over utterance units, and discuss the ro-
bustness of our method for spontaneous spoken Japanese
based on the experimental results described in section 3.

4.1. Dependencies with no head bunsetsu

Although each bunsetsu, except the last bunsetsu, has one
head bunsetsu in usual written Japanese, there are some
bunsetsus, which has no head bunsetsu, such as fillers
or hesitations, in spoken Japanese. Figure 1 shows an
example of the dependency structure with such the de-
pendency. The bunsetsus which do not have the head
bunsetsu occupy 51.1% of the whole in the used corpus.
Among these bunsetsus, whose number is 12,384, 4,937
bunsetsus are not located right before pause. The items
of these bunsetsus are shown in Fig. 2. About 70% of
the whole is fillers or hesitations. Since the corpus are
constructed based on the rule that fillers or hesitations do
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Figure 1: Example of dependency with no head bunsetsu
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Figure 2: Types of bunsetsus with no head bunsetsu (ex-
cept the last bunsetsu of an utterance)

Table 2: Parsing result for dependencies with no head
bunsetsu (except bunsetsus which is located right before
pause, or which is fillers or hesitation)

precision 60.4% (996/1,650)
recall 69.5% (996/1,434)

not have the head bunsetsus, it is not difficult to identify
the head bunsetsu. Consequently, Table 2 shows the ex-
perimental results for the remaining 30%. Among 1,434
bunsetsus which were included in the 30%, 996 were cor-
rectly parsed. Thus it means that our method can identify
the dependencies with high accuracy.

4.2. Dependencies directed from right to left

In order to identify inversion, our method does not as-
sume that no dependency is directed from right to left.
An example of inversion is shown in Fig. 3. If the de-
pendency parsing is performed based on the assumption
that inversions exist, it becomes difficult to realize cor-
rect parsing because the search domain for identifying
the head bunsetsu spreads about twice. There existed 256
dependencies directed from right to left, thus we can not
always ignore them. However, since the rate is only 1%
of the whole, it is not necessarily clear whether we should
parse these bunsetsus or not.

Table 3 shows the experimental results for dependen-
cies directed from right to left. Although the recall is not
always high, the precision is over 60%. This means that
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Figure 3: Example of dependency directed from right to
left
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Figure 4: Distance between bunsetsus of inversion

the parsing accuracy increase by accepting that depen-
dency is directed from right to left, furthermore shows the
robustness of our method for inversions. Obtaining these
good results is attributed to the following two tendencies
about the appearance of inversions.

One is the tendency about the location of bunsetsus.
Many of inversions have the dependent bunsetsus which
appears at the last of an utterance unit. Concretely speak-
ing, 85.2% of inversions appear at the last bunsetsu of
a turn. From the experimental results, we can see the
effects that we adopt the location of a dependent bun-
setsu as the attribute of the formula (2) in consideration of
the above things. Indeed, among 81 dependencies which
were judged to be directed from right to left, the preci-
sion of dependencies which is located at the last of a turn
is 75.0%.

The other is the tendency about the distance between
bunsetsus. Among dependencies directed from right to
left, dependencies whose the distance between bunsetsus
is -1 or -2 occupy 90.2% of the whole. The fact is re-
flected in the calculation of the dependency probability
by accepting the value ofdij is less than 0. In the exper-
imental result, the precision of inversions whose distance
between bunsetsus is no less than -2 is 61.0%.



Table 3: Parsing result for dependencies directed from
right to left

precision 60.5% (49/ 81)
recall 19.1% (49/256)

4.3. Dependencies over utterance units

In spoken Japanese, it is not easy to define a grammatical
unit corresponding to a sentence in written language. Al-
though the possibility that a pause means a boundary of
the unit is high, we can see a little different case. Thus
we defined one turn as a parsing unit in the experiment.
There were 92 dependencies over utterance units in the
used corpus. Figure 5 shows an example of such the de-
pendency.

Table 4 shows the experimental result for dependen-
cies over utterance units. The precision brought a remark-
able low result. The result was thought to be caused by
the following reason:

• The appearance frequency of those dependencies is
not many (the probability is 0.4% of the whole).

• Since the grammatical feature of dependencies
over utterance units is not clear, our method does
not introduce it into the probability calculation.

On the other hand, since the recall was 37.0%, we can see
the certain degree of effect.

5. Conclusions

In this paper, we have proposed a method of robust de-
pendency parsing of Japanese speech using a large-scale
spoken language corpus, and also evaluated the availabil-
ity and robustness of the method using spontaneously
spoken dialogue sentences. In the result, we have con-
firmed that our method can efficiently parse dependencies
with no head bunsetsu, dependencies directed from right
to left and dependencies over utterance units.
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