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[PAPER

Robust On-Line Frequency Identification for a Sinusoid

SUMMARY  This paper discusses the on-line frequency identification
problem for a measured sinusoidal signal by using the adaptive method
and filter theory. The proposed method is based on an identity between the
sinusoidal signal and its second order derivative. For a set of chosen param-
eters, the proposed method is robust to the initial phase, the amplitude, and
the frequency in a wide range. The convergence rate can be adjusted by the
chosen parameters. The estimation error mainly depends on the frequency
of the sinusoid, the measurement noise and a key design parameter.

key words: on-line frequency identification, sinusoidal signal, adaptive
method, filter theory

1. Introduction

In this paper, the on-line frequency identification for a pure
sinusoidal signal

n(t) = Asin(wt + ¢), (1

is discussed, where n(f) is measurable; the amplitude A, the
frequency w and the initial phase ¢ are all unknown. The a
priori information about the lower bound of the amplitude,
the lower bound of the frequency and upper bound of the
frequency is known as Ay, wg and €, respectively.

On-line identification of a measured sinusoidal signal
is a very fundamental problem in system theory. Cancelling
sinusoidal disturbances in the controller design is discussed
recently in [2], [11], [20]. It is well known that the estima-
tion of frequency is the most essential problem in the identi-
fication of a sinusoidal signal. In the practical point of view,
frequency identification has many applications in, for ex-
ample, active and vibration control [6], helicopter [7], disk
drives [1] and magnetic bearings [8]. In the theoretical point
of view, frequency identification is also a challenging prob-
lem since the nonlinear dependence on the unknown fre-
quency makes the application of standard well-known tech-
niques very difficult. This paper will focus on the on-line
frequency identification problem for a sinusoid.

Several algorithms have been reported until now to es-
timate the frequency of a sinusoid [2], [9]-[11], [13],[16],
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[19]-[21]. To the authors’ knowledge, the basic problem
of designing a globally convergent estimator still remains
open. A pioneer research for estimating the frequency on
this subject may refer to [5],[16],[17], in which an adap-
tive notch filter (ANF) is proposed. Later, it is adapted for
continuous-time case in paper [1]. Then, a global conver-
gent estimator based on the ANF is reported in [9]. The
estimator takes the following form:

L) + 2p0(D)E (1) + D*DL() = & (Dn(D), )

a(t) = g(O2pL(t) — dBNOL(DA(), 3)

g(1) = - )
{1 +y|20+(43) ]} (1 + uloo)lo)

where a > 1 and €, y, u and p are positive reals. In the
result [9], all the signals are globally bounded and the esti-
mated frequency is asymptotically correct for all initial con-
ditions and all frequency values. Furthermore, the tuning
procedure for the design parameters is very simple and the
transient performance is also enhanced. However, for a set
of chosen parameters, the convergence rate is very sensitive
to the frequency of the sinusoid. Recently, transient behav-
ior of the ANF and its performance in the presence of noise
are further discussed and modified in [4], [13], [19]. Except
for the ANF method, several interesting methods based on
adaptive observer theory are also reported recently in [11],
[12], [14], [21], where the estimation methods of n frequen-
cies are formulated in [12], [14], [21].

In this paper, a different approach of identifying the fre-
quency of a sinusoid is given by using the adaptive method
and filter theory. For a set of chosen parameters, the pro-
posed method is robust to the initial phase, the amplitude,
and the frequency in a wide range. The convergence rate can
be adjusted by the design parameters. The estimation error
mainly depends on the frequency of the sinusoid, the mea-
surement noise and a key design parameter. In Sect. 2, the
adaptive frequency identification algorithm is introduced.
In Sect. 3, the parameter tuning and the robustness of the
proposed algorithm are illustrated by computer simulations.
Section 4 concludes this paper.

2. Proposed Formulation

First, the “filter” used in this note is defined. Let s denote the
differential operator. For a constant « > 0 and a signal 7(?),
L) is defined as the solution of the following differential

S+K
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equation
{0 + k(1) = (o), £(0) = 0. ®)
Thus, the filter 228 7n(¢) can be analogously defined, where
hi(s) is a Hurwitz polynomial and h(9) §g proper.

hi(s)

2.1 Frequency Identification Algorithm

For the sinusoidal signal n(#) = A sin(wt + ¢), it holds

ii(f) + w’n(t) = 0, (6)
ie.

(s? + wHn(@) = 0. )

Let us introduce a monic second order Hurwitz poly-
nomial (s + A;)%, where A; > 0 is a design parameter It can
be easily seen that | (Sz;rﬁ“’)zn(t) = |(J+j )zn(t) + w? ey )zn(t)
exponentially decreases to zero, i.e. there exist constants
p1 = 0 and p, > O (which depends on the parameter A;)
such that

2
n(t) + w* < pre?, 3)

S— ; (l)
(s +A1)? Grat

Relation (8) means that —ﬁn(r) is the asymptotic esti-
mate of wzmn(z‘).

Now, let us estimate the frequency w. By using the
filtered srgnals TP n(r) and GiiR n(t), the parameter w is
estimated by an adaptlve method based on relation (8). Let
the estimate of w be &(f) at instant ¢. Deriving the following
partial derivative yields

2
n(t))

g n(t) — &' () ———
1
(s+ A)Z ()) (s+41)>

, 1 1
0 (‘” (5 + 1) (s + A)Z

= —440() (cuz n(t)—-&* (1)

n(t).

€))

By referring to the gradient algorithm [15],[18] and
the discontinuous techniques [3] and replacing wzﬁn(t)

1
(S+/l])2

with ——= /1 )zn(t) the adaptive law of estimating w is con-
structeci
§2
(1) = —F(t)w(t)( (t)( R n(r) + G2 n(t))
X O (10)
N _ if o) =>2Q
Ot +0) = {wg i o) < 0.5w (D

where the initial condition ®(0) meets Q > ®(0) > wy > 0;
t is defined as
e =min{t : t > t1_1, O@) < 0.5w¢ or &(t) > 2Q},
(12)
and fp = 0. I'(r) > 0 is a time varying tuning parameter
which will be given in Sect. 2.2.
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Remark 1: Since the algorithm (10)—(12) is constructed
based on the exponential convergence of (ﬁn(r)

2

+w ﬁl)zn(t)) to zero, the parameter A; should not be cho-

(
sen small in order to get fast convergence of &(f). Generally,

A; should be chosen as A; > 1.

Remark 2: #.’s defined in (12) are the discontinuous points
of the system (10)—(11). By observing (11) and (12), it can
be easily seen that 2Q > () > 0.5wy.

2.2 Formulation of the Time Varying Parameter I'(¢)

It is ideal that the proposed frequency identification algo-
rithm (10)—(12) could cope with sinusoids with arbitrary
amplitudes. It can be argued that if the amplitude of the con-
sidered sinusoid can be estimated, then the amplitude of the
sinusoid can be compensated in the frequency identification
algorithm. For this purpose, let us estimate the amplitude of
the measured sinusoid.
For the signal n(t) = A sin(wt + ¢), it also holds

. 2
(@) +12() = A. (13)
w

It can be guessed that the parameter A can be estimated by
using the estimate of w and the estimate of the first order
derivative of n(#) = A sin(wt+¢). For this purpose, a method
of estimating the first order derivative of n(t) = A sin(w? + ¢)
will be firstly considered.

Introduce a Hurwitz polynomial s + A, where 1, >
0. is a design parameter. From (7) it can be seen that

L1 n(t)| |n(t) Lon(h) + 2

s+, s+/l
creases to zero, i.e. there exists a constant p3 > 0 such that

n(t)‘ exponentially de-

. ’l% + W’ —Aot
n(t) — n(t) + n()| < pze” ™. (14)
S+ A
Define
w(®) = Aon(t) = (A3 + & (t)) n(t). (15)

It can be easily seen that w(f) and 20

are uniformly

bounded by observing Remark 2. Thus, (“’((g) + n2(1)

is also uniformly bounded. If @(r) is very close to w, it
can be concluded that w(¢) is also very close to 7n(f) and

(Z:g;) + n2(f) can be regarded as the estimate of the am-
plitude A. Since the measurement noise usually exists, it will

directly influence the accuracy of the estimation of the am-

plitude. Furthermore, ("’8) + n2(f) may take very small

values at the transient stage of the estimation. In order to
get a good estimation, the estimate A(f) of the amplitude A
is given by
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< w(@®) \ R
A() =13 (&»(r)) +n2(t) — A1) |, (16)
A = {Al(t) ifAl(t).z 0.540 an
0.5A¢ otherwise

where A3 > 0 is a design parameter; the initial condition
A1(0) meets A1(0) > Ag.

Remark 3: It can be simply seen that A(r) is uniformly
bounded and A(7) > 0.54,.

Upon the above preparation, let us define the time vary-
ing parameter ['(¢) as

(.
I'(t) = — (&P + @), 18
) Az(t)( (t) + ) (18)
where @; (i = 1,2) and 8 are non-negative design parame-
ters.

Remark 4: The parameters «; > 0 (which is usually cho-
sen to be very large) and a, > 0 are introduced to speed up
the convergence rate. A2(7) is introduced in the denominator
of I'(¢) in order to adjust the convergence rate for different
amplitudes. &#(¢) (with 8 > 0) is introduced in the numera-
tor of I'(#) in order to adjust the convergence rate for different
frequencies.

Remark 5: I'(¢) is positive and there exist positive con-
stants I'; > 0 and I, > O such that

0<Ty <T(r) <T>. (19)

2.3 Main Theoretical Results

Define
eu(1) = O@) — w, es(d) = A@F) - A. (20)

If a noise o(#) is accompanied with the sinusoidal sig-
nal, the measured signal can be expressed as N(f) = n(t) +
o(t). The signal n(¢) in the proposed algorithm should be
replaced by N(f). Suppose

2 1
((_9-{:9—/11)20-(t)+w2@-l——/11)20-(t)) <9y, 21
1
'm“@\ <6y, |o(0)] < 05, (22)

where d3 is smaller than A. The next theorem gives the upper
bounds of |em(t)| and |eA(t)|.

Theorem 1: Consider a sinusoid with frequency w €
[wo, Q] and amplitude A > Aj and an additional noise o (t).
If 6; and 9, are small enough, then, for given initial condi-
tions &(0) € [wy, Q] and A(0) > Ay, and a set of chosen
design parameters, there exist positive constants 7', K,,, Ky,
and Ky, such that |e,(¢)| and |es(?)| exponentially decrease
ast> T until e, ()| < K,01 and |es(?)] < KA151 + KA253.

Proof: The proof is given in the Appendix.
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Remark 6: By observing the proof of Theorem 1, relation
(A-4) should be satisfied for a small 7' in order to get a fast
convergence. This means that @(0) should not be chosen
very small.

Remark 7: Theorem 1 means that the estimation errors of
le,,(t)] and |es(?)] depend on the noise, the value of A; and
the frequency of the sinusoid.

Remark 8: From (A:-5) in the proof of Theorem 1, it
can be seen that the error e,(f) is dominated by the term
(ﬁa’(z‘) + wzmcr(t)). Since this term appears in the
integral, it can be seen that the high frequency components
in the noise can be cut off. Furthermore, for a certain noise

o (1), the amplitude of (ﬁa(t) + wzma(t))' can be

reduced by choosing large 4, if the frequency w is large.

Remark 9: By observing (A- 14) in the proof of Theorem
1, it can be seen that high frequency components in the noise
can be cut off in the estimation of the amplitude.

Remark 10: From Remark 8 and Remark 9, it can be seen
that only the low frequency components in the noise affect
the estimation precisions of the frequency and amplitude.

Remark 11: In the absence of noise, Theorem 1 also im-
plies that |e,,(?)| and |e4(7)| exponentially decrease to zero as
t>T.

3. Tuning of the Parameters and Simulations

First of all, let us give a general guideline of the parameters
inT() = 55 (&/’(t) + az). @; > 0 should be chosen to be
very large and @, should be non-negative in order to speed
up the convergence rate of @(#). The parameter S > 0 is
usually chosen as 1 or 0.5. These three parameters will be
further discussed in the following.

Generally, the parameter A; should be chosen as 4; >
1. Practically, the parameter A; should be determined by ob-
serving the amplitude of the noise and the frequency of the
sinusoid. This will be illustrated by the following discus-
sions.

Now, let us give a guideline for the choice of the pa-
rameters A, and A3.

e In the presence of measurement noise o (f), since
/12 ~2 /lZ ~2
(/lzn(t)— 2+0 (”n(r))+ Lo(f) — 20

s+Ay s+Ay
to estimate the derivative n(t), it is ideal that A,0(r) —

o-(t)) is used

2,72

/12:;2([)0'([) is very small. Because a large A, may
2402

enlarge the amplitude of A,0(r) — 12:;2([)0' ®), A

should not be chosen to be large. On the other
hand, from (14), in order to get a fast convergence

2 wZ
of [i(r) = don(r) + 2
A > 1.

n(t)|, A, should be chosen as

i i - wn\ 2
e Since (16) gives a low-pass filter of ([U(t)) + n?(1),

it is obvious that A3 should not be chosen to be large.
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On the other hand, in order to get a fast convergence of
Aq(1), A3 should be chosen as A3 > 1.

In the following simulations, the a priori information
of the parameters wy, Q2 and Ay is assumed as wy = 0.05,
Q = 500 and Ay = 0.04. The initial condition is set to
@(0) = 1 and A(O) = 0.5 (see Remark 6). The parameters
Ay and A3 are simply fixed to 1, = A3 = 2. The simulations
are done by using the software Simulink in Matlab. The
sampling period is set to 0.0002.

In the simulation study, we are interested in the relative

errors W)T_w and A(ZA#. For simplicity, define
A -A

Ea(t) = = —. (23)

Eo() = —‘Wl)_ ©

3.1 Discussion in the Absence of Noises

For the sinusoid n(¢) without noise, simulations are carried
out. In this subsection, the convergence is in the sense
that there exists an instant 7 > O such that for |Ew(t)| <
0.002 for t € [£, o).

First, let us choose A, = 2. The parameters in I'(¢) are
chosenas oy =2x10%, @, =02, B=1.

For arbitrary frequencies 0.05 < w < 500, amplitudes
A > 0.04 and initial phases ¢ € [0, 2r), the exponential
convergences are observed and the steady errors are zeros
for all cases. The convergence rate does not depend on the
initial phase.

For 0.05 < w < 120, the convergence rate almost does
not depend on the amplitude A. The convergence rate mainly
depends on the frequency w.

e For 0.05 < w < 0.5, it is observed that the minimum
value of f varies from 10 to 7.5.

e For 0.5 < w < 120, the convergence rates do not differ
so much and the convergences are confirmed after ¢ >
7.5.

If the frequency w increases from 120, the conver-
gence rate decreases especially for the sinusoids with am-
plitudes smaller than one. In order to speed up the con-
vergence rate for the sinusoids with high frequencies and
small amplitudes, the parameters in I'(r) are changed to
a; = 1x10% a, = 120, 8 = 0.5. Simulation results show
that, for 14 < w < 500, the convergence rate almost does not
depend on the frequency w, the amplitude A and initial phase
¢. The convergences are confirmed after r > 7.5. However,
for this set of chosen parameters, the convergence for the
sinusoids with frequencies w < 13 could not be observed in
the time period [0,15].

Remark 12: For 1 < w < 500, the convergence rate almost
does not depend on the parameter ;. However, for 0.05 <
w < 1, the convergence rate becomes slower when A; is
chosen larger.

Note 1: The characteristic of the convergence rates of the
amplitude errors is similar to that of the frequency errors.
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Remark 13: As stated in [9], if the parameters of the ANF
given in (2)—(4) are chosen as p = 04, ¢ = 1.35, y =
1, 4 = 0.5, a = 2 and the initial conditions are chosen
as [1,1,10], then, for n(¢#) = 100 sin(5¢), the convergence is
observed after + > 10.5. However, for n(f) = 100 sin(wt)
with frequencies w = 0.05, 0.5, 2, 10, 20, 30, 100, 300,
the corresponding minimum values of 7 are observed as 700,
69, 20, 35, 85, 140, 193, and 578. By choosing a larger e,
the convergence rate can be speeded up for high frequency
sinusoids. However, the convergence for low frequency si-
nusoids may not exist (If € is enlarged as € = 13.5, the con-
vergence rates for w > 5 can be significantly speeded up,
however the convergence for w < 3 could not be observed
during the simulation time interval [0, 15000].). Practically,
a very good a priori knowledge about the range of the fre-
quency may be required in the determination of the param-
eter €.

3.2 Discussion in the Presence of Noises

In the presence of noises, the steady estimation error may
still exist. In this subsection, the convergence is in the sense
that there exists an instant # > 0 such that le(t)| < 0.05 for
te[r, o).

In order to test the robustness of the proposed algo-
rithm, suppose a random noise o(f) which varies between
—0.3A and 0.3A (where A is the amplitude of the sinusoid)
is accompanied with the measured sinusoid. The simula-
tions are done in the time interval 0 < ¢ < 15. The esti-
mation error in the following is derived in the time interval
10<t<15.

To begin with, the parameters in ['(¢) are chosen as @] =
2% 10% a, = 0.2 and B = 1 (same as those in the absence
of noises stated in the beginning of Sect. 3.1).

First, choose 4; = 2. In the occurrence of convergence,
it is confirmed by computer simulations that

o the characteristic of the convergence rate is similar to
that in the case without noises;

e the estimation error e, (f) almost does not depend on
the amplitude A and initial phase ¢.

In the following, without loss of generality, let us focus
on the occurrence of convergence and the estimation error.
For the sinusoid in the form n(f) = sin(wt + 0.37), Fig. 1

E,(
L

Fig.1  The variation extent of E, () for different frequency w when 4; =
2.
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Fig.3  The variation extent of E,, () for different frequency w when A; =
100.

shows the variation extent of E,(¢) for different frequency
w. The upcoming two figures are also plotted for the sinu-
soids in this form. Figure 1 means that, if A; is chosen as
Ay = 2, then a good estimation can be obtained for the si-
nusoids with frequencies 1.5 < w < 20. It should be noted
that, if the random noise varies within +1% of the sinusoid
amplitude, then the algorithm can also cope with frequen-
cies in the range 0.05 < w < 100.

Now, let us choose A; as 4; = 20. Figure 2 shows the
variation extent of E,,(¢) for different frequency w. Figure 2
tells us that, if A; is chosen as A4, = 20, then a very good es-
timation can be obtained for the sinusoids with frequencies
1.5 < w < 120. However, it can not cope with the sinusoids
with frequencies w < 1.

Remark 14: By observing Fig. 1 and Fig. 2, it can be seen
that the performance of the proposed algorithm is improved
by choosing a larger A, for the frequency range 1.5 < w <
120. This also supports Theorem 1 and Remark 7.

If a much better estimation for the frequency in the
range w > 120 is required, the parameter A, should be cho-
sen larger than 20. In order to get a uniform convergence
rate, the parameters in I'(#) should be chosen as stated in
Sect.3.1,ie. a; = 1 x10* a, = 120, B8 = 0.5. Fig-
ure 3 shows the variation extent of E(¢) for different w
when A; = 100. Furthermore, by choosing 4; = 300, a
very good estimation is obtained for the frequency range
180 < w < 500. The performance is very similar to that
in Fig. 3.

Remark 15: For the low frequencies 0.05 < w < 1.5, if
a much better estimation is required, the convergence rate
should be slowed down by considering the trade-off relation
between the estimation error and the convergence speed. By
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choosing 4; = 1, @ = 2% 10°, @, = 0 and B = 1, a rela-
tively good estimation is confirmed by computer simulations
in the time period 0 < 7 < 40.

Remark 16: No matter what value A; is chosen in the
range 4; > 1, in the occurrence of convergence,

o the characteristic of the convergence rate is similar to
that in the case without noises;

o the steady error of e, (¢) almost does not depend on the
amplitude A and the initial phase ¢;

e the steady error of e, (?) is dominated by the frequency
w, the parameter A, and the noise o ();

e a chosen parameter A; (4; > 1) can cope with a rela-
tively wide range of frequencies;

e there is no steady bias in the estimation error e, (7).

Note 2: The characteristic of the relation between the er-
ror E4(f) and the frequency w is very similar to that of the
relation between E,(f) and w shown in Figs. 1-3. Corre-
sponding to Fig. 1, E4(¢) (for 10 < ¢ < 15) has no steady bias
and varies in the interval [—0.0031, 0.0054] for the sinusoids
with frequencies in the range 2 < w < 25. Corresponding to
Fig.2, E4(t) (for 10 < t < 15) has no steady bias and varies
in the interval [-0.0043, 0.0064] for the sinusoids with fre-
quencies in the range 1.5 < w < 120. Corresponding to
Fig. 3, E4(t) (for 10 < ¢ < 15) has no steady bias and varies
in the interval [-0.0041, 0.0064] for the sinusoids with fre-
quencies in the range 20 < w < 180. Furthermore, corre-
spondingly, for the sinusoids with frequencies in the range
180 < w < 500, E4(f) (for 10 < t < 15) has no steady
bias and varies in the interval [—0.0044, 0.0066] when the
parameters are chosen as 4; = 300, a; = 1 X 104, ay =
120 and B8 = 0.5.

4. Conclusion

A new method of identifying the frequency of a sinusoidal
signal is proposed in this paper based on an identity between
the sinusoidal signal and its second order derivative. The
amplitude of the sinusoid is simultaneously estimated. Sev-
eral parameters need to be determined in the application of
the proposed algorithm. The choice of the parameters is dis-
cussed in Sect.3. The parameter A; is the key design pa-
rameter. In the presence of noises with large amplitudes,
the parameter A; should be chosen large for high frequency
sinusoids. Furthermore, the parameters in I'(f) should be
changed for very high or very low frequency sinusoids in or-
der to adjust the convergence rate. An a priori information
about the range of the frequency is helpful in the determina-
tion of A; and the parameters in I'(¢).

For a set of chosen parameters, the proposed method is
robust to the initial phase, the amplitude, and the frequency
in a wide range. The convergence rate can be adjusted by
the chosen parameters. The estimation error mainly depends
on the frequency of the sinusoid, the parameter 4, and the
measurement noise.
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Proof of Theorem 1

Step 1: Proof of the convergence of e, (¢)

Let
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2

&) =T (&7() + w1)) ( TR n(t))
r;(—z()+2 1 (t)) —
e ™) e
(A1)

From (8), (19) and Remark 2, it is obvious that there exist
constants Ty > 0, p4 > 0 and ps > 0 such that &(¢) > 0 and

!
exp [— f f(T)dT] < pae Y,
L

fort >¢>Ty.
On the time interval [7;_1, t;) defined by (12), @(¢) is differ-
entiable. Now, based on (10), differentiating e, (¢) yields

(A-2)
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(A-3)

where ['y(7) and &éy(¢) are respectively obtained from I'(¢)
and &(¢) by replacing n(¢) with N(¢). The uniform bounded-
ness of I'y(¢) can be easily checked. If §; and &, are small

enough, then, similar to (A-:2), there exist 71 > 0, p¢ > 0
and p7 > 0 such that éy(r) > 0 and
13
exp |- f En()dr| < pee P00, (A-4)
fort > ¢ > T;. Solving (A- 3) yields
eu(t) =¢~ I SO 1)
t 2
_ -Jlev@ar [ o1 SN
e WOINO| 5N
w? 1
NQ)|d.. A-5
HTEYRY ()) s+ 1,2 (L)) ‘ (A-5)

On the other hand, from relations (8) and (21), it gives
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(A-6)

Thus, by applying (A-4), (A-6) and the uniform bounded-
ness of ['y(?) to Eq. (A-5), it can be seen that there exists a
constant pg > 0 such that

lew(D)] < poe™” Ve ,(T1))|

f
+ pgf e P10 (pre™P 4 §))du
T

1
0
= Pee_p7(’_T‘)|€w(T1)|+p—8 ! (1 - ep7(t_T‘))
p7
+ PsPi (6*172I —e P, e([’rl’z)T]) (A-7)
pP1—D2

Thus, |e,,(7)| decreases exponentially as ¢ > T if it does not
satisfy le,,(1)] < 2.

By the boundedness of the right hand side of (10), it
follows that #; — #;_ are greater than a positive constant, say
X, for all i. On every such a time interval [#;_1, ¢;), the vari-
able |e,,(?)| decreases exponentially and, at #;, the estimation
error e, (t) satisfies |e,(t; + 0)| < |e,(t; — 0)|. Thus, |e,(?)| is
bounded and there exist constants K, > 0, T > 0, pg > 0
and pio > 0 such that

lew(t)] < K01 + poe™ "1, (A-8)
for ¢t < T. Thus, the result about |e,,(7)| is proved.
Step 2: Proof of the convergence of e4(?)
Define

ea,(t) = A1(H) - A. (A-9)

Based on (16), differentiating e4, (¢) yields

2
éA](t) = /13[ (UJN(I)) + Nz(t) - Al(t)]

(1)

wy(®)\ )
= —Azey, (1) +143 ( o0 )+N (n—-Al,

(A-10)

where wy(t) is the signal obtained from w(¢) (defined in (15))
by replacing n(t) with N(z).
On the other hand, we have

2
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By the definition of w(¢) and wy(?), the difference wy (#)—7(¢)
can be expressed as

wn(®) — At)
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1
= LN@) - (43 + &) TLNo

1
s+ Ay
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s+ Ay
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s+ Ay ( )

By substituting (A- 12) into (A- 11), it can be seen that there
exist time-varying bounded functions P;(¢) (i=1,2,3,4) such
that

2
|
(”2’((;)) +N2(0) = A = PO ()+Pa()— 700
+P3(1)(O() - w) + Pa (), (A-13)

where P4(f) converges to zero exponentially (see relation
(15)). Now, solving Eq. (A- 10) and applying (A- 13) gives

ea, (D= e Dey (T)

o ()| e dr

+A3 f (Pl (D)o (t)+ Py (1)
T

s+ Ay

+/l3f (P3(T)(D(T) — w)+Py(1)) T g
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By applying the results of Step 1 to (A- 13), there exist pos-
itive constants Ky, K4,, p11 and pj, such that

- t
< KA151 +KA253 + prie purt

I (wNa)

2
2 —
o0 ) +N2(1) - A

(A-15)

as t > T. By observing (A-13) and applying (A-15) to
(A- 14), it gives
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lea, (< e84 Diey (T)]
t
+/lge_ﬁ3”f(I(Al 01+Ka,63+prie P7) eBTdr
T

= 2 Dley (T)|+(Ka 61+ Ka,03)(1-e)

N A3p1 (e—pm _ e—/l}(t—T)e_PlzT). (A-16)
A3 = pi2

Thus, |e4, (#)| exponentially decreases as t > T until |ey4, (£)| <
Ka,01+K4,03. Since les(1)| < |ea, (2)], the theorem is proved.
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