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Abstract

Intelligent Transportation Systems(ITS) have been intro-

duced to give solutions for traffic problems such as traffic

accidents and congestions. Assistance of safe driving is one

of the major significant area in ITS. On-vehicle and In-

frastructure cameras play an important role in many ITS

deployments related to assistance for safe driving. Those

systems detect vehicle local information by cameras and

driver is assisted regarding that information.

Recently, high-speed cameras are also used in ITS as well

as in other scientific research, military test, and indus-

try. High-speed cameras can capture more information

of fast moving objects and changing objects in high fre-

quency compared to the normal cameras. Our research

group introduces a road-to-vehicle Visible Light Commu-

nication(VLC) system using an on-vehicle high-speed cam-

era as a receiver and an LED traffic light as a transmitter.

Driver can be assisted at signalized intersection by sending

traffic information to vehicles through this system.

VLC is a wireless communication method using luminance,

transmitting data by modulating blinking light. Many of

conventional VLC systems use Photo Diode(PD) as re-

ceiver. However, the proposed system uses a high-speed

camera as a receiver. Here, the data is sent by blinking



LEDs at high frequency. Those lighting patterns are cap-

tured for demodulation by processing the images from the

high-speed camera at high frame rate. This image process-

ing includes finding the transmitter, tracking the found

transmitter consecutively, and capturing the lighting pat-

terns of transmitter at each consecutive frame. This thesis

presents algorithms for those image processing steps con-

sidering the features of high-speed image capturing, and

available literature on these kind of studies is limited. In

addition, all of those image processing steps should be

conducted in real time. However, it might be difficult to

realize this in software, since the images are taken at high

frame rate. Even, to conduct it in real time on hardware,

image processing algorithms should include approaches for

processing time reduction. For this reason, all algorithms

are presented considering the processing time reduction

approaches as well.

Outdoor experiments were conducted to confirm the ef-

fectiveness of each proposed algorithm separately. Then

the communication possibility of proposed VLC system

was also evaluated using the new algorithms. It showed

that finding, tracking and lighting pattern capturing can

be effectively conducted with the proposed algorithms.

By applying them, data communication can be conducted

through the proposed VLC system at a distance between

20m and 40m far from the transmitter in a driving envi-

ronment.
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Chapter 1

Introduction

According to the fast world development, the number of motor ve-

hicles on the roads are getting increased in every year. There are

approximately 600 million passenger cars worldwide[1], there were

about 806 million cars and light trucks on the road in 2007. Now,

driving a motor vehicle is a part of our lives.

1.1 Motor vehicle benefits

Traffic can make make our lives comfortable benefiting on-demand

transportation, mobility, independence and so on[2]. The societal

benefits may include: economy benefits, such as job and wealth cre-

ation, of automobile production and maintenance, transportation

1



1. Introduction

provision, society wellbeing derived from leisure and travel oppor-

tunities, and revenue generation from the tax opportunities. The

ability for humans to move flexibly from place to place has far reach-

ing implications for the nature of societies[3].

On the other hand, with the increment of the motor vehicles on

the roads, the traffic problems such as accidents and congestions

also rapidly increase.

1.2 Traffic problems and their impacts

Traffic congestion can have a number of effects on drivers, the en-

vironment, health and the economy. One of the most harmful ef-

fects of traffic congestion is its impact on the environment. Despite

the growing number of hybrid vehicles on the road, cars stopped

in traffic still produce a large volume of harmful carbon emissions.

Drivers who encounter unexpected traffic may be late for work or

other appointments, causing a loss in productivity for businesses

and in the drivers’ personal lives. Traffic delays may also slow down

the shipping of cargo if delivery trucks can’t remain on schedule

2



1. Introduction

due to a congested route. Drivers who become impatient may be

more likely to drive aggressively or dangerously. This contributes to

poor health for those affected by the stress and puts other drivers

in danger. One beneficial effect of traffic congestion is its ability to

encourage drivers to consider other transportation options. In cities

with frequent traffic congestion, individuals often choose a subway,

light rail or bus service.

Motor vehicle crashes kill about 1.2 million people a year world-

wide, and the number will grow to more than 2 million in 2020

unless steps are taken, a study released by the World Health Orga-

nization and the World Bank has found. Traffic accidents can cause

physical, financial and mental effects for everyone involved. Drivers

and passengers can suffer from injuries and even death. Vehicles

in traffic accidents are damaged and may be in need of minor or

costly repairs or may even be completed totaled and no longer driv-

able. Additional effects of traffic accidents can include emotional

and mental distress as people can suffer from post-traumatic stress

from being involved in the accident or from losing a loved one due

to a traffic accident.

3



1. Introduction

Cars and other vehicles release different air pollutants such as

carbon monoxide, nitrogen dioxide, ultrafine particles and volatile

organic compounds, that can have negative effects on not only our

environment but also on human health. Since last few decades,

humans have been finding the solutions for traffic problems with

the development of Information Technology(IT).

1.3 Solutions for traffic problems

Intelligent Transportation Systems(ITS) has been introduced to give

solutions for traffic problems, such as accidents and congestion. ITS

is a new transport system which is comprised of an advanced infor-

mation and telecommunications network for users, roads and vehi-

cles. Figure 1.1 shows the structure of the ITS network.

ITS contributes much to solving problems such as traffic acci-

dents and congestions. IT enables elements within the transporta-

tion system such as vehicles, roads, traffic lights, traffic signs, and

so on to become intelligent by embedding them with microchips

and sensors and empowering them to communicate with each other

4



1. Introduction

Figure 1.1: ITS network

through wireless technologies. In the leading nations in the world,

ITS bring significant improvement in transportation system perfor-

mance, including reduced congestion and increased safety and trav-

eler convenience. Applying Information Technology to a country’s

transportation network delivers five key classes of benefits by:

1. Increasing driver and pedestrian safety.

2. Improving the operational performance of the transportation

network, particularly by reducing congestion.

3. Enhancing personal mobility and convenience.

5



1. Introduction

4. delivering environmental benefits.

5. Boosting productivity and expanding economic and employ-

ment growth.

1.4 Advanced ITS deployments

Japan, United States, Europe, Singapore, and South Korea are the

regions and countries where ITS is mainly deployed[4].

Those countries deploy technologies and applications regarding

the each country’s road systems, vehicle driving lane(left or right),

whether conditions, and etc. Japan leads the world in Intelligent

Transportation Systems based on the importance ascribed to ITS

at the highest levels of government, the number of citizens benefit-

ing from use of an impressive range of operationally deployed ITS

applications, and the maturity of those applications[5].

According to the ministry of land, infrastructure, transport and

tourism in Japan, there are nine main ITS developing areas:

• Advances in navigation systems

• Electronic toll collection systems

6
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• Assistance for safe driving

• Optimization of traffic management

• Increasing efficiency in road management

• Support for public transport

• Increasing efficiency in commercial vehicle operations

• Support for pedestrians

• Support for emergency vehicle operations

Assistance for safe driving is a one of major studying area in ITS.

The driver is assisted to drive safely by providing necessary local

information of the vehicle. Many studies have been conducted to

capture the local information of the vehicle using on-vehicle cam-

eras. For example, traffic sign detection[6][7][8], traffic light de-

tection[9][18][19], road surface condition detection[10][11], obstacle

detection [12][13][14], pedestrian detection[15][16][17] and so on.

A considerable number of traffic accidents occurred at road in-

tersections. Japan metropolitan police department statistics shows

that 48% of all automobile crashes occur at intersections in year

7
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2009. Misjudged time for vehicles to clear intersection, misjudged

speed and closeness of oncoming traffic, failure to obey traffic signals

are some of main reasons for those accidents. As an approach to

reduce intersection traffic accidents, a road-to-vehicle Visible Light

Communication(VLC) system at signalized intersection is proposed

by our research group for ITS. The following information can be

provided to assist driver at intersection with utilization of this sys-

tem:

• Color changing time of traffic light,

• Image information of blind intersection local areas,

• Road surface condition and peripheral traffic condition, and so

on.

1.5 Purpose of the thesis

Some road-to-vehicle VLC systems for assisting drivers have been

proposed in the literature[30][31][32]. Those systems use Photo

Diode(PD) as a receiver. However the road-to-vehicle VLC sys-

tem explained in this thesis uses high-speed camera as a receiver.

8



1. Introduction

The advantages of the high-speed camera receiver are detailed in

Chapter 2.4.4. This system conducts communication between a ve-

hicle and a signalized intersection, using an LED traffic light as a

transmitter and an on-vehicle high-speed camera as a receiver.

In this system, an LED traffic light blinks light synchronized

with a 500Hz clock signal. For capturing the lighting pattern of

the blinking transmitter, a camera should have a high frame rate.

Conventional video cameras (video cameras with a frame rate of

e.g. 30fps) cannot be used. For this reason, a high-speed cam-

era (receiver) is used as receiver. In the experiments, a high-speed

camera fixed on the vehicle captures images in 1000fps, while the

vehicle is moving. When a high-speed camera is used as receiver,

finding the transmitter, tracking the found transmitter, and captur-

ing each lighting pattern of the blinking transmitter while tracking

are essential to conduct communication. For this finding and track-

ing, it is difficult to use normal traffic light finding and tracking

methods mainly considering the shape information. The reason is

that the shape of the traffic light is not properly appeared in the

images due to LED blinking. In the literature Iwasaki et al.[43]

9



1. Introduction

proposed methods for these finding and tracking. In their meth-

ods, finding is conducted defining a special blinking pattern and

tracking is conducted defining the transmitter borders using some

lighting LEDs as detailed in the Chapter 4.2. However, that defined

blinking pattern cannot be used for communication. Furthermore,

the LEDs in the defined borders can also not be used for com-

munication. With these definitions, communication time decreases

and continuous communication cannot be conducted since special

defined pattern is frequently appeared at the emission sequence, fur-

thermore, data rate decreases since LEDs for defining transmitter

borders cannot be used for communication.

Except finding and tracking, capturing the lighting pattern of

the transmitter is also very important to conduct demodulation.

In this thesis, the new high-speed camera image processing algo-

rithms are introduced for

• Finding the transmitter

• Tracking the found transmitter

• Capturing the each lighting pattern of the blinking

10
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to conduct communication. No definitions are used in the new al-

gorithms, and finding and tracking are conducted under the LED

blinking for communication, resulting no affection on the data rate

and communication time. The studies have not been conducted so

much for these kind of detections, and this thesis mainly focuses on

those problems.

For developing new algorithms, the features of high frame rate

image capturing are used. For examples, the movement of near by

frames are small and almost stable, and the size of objects changes

little in the near by frames.

In this VLC system, image processing in the receiver should be

real time, meaning that, processing should be conducted within

1msec. However, it is difficult to achieve this such little com-

putational time on a computer. It can be achieved using hard-

ware. Though, the algorithms should have simple processing steps

to achieve such a short computational time with hardware. Due

to these conditions, the algorithms are developed considering the

processing time reduction approaches as well.

11
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Figure 1.2: Necessary image processing steps for the receiver

1.6 Organization of the thesis

This thesis includes six chapters to discuss the background, related

works and the project work. This chapter discusses the positive

and negative traffic impacts, solutions for those negative impacts

and the purpose of the thesis. In the Chapter 2, VLC introduction

and literature review on VLC studies are presented. As mentioned

above, in this thesis, VLC is applied to road-to-vehicle communica-

12



1. Introduction

tion. Proposed system by our research group for applying VLC in

road-to-vehicle communication is presented in the Chapter 3.

Figure 1.2 shows the necessary image processing steps for the

receiver to demodulate the information sent by the transmitter.

Chapter 4 presents the algorithms developed for finding the trans-

mitter and tracking the found transmitter. Chapter 5 presents the

algorithm for detecting lighting patterns of the transmitter and the

communication experiments results. Finally, conclusions and future

works can be found in the Chapter 6.

13



Chapter 2

Literature review

2.1 VLC

Visible Light Communication(VLC) is a wireless communication

method using luminance, transmitting data by emitting light. It

is able to transfer data by emitting light source, and able to re-

ceive them with a light sensor. There are several advantages in this

communication method compared to other wireless communication

methods, such as radio waves and infrared light. The visible light is

not harmful to human body, and the data can be transmitted using

VLC even through a high voltage application. The wireless trans-

mission network can be easily established through the VLC device

attached to the fittings lightings.
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Figure 2.1: Indoor VLC using existing light sources

Figure 2.2: Outdoor VLC using existing light sources
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In addition, VLC is resistant to electromagnetic noise and can

ensure a high security. It can be used at the places where radio

waves cannot be used, for examples, hospitals and areas around

precision machines. There are not legal limitations for any existing

light source, such as room illuminations and displays to be used.

Figure 2.1 and 2.2 show the possible VLC development using exist-

ing indoor and outdoor light sources respectively.

As a new wireless communication method, VLC studies have

been started several years ago. Almost all the studies have been

conducted utilizing fluorescent light sources and LED light sources

as transmitters.

2.2 VLC utilizing fluorescent light

2.2.1 Possibility of fluorescent light utilization

Fluorescent light is a reliable and high efficient light source. Com-

pared with some other sources of illumination it can be modulated

at high data rates, offering the opportunity for communications as

well as illumination. VLC systems have been investigated consider-
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ing these features.

2.2.2 Fluorescent light transmitters

Deron et al.[20] have proposed an optical transceiver system which

transmits information by modulating the arc in a fluorescent light.

In this system, transceiver system that frequency modulates the

light output of a fluorescent lamp to achieve a relatively high band-

width communication channel. A portable receiver decodes the in-

formation encoded in the fluorescent light. The received digital data

stream can be used to deliver a visual(text) or audio message, or can

be processed directly by a computer or other information handling

system. For example, the transceiver system can be used to provide

a continuous, personal audio signal to the visually impaired people.

Liu et al.[21] have introduced an accurate and simple indoor guid-

ance system utilizing VLC for the visually impaired people. Figure

2.3 shows an image of the system. Here, fluorescent light platform is

used as transmitter and it sends current position and walking guid-

ance to visually impaired people. This information is received by

smart phone connecting with a visible light receiver. The maximum

17
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data rate of this system is 10kbps.

Figure 2.3: Indoor guidance system utilizing VLC

2.3 VLC utilizing LED

2.3.1 High motivation of LED utilization

LED (Light Emitting Diode) emits light by using the semiconduc-

tor element. The element can be used almost permanently. For in-

stance, longevity will confront a incandescent light for 1000 hours,

a fluorescent light for 6000 hours, and the LED for 20000 hours.
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It means the longevity of LED is 20 times longer than a incan-

descent light and 3 times or more longer than a fluorescent light.

Little power consumption is another features of LED that power

consumption is a little compared with the incandescent light and

the fluorescent light. For instance, it is 54 watts for the incandes-

cent light and 12 watts for fluorescent light, 2.2 watts for the LED

comparing by the ratings power consumption. In a word, the power

consumption of LED is about 1/5 than a incandescent light and

about 1/25 than a fluorescent light. Moreover, it leads to carbon

dioxide (CO2) reduction because power consumption is a little, and

it may be said that LED is eco-friendly illumination. And LED is

mercury free and therefore do not harm the environment and the

human health. It is difficult to damage LED by external shock and

LED is high tolerance to humidity as well. Due to these advantages,

It is also predicted that in the very near future, the white LEDs will

replace the conventional incandescent and fluorescent lamps due to

their cleaner low power energy, which is ecological to our daily life.

It is, therefore, considered as the lighting in the next generation.

Moreover, longevity hardly changes for LED even if it blinks fre-
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quently though when blinking frequently for the fluorescent light to

having a short life general. With this blinking frequency and other

above mentioned advantages, LEDs are well suited to modulate data

into visible light[22].

2.3.2 Indoor VLC with LED

A considerable number of VLC systems have been developed by uti-

lizing LED as transmitters. At the beginning step of VLC studies,

Pang et al.[23] have introduced a system to broadcast the audio

data using LEDs. This system consists of an audio signal source

that provides the modulated audio signal for transmission. The au-

dio data is transmitted by switching the LEDs in high frequency. A

photo-detector is used to receive the transmitted data by detecting

high frequency variation in the light flux.

Komine and Nakagawa[24][25] have achieved VLC using illumi-

nation light. It is a communication between PCs and illumination

light, and considered as an alternative method for the wireless LAN.

As illustrated in the Fig. 2.4, in this system, existing LEDs are

used as a lighting device as well as a communication device, and
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Figure 2.4: Visible light wireless communication

shadowing is avoided by using distributed light sources. The func-

tion is based on the fast switching of LEDs and the modulation

of the visible-light waves for free-space communications. Here, the

VLC can achieve high speed data transmission with a low imple-

mentation complexity.

As another indoor VLC system, Son at el.[26]. have proposed

a VLC link based on optical access network using LED and elec-

tro absorption transceiver, which is capable of connecting with the

optical access network easily. This electro absorption transceiver is

based on electro absorption modulator, and it is used as an opti-

cal network unit in order to be connected with wireless transceiver
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based on white LED, without additional radio frequency and opti-

cal devices. Here, 5Mbps downlink and uplink data transmission

of wireless VLC link based on an optical access network has been

demonstrated experimentally.

2.4 VLC in ITS

Above mentioned systems achieve VLC at indoor environment. De-

velopment of the outdoor VLC is more challenging due to the in-

fluence of changing external light sources such sun light. However,

recently, outdoor VLC systems have also been proposed and many

of them attempt to apply VLC in ITS.

2.4.1 Vehicle to vehicle VLC

The LEDs are also used for car tail and head lights. These car lights

can also be used to develop VLC techniques. Intel Corporation has

developed high accuracy car positioning system based on VLC, by

using existing LED car lights[27]. Figure 2.5 illustrates the outline

of this car positioning system.
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Figure 2.5: Outline of the car positioning system with VLC

Figure 2.6: Multiple optical source separation using a lens and image

Here, as Fig. 2.5 illustrates, car A amplitude modulates each tail-

light with a precise frequency RF tone. Meanwhile, each headlight

of car B contains a photo detector sensor array behind a lens that

receives the signals from the taillights and processes the tone data
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in order to calculate the relative position between the cars. Tone

frequencies that have been investigated range between 20MHz and

50MHz. It should be noted that the distances LA and LB are known

and can be exchanged between the cars. And at the receiver, as Fig.

2.6 illustrates, an image and optical lens combination is used to spa-

tially separate multiple light sources. The pixels of the image are

identified that are being illuminated by modulated sources and then

sources are paired up per vehicle for processing. The processing con-

sists of measuring the phase difference of arrival at the car caused

by the difference in the propagation path length.

2.4.2 Road to pedestrian VLC

Pedestrian lights are mainly installed at signalized intersections.

Pedestrians cross the roads following color of the light, and this vis-

ible lighting can also be used to achieve road to pedestrian VLC. As

a pedestrian ITS work, Suzuki et al.[28] have introduced a support

system for visually impaired person by utilizing VLC technology at

signalized intersections.

As illustrated in the Fig. 2.7, in this system, a pedestrian LED traf-
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Figure 2.7: VLC utilizing pedestrian traffic light

fic light at signalized intersection is used as transmitter. A portable

visible light receiver has been developed to receive the information

sent by the transmitter. Pedestrian can listen to sound informa-

tion on earphone or headphones connected to this visible light re-

ceiver. Here, the correct moving direction for visually impaired

person is guided by changing the hearing sound. This system has

been evaluated in the outdoor environment and has shown possi-

bility to apply as a pedestrian support system. It uses frequency

modulation(190KHz, carrier wave) as modulation method and it

can only send signal to visually impaired person.
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2.4.3 Road to vehicle VLC

Road to vehicle VLC can be achieved utilizing the existing LED traf-

fic lights. LED traffic lights are getting popular around the world as

well as in Japan. There are roughly 2 million traffic lights in Japan,

and 10% of all systems has already changed to LED type. The cost

of LED type is 1.5 times expensive than traditional Incandescent

type. But, all traffic light would be LED type in the future[29]. All

LED features and benefits explained in the section 2.3.1 are directly

related to LED traffic light as well. Other benefits of LED traffic

light include:

• Elimination of catastrophic failures. Unlike an incan-

descent bulb which has only one filament, an LED

traffic light is made out of a matrix of several dozen

LEDs. The signal continues to function even if sev-

eral of these miniature diodes stop working. On the

other hand, when the filament of an incandescent bulb

fails, the display goes dark requiring immediate re-

placement.
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• LED traffic lights are brighter compared to incandes-

cent traffic lights, which enhances intersection safety.

• Elimination of phantom effect. Incandescent traffic

lights use reflectors behind the bulbs. For signals

on east-west approaches during morning and evening

hours, all colors seem to light up when the sun rays

fall directly on these signals. This problem is elimi-

nated when LED traffic lights are used because there

are no reflectors in them.

With the high frequency blinking ability, visual quality and other

significant features, it is highly possible to use LED traffic light for

road-to-vehicle VLC.

2.4.4 Impacts of high-speed camera receiver

Okada et al.[31] has been applied VLC in ITS using an LED traffic

light as a transmitter and a photo Diode(PD) as a receiver. That

system can transmit data maximum of 2Mbps in the static envi-

ronment. However, the Bit Error Rate(BER) < 10−6, when the
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distance between transmitter and receiver is less than 40m. Over

the 40m, it is difficult to conduct data communication since BER

> 10−6. Additionally, in their system, all the LEDs in the transmit-

ter is considered as single transmitter as shown in Fig. 2.8. Each

LED or small group of LEDs in the transmitter cannot be identi-

fied individually, when a PD is used. For this reason, parallel data

communication cannot be conducted with PD receiver.

Figure 2.8: Road to vehicle VLC with PD

Figure 2.9: Road to vehicle VLC with high speed camera

Figure 2.9 illustrates the outline of the proposed VLC system
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using an LED traffic light(LED array) as a transmitter and a high-

speed camera as a receiver. If the LEDs in the transmitter could be

recognized individually, it is possible to use each of them as a sep-

arate sub-transmitters communicating in parallel at the same time.

In other words, each LED transmits different data in parallel and

they are received at the same time. As a result, we can dramatically

increase the communication speed by modulating each LED individ-

ually. Moreover, we can communicate with several transmitters and

receive different information in parallel. These are the main advan-

tages of using a camera as a receiver(Fig. 2.9). However, using a

camera as a receiver has some disadvantages. The camera should

have high frame rate to achieve good communication speed. For

this purpose, image processing in the receiver should be in real time

and it might be harder on a computer. It is necessary to implement

the system on hardware to achieve this much less processing time.

Some studies have been conducted on this VLC system. These

studies include inventing the effective modulation methods[33][34][35]

and image processing for the receiver[43]. This thesis also proposes

image processing algorithms for the receiver mainly considering the
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features of high-frame rate image capturing, those can achieve bet-

ter communication performances compared to the previous works.

The road-to-vehicle VLC system using a high-speed camera as a

receiver is more detailed in the next chapter.
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Chapter 3

VLC system with high-speed

camera receiver

3.1 System structure

This chapter describes the proposed road to vehicle communication

system using a high-speed camera receiver. As mentioned in the sec-

tion 1.3, data communication between the road and moving vehicle

is conducted through this system. As Fig. 3.1 illustrates, existing

LED traffic lights on the roads can be used as transmitter to apply

this system in the real world. An on-vehicle high-speed camera is

used as a receiver. Fig. 3.2 illustrates the main structure, here the

modulation is conducted by blinking the LEDs in the transmitter

at high frequency. At the receiver, the sent data is demodulated by
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3. VLC system with high-speed camera receiver

Figure 3.1: Possibility of conducting road-to-vehicle VLC using high-speed cam-
eras and existing LED traffic lights on the roads

capturing the blinking pattern of the transmitter. The images taken

by high-speed camera are processed to capture blinking pattern.

3.2 Transmitter

The transmitter(LED array) used for the experiments is square in

shape as illustrated in Fig. 3.3 and it consists 256(16×16)LEDs.

Each LED individually or small neighboring group of LEDs individ-
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Figure 3.2: Structure of proposed VLC system

ually can be considered as sub-transmitters in the communication

experiments.

3.2.1 Blinking of the transmitter

In this thesis, we conduct communication experiments at a distance

between 20m and 70m from the transmitter. The high-speed camera

takes images with resolution of 1024 × 512pixels(Iorg). When the

transmitter is far from the 40m, the transmitter is appeared in the

image approximately with 16 × 16pixels. If the distance between

transmitter and receiver exceeds 40m the resolution of the camera
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Figure 3.3: LED array

is not enough to identify each LEDs separately. For this reason,

each LED cannot be used as one sub-transmitter. In this paper, we

set 4 neighboring LEDs as one sub-transmitter. Here, the blinking

is conducted keeping 4 neighboring LEDs at the same situation(ON

or OFF). With this setting, 64(8 × 8) sub-transmitters(st) can be

used for parallel communication and the size of the transmitter(LED

array) in the image takes approximately 8 × 8pixels representing

a sub-transmitter by 1pixel, when the camera is 70m far from the
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transmitter. According to this setting, at the distance between 20m

and 70m from the transmitter, sub-transmitter can appear in the

images at least with 1pixel. The communication speed(Cs) is 32kbps

and this value can be calculated following the Equation (3.1).

Cs = k × log2st

fr

(3.1)

where k =
ef

fr

In the above Equation (3.1), fr and ef mean the frame rate of

the high-speed camera and LED blinking frequency of the trans-

mitter(LED array) respectively. As mentioned above, in this paper

fr = 1000fps and ef = 500Hz, according to this, k = 0.5.

There are some image processing techniques are necessary to cap-

ture the LED blinking from the images taken by the high-speed

camera. Another issue is the modulation method. Since this is

a unique communication method using visible light and image, it
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requires particular modulation method which considers the char-

acteristics of the communication. Studies have been conducted to

invent an effective modulation method[33][34][35]. This thesis use

the method introduced by Nagura et al.[34], here, a turbo code is

used as the error correcting scheme. The transmitter LEDs generate

a nonnegative pulse with a width of Tb, where Tb is the bit duration.

By changing the width of Tb, LEDs can express the luminance. Let

the data rate be Rb(= 1/Tb), then the bit rate of the transmitter

becomes 256Rb in the case of that each LED transmits a different

bit. However, in this thesis, bit rate of the transmitter becomes

64Rb, as mentioned above, each 4LED group transmits a different

bit.

3.3 Receiver

To capture the high frequency blinking of LEDs, a camera should

have a high frame rate. The conventional video cameras (video

cameras with a frame rate of e.g.30fps) cannot be used for this

purpose. Figure 3.4 illustrates the high-speed camera which is used
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Figure 3.4: High-speed camera

as the receiver in the experiments and it can take images in high

frame rates. As mentioned above, it takes images in 1000fps in the

experiments.
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3.3.1 High-speed camera

Recently, high-speed cameras are getting popular and they are also

applied in ITS as well as in other scientific research, military test,

and industry[36∼41]. High-speed cameras can capture more infor-

mation of fast moving objects and changing objects in high fre-

quency, compared to the conventional video cameras. Cameras

from companies like Photron and Vision Research can record 800

× 600pixels at 4800fps, or 2.3 giga samples per second[42]. These

devices use a single image sensor and are typically limited to storing

just a few seconds of data because of the huge bandwidths involved

in high-speed video. The short recording duration means that ac-

quisition must be synchronized with the event of interest. But,

studies have been conducted to increase the recoding time. Wilburn

at el.[42] have focused on this problem introducing an interesting

high-speed capturing system using a normal camera array. Their

system compresses data from many cameras in parallel. At high

frame rates, this array architecture supports continuous streaming

to disk from all of the cameras. This allows us to record unpre-
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dictable events, in which nothing occurs before the event of interest

that could be used to trigger the beginning of recording.

Cameras have got a significant development in last several years

and variety of cameras with attractive features can be seen in the

market. Due to this fast development, long time recording high

speed cameras would be available at the market to buy in near

future. According to the event of interest, specific image processing

technique may also be necessary when these high-speed cameras are

used.

In the proposed VLC system, several second image recoding in

1000fps is enough to conduct experiments.

3.3.2 Necessary processing for receiver

In the receiver, images taken by high-speed camera should be pro-

cessed to capture the lighting pattern of the transmitter. Demodu-

lation is conducted using these patterns. This image processing is

conducted for following purposes;

1)Transmitter detection
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• Finding the transmitter

• Tracking the transmitter

2)Lighting pattern detection

The studies have not so much been conducted for those kind

of purposes. This thesis mainly focuses on developing an effective

image processing algorithms for them. An effective image processing

algorithms are developed for each purpose as described in the next

two chapters.
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Chapter 4

Transmitter detection

This chapter presents the transmitter detection methods by pro-

cessing the images taken by the high-speed camera which is used as

receiver. This detection includes two steps, Finding and tracking.

First, transmitter is found from an original image taken by high-

speed camera, and track it only processing a defined cut out image

area in consecutive frames as detailed in the next section.

4.1 Main processing flow

Figure 4.1 illustrates the main flow of finding and tracking the

transmitter. Here, first the transmitter is found from an origi-

nal image(Iorg), taken by the camera, and then cut out an image
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Figure 4.1: Main processing flow

area(Icut) including the transmitter from that original image as in-

dicated in the Fig. 4.2. The size of the Iorg is 1024×512pixels. The

size of the Icut is 128×128pixels and it is indicated using the white

square in the Fig. 4.2. The found transmitter is tracked detecting

it only searching the corresponding Icut in consecutive frames after

finding. The transmitter(LED positions) is kept almost center area

of Icut while tracking. If the transmitter stayed out from Icut, process

returns to the transmitter finding step as illustrated in the Fig. 4.1.

When the vehicle is 70m far from the transmitter, the side length of

the transmitter in the image (lmin) is 8pixels. This size extends to
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Figure 4.2: An example of the (Icut) on an (Iorg) taken by high-speed camera

36pixels(lmax) when the vehicle moved to a position which is 20m

far from the transmitter. The tracking is automatically stopped

when the side length of transmitter gets over the lmax.

The transmitter is found processing the Iorg, but it is tracked only

processing the Icut in consecutive frames. This is a kind of technique

to reduce the processing time. Since it needs more complicated

processing for tracking on inter frame relationships than finding.
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Figure 4.3: Consecutive frames of blinking transmitter

4.2 Previous approaches

In this thesis, transmitter LEDs blink randomly at 500Hz to con-

duct communication. This blinking cannot be seen by human eye,

but, can be captured by the high-speed camera. Figure 4.3 illus-

trates the few consecutive frames of blinking transmitter taken by

high-speed camera.

Shape information combined with color information are the main

techniques used for normal traffic light finding methods[18][19]. These

methods required fix shape. But, in this case, they cannot be used

since the shape of the traffic light changes in every frame due to the

blinking(see Fig. 4.3). For this reason, in the previous works of our

research group[43][44], a specific blinking stage was defined to make

it easy to find the transmitter. But, this specific blinking cannot
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Figure 4.4: Structure of the blinking sequence(before improvement)

be used for communication. With this definition, communication

time decreases and continuous communication cannot be conducted

since special defined pattern is frequently appeared at the emission

sequence.

Template matching is mainly used for normal traffic light track-

ing[18][19]. For applying these methods in our case, the traffic light

should have the borders clearly. For this reason, in the previous

works of our research group[43][43], the LEDs in the two exterior

lines of the transmitter were kept lighting (without blinking) to have

clearly defined borders. But, those LEDs in the two exterior lines

could not be used for communication. As a result, the data rate

decreases with this definition.
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In the previous work, as Fig. 4.4 illustrates, the LEDs in the

transmitter blink sequence by sequence. In the first stage of the

sequence, all LEDs blink at the same time in 500Hz. This is the

above mentioned blinking stage for finding the transmitter. In the

second stage of the sequence, LEDs blink randomly at 500Hz to

conduct communication, except LEDs in the two exterior lines. In

the previous work, as mentioned above, those non-blinking two ex-

terior LED lines(defined transmitter borders) are kept to make it

easy to track the found transmitter in consecutive frames.

When the vehicle installed with high-speed camera moves to-

ward the transmitter, lighting transmitter is expected to appear on

the images from high-speed camera once in two frames, at the first

blinking stage. Since, the transmitter LEDs blink in 500Hz and the

high-speed camera takes images in 1000fps. Figure 4.5 illustrates

few consecutive frames from on-vehicle high-speed camera under

this condition, and transmitter appears on consecutive frames as ex-

pected. In the previous work, Iwasaki et al.[43] proposed a method

for finding the transmitter using this feature, subtracting the two

near by frames.
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Figure 4.5: Transmitter images of first blinking stage

Figure 4.6: Transmitter images of second blinking stage

Figure 4.6 illustrates few consecutive frames taken by on-vehicle

high-speed-camera at the second blinking stage. As detailed above,

the defined borders of the transmitter clearly appear. The trans-

mitter was tracked using those borders in the previous works[43],

using the template matching almost as normal traffic light tracking

methods.
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Figure 4.7: Structure of the blinking sequence(after improvement)

4.3 New approaches

In this thesis, the first blinking stage is removed from the sequence

and the non-emitting defined border lines are also removed from

the second blinking stage as illustrated in the Fig. 4.7. The new

algorithms are proposed for finding and tracking the transmitter

only using randomly blinking of LEDs(see Fig 4.3). It means, that

finding and tracking can be conducted under the LED blinking for

communication.

Due to above improvements, it is not necessary to have two parts

in the blinking sequence(see Fig. 4.4). In addition, all LEDs can

be used for communication and continuous communication can be

conducted which was not possible previously. As results, communi-
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cation time and data rate can be increased when the new algorithms

are applied. The new algorithms are detailed in the next two sec-

tions.

4.4 Finding algorithm

This section presents a new finding method only using the LED

blinking for communication. Finding algorithm is developed mainly

considering features of high frame rate image capturing by high-

speed camera such as differences between nearby frames are small

and sizes of the objects in the image do not change much in nearby

frames. However, the pixel values of transmitter area varies in

nearby frames due to the blinking of the transmitter LEDs. Consid-

ering these features, transmitter is found from an original image(Iorg)

by accumulating the differences between current frame and few pre-

vious consecutive frames. Here, the transmitter is found by pro-

cessing large images(image size: 1024 × 512pixels), but, algorithm

consists of simple processing steps to minimize computational time

as well.
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4.4.1 Generation of differences image

In this algorithm, absolute differences between current frame and

some just previous consecutive frames are calculated following the

Equation (4.1).

Dtotal =
m∑

n=1

|Dt − Dt−n| (4.1)

Figure 4.8: An example of Differences Image(DI)
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Figure 4.9: Binarized DI

Dt represents the current frame and m represents the number

of previous frames used for this differences calculation. The total

differences(Dtotal) are projected to the new image. In this thesis,

this image is called as Differences Image(DI). Fig. 4.8 illustrates

an example of DI. The transmitter area is clearly highlighted there,

since differences are relatively stronger than other areas due to the

LED blinking of the transmitter.

51



4. Transmitter detection

4.4.2 Binarization and morphology operation

This DI is processed for binarization to have transmitter area with

white pixels as shown in the Fig. 4.9. The threshold(Bths) for bina-

rization is decided experimentally, in the the experiments, Bths = 20.

In some cases, after this binarization process, transmitter is not

appeared as a single component. Fig. 4.10 illustrates a this kind of

example and there, the transmitter appeared with few components.

In those cases, to connect all component together, morphological

operation is conducted to the binarized DI. In this process, first

image is dilated two times and then eroded it two times. Figure 4.11

illustrates the image of Fig. 4.10 after the morphology operation,

and transmitter is appeared there as a single component.

There are some noises also remained after these processing steps

(see Fig. 4.11), which means that some objects other than the

transmitter exist there. In addition, those noises may create white

pixel components having nearly similar geometry of the transmitter.

For this reason, first the transmitter candidates are selected, and

then the transmitter is confirmed from the candidates.
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Figure 4.10: An example of binarized DI before morphology operation

Figure 4.11: Image of Fig. 4.10 after morphology operation
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4.4.3 Candidates selection

The candidates are selected depending on the geometrical informa-

tion of the transmitter in the image. In this study, we plan to con-

duct communication at a distance between 20m and 70m from the

transmitter. When the vehicle moves this distance the side length

of the transmitter in the image takes maximum length(lmax) and

minimum length(lmin). lmax : almost 20m far from the transmitter,

lmin : almost 70m far from the transmitter. The transmitter can-

didates are selected following the conditions indicated by (4.2) and

(4.3), calculating the circumscribing rectangle of each component in

the image.

lmin < (Ch, Cw) < lmax (4.2)

Aspectratio(Ch, Cw) < 1.2 (4.3)

Cw and Ch mean the width and height of circumscribing rectan-
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gle belongs to the searching component respectively. Regarding to

noise, multiple candidates also appeared in some cases, and single

candidate appeared in many cases. Figure 4.12 and 4.13 illustrate

examples of single and multiple candidate appearance respectively.

In both cases, it is necessary to confirm the transmitter.

Figure 4.12: An example of single candidate appearance

4.4.4 Transmitter confirmation

This confirmation is conducted by searching the differences density

(Dden) and the average intensity(Lavg) in the corresponding candi-

dates areas in the DI. Fig. 4.14 shows corresponding DI for Fig.
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Figure 4.13: An example of multiple candidate appearance

Figure 4.14: Corresponding candidates areas on DI and transmitter confirmation
result for the example shown in Fig. 4.13.
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4.13. Dden and Lavg are calculated following the Equation (4.4) and

(4.5) respectively.

Dden =
Dpix

Tpix

(4.4)

Lavg =

∑
Lpixi

Tpix

(4.5)

Dpix and Tpix in the above equations represent the number of dif-

ferences pixels(pixel value> Bths, Bths = 20) and total number of

pixels inside the candidate respectively. In addition, the Lpixi
rep-

resents the intensity value of each pixel inside the candidate. The

candidate under below condition(indicated by (4.6)) is confirmed as

transmitter.

Dden × Lavg > threshold (4.6)
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In the Fig. 4.14, the transmitter confirmation result is also indicated

using cut out image area(Icut) with larger red square. Dden and Lavg

values inside the transmitter area take relatively stronger values

than other objects created by noises, due to LED blinking of the

transmitter.

4.5 Tracking algorithm

After finding the transmitter, it is tracked only searching the Icut in

consecutive frames from high-speed camera. Here, the images are

taken in 1000fps, processing is only conducted for Icut to minimize

the processing time. In this thesis, tracking is conducted without us-

ing a defined border like previous works. As described in the section

4.3, the borders of the transmitter might not properly appear due to

Figure 4.15: An examples of consecutive Icut
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transmitter LED blinking(see Fig. 4.15). However, in some cases,

the borders can be detected by calculating circumscribing rectan-

gle of lighting LEDs in the Icut. The transmitter borders(position)

in the two left images of Fig. 4.15 can be detected through this

edge-based method. But, the transmitter borders in the two right

images cannot be detected. In these cases, the movement of the

transmitter position is measured on optical flow. Thus, proposed

tracking algorithm tracks the transmitter on a edge-based step and

a optical flow based step. If the edge-based step could not detect

transmitter, its position is detected on optical flow as illustrated in

the Fig. 4.16. The size of the transmitter can only be updated in

the edge-based step. This tracking method is detailed below.

4.5.1 Edge-based step

Edge detection is an interesting computer vision problem, and many

methods have been proposed[45∼49]. In this thesis, canny edge

detector[49] is used since it can mark many real edges in the image

as possible. In addition, it can mark edges once(without creating

noise) as close as possible to the edges in the real image.
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Figure 4.16: Tracking flow

60



4. Transmitter detection

(a) (b) (c) (d)

Figure 4.17: Edge-based step; (a)Arbitrarily frame; (b) Edge detection; (c) Cal-
culation of CR and candidate selection; (d) Transmitter confirmation

As Fig. 4.17 illustrates, in this step, first edge detection is con-

ducted for Icut. Then the Circumscribing Rectangle(CRi) of each

edge component is calculated. The geometry of each CRi,(height :

CRhi
, width : CRwi

) is compared with geometry of detected trans-

mitter in the previous frame(height : PFh, width : PFw). The Cir-

cumscribing Rectangles under following three conditions (indicated

in (4.7), (4.8) and (4.9)) are selected as transmitter candidates.

PFh − offset < CRhi
< PFh + offset (4.7)

PFw − offset < CRwi
< PFw + offset (4.8)
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4. Transmitter detection

| CRhi
− CRwi

|≤ 2pixels (4.9)

The transmitter is confirmed regarding position movement between

current frame and previous frame(mcp). The CR which is mcp <

threshold is confirmed as transmitter. Transmitter can be detected,

at least 33% with this edge-based step.

4.5.2 Optical flow-based step

If the transmitter could not be detected by edge-based step, its cur-

rent position is measured by using the optical flow. Many studies

have been focused on studying the optical flow. Lucas and Kanade

method[50], Horn and Schunck methods[51], Buxton and Buxton

method[52] and Block-based method[53∼56] can be introduced as

some of commonly used methods. Optical flow is used for differ-

ent tracking purposes, such as pedestrian tracking[60][61], vehicle

tracking[62][63], and so on. In this study, it is applied to achieve

part of the transmitter tracking.
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In this thesis, the transmitter position movement have to be mea-

sured in consecutive frames. Transmitter position is mainly moved

in consecutive frames due to vibration of on-vehicle camera. This

movement is comparatively small, and it can also be assumed that

feature points in Icut(Transmitter local area) takes constant and

small movement due to high frame rate image capturing by high-

speed camra. The Lucas and Kanade method includes similar as-

sumptions, that the movement of the image contents between two

nearby frames is small and approximately constant[56][58][59]. For

these reasons, Lucas-Kanade method is used in this thesis.

If the transmitter could not be detected in the edge-based step,

preprocess the previous frame(called as base frame) using a Gaus-

sian low pass filter. The deformation matrix(D) is calculated us-

ing directional derivatives at each pixel in the base frame following

Equation (4.10).

D =

 dxx dxy

dyx dyy

 (4.10)
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where, for example, dxx represents the 2nd order derivative in

the x direction. The eigenvalues of D are calculated, and perform

non-maxima suppression. In this thesis, it is assumed that the local

minima exists in the 5 × 5 neighborhood. The best N number of

feature points are selected using the eigenvalues in order of prior-

ity, following the pyramidal implementation of the Lucas Kanade

feature tracker[57]. Here, as Fig. 4.18 illustrates, the approximate

transmitter area is not used for feature point selection. The errors

can be occurred in feature point selection due to LED blinking. The

image area for feature point selection(Ifp) is defined following the

Equation (4.11).

Ifp = Icut − (BFw + offset) × (BFh + offset) (4.11)

where, BFw and BFh are the width and height of detected trans-

mitter in the base frame. After that, gain the corresponding set
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Figure 4.18: Image area for feature point selection

of feature points in the current frame on Lucas-Kanade’s optical

flow[50]. The movement of the transmitter is measured using the

movement of the feature points. Here, the maximum frequency of

the feature point movement(distance(FP max
dis ) and direction(FP max

dir ))

between current frame and base frame is selected as the movement

of the transmitter. If the corresponding feature points in current

frame decreased into 0.7N points while continuous tracking, feature

points are renewed. The transmitter position is detected on optical

flow until it is detected by edge-based method again. Figure 4.19

illustrates the main steps of transmitter detection by optical flow.
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(a) (b) (c) (d)

Figure 4.19: The main steps of optical flow-based tracking, (a) Arbitrarily pre-
vious frame(based frame); (b) Selected feature point on based frame; (c) Cor-
responding feature points on current frame; (d) Movement of the feature points
between based and current frames (movement is shown by red dashes on current
frame) and detected transmitter on current frame.

4.6 Experimental results

The outdoor experiments were conducted to confirm the effective-

ness of the proposed transmitter detection algorithms.

4.6.1 Experimental environment

In the experiments, the high-speed camera was installed on a vehi-

cle. Figure 4.20 illustrates the an image of the high-speed camera

(Photron, Fastcam 1024PCI 100K) installed on the experimental

vehicle.

Images were captured while driving the vehicle between 30km/h ∼

40km/h, towards the transmitter. The moved distance of the ve-
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Figure 4.20: High-speed camera installed in the experimental vehicle

hicle is 70m to 20m, from the transmitter. The vehicle was driven

on roads, having a similar road surface condition as normal roads

in Japan.

Transmitter LEDs blink light in 500Hz and gray scale images of

blinking transmitter were captured by high-speed camera in 1000fps

with a size of 1024 × 512pixels. The cut out image area(Icut) was

128 × 128pixels. All the experiments were conducted on a com-

puter having configuration of Intel(R) CoreTM 2 Duo, 3.00GHz

and 2.00GB RAM.
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4.6.2 Transmitter finding results

Figure 4.21∼4.25 illustrate the examples of transmitter findings,

when the vehicle pass positions in between 70m ∼ 60m, 60m ∼

50m, 50m ∼ 40m, 40m ∼ 30m and 30m ∼ 20m far from the

transmitter. Here, the found transmitter is indicated using cut out

image area(Icut) on them.

Table 4.1 illustrates transmitter finding results. Each sequence in

the Table 4.1 includes approximately 6000frames. These sequences

were captured under sunny, cloudy, and very dark(night) conditions.

In the experiments, the number of previous frames used for the

Figure 4.21: Found transmitter(70m∼ 60m far from the transmitter)
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Figure 4.22: Found transmitter(60m ∼ 50m far from the transmitter)

Figure 4.23: Found transmitter(50m ∼ 40m far from the transmitter)

69



4. Transmitter detection

Figure 4.24: Found transmitter(40m ∼ 30m far from the transmitter)

Figure 4.25: Found transmitter(30m ∼ 20m far from the transmitter)
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Table 4.1: Finding results

Sequence Expected Findings Success False
findings rate% findings

1 1176 1170 99.48 0
2 568 549 96.65 0
3 1140 1127 98.85 0
4 1183 1175 99.32 0
5 908 908 100.00 0
6 1213 1197 98.68 0
7 1215 1201 98.84 0
8 1209 1179 97.51 0

differences calculation(m) was set as five. This value was decided

by conducting a sub-experiment.

In this method, transmitter is found in every five frames. The

expected findings means number of maximum findings can be hap-

pened when the transmitter is found in five frames by five frames.

Success rate shows successfully found percentage out of expected

findings.

4.6.3 Tracking result

The found transmitter is tracked using proposed tracking algorithm.

As mentioned above as well, transmitter is kept inside Icut while
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tracking. Figure 4.26 illustrates some tracking results in consecutive

frames. In this figure, the red squares indicate the tracked trans-

mitter by edge-based step and yellow squares indicate the tracked

transmitter by optical flow-based step. The red dashes indicate the

movement of the feature points. In between, Fig. 4.26(c) and (e)

it does not show any dashes, meaning that there is not a move-

ment between these three frames. When a moving on-vehicle high-

speed camera takes images in 1000fps, sometimes there is not a

movement between few frames. Figure 4.26(a), (b), (f) and (k) are

some examples for detecting the transmitter by edge-based step.

As illustrated in the Fig. 26(g)∼(j), the transmitter is tracked in

consecutive frames on optical flow.

While the camera is moving in a horizontal direction and if the

objects are far from the camera, the affection on angular motion

of the camera is more than the one on the horizontal direction.

Regarding this issue and the above mentioned features of high frame

rate image capturing, the movement of the transmitter takes similar

movement as background. According to the experiments, it is hard

to track more than 105 continuous frames only on optical flow. And,
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(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j) (k) (l)

Figure 4.26: Tracking results

with the combination of edge-based method it only need to track

maximum of 40 continuous frames on optical flow, since edge-based

step involve at least 33% of entire tracking. As a result, it is possible

to track the transmitter effectively with this combination.
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All the experiments were conducted on a computer having con-

figuration as above explained. Average computational time in the

finding and tracking steps are 25ms/5frames(transmitter is found

in 5frames) and 0.03ms/frame respectively. Tracking can be con-

ducted in real time, but, finding cannot be achieved in real time.

Both of these algorithms were developed considering the processing

time minimization. These finding algorithms can be implemented

in real time on a more powerful computer or on hardware, since it

includes simple image processing steps.

This chapter introduced transmitter finding and tracking meth-

ods for the receiver. To conduct Visible Light Communication(VLC),

the lighting patterns of the transmitter LEDs should be detected.

The next chapter first presents about lighting pattern detection,

and then presents communication experimental results of proposed

VLC system by applying the proposed image algorithms.
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Chapter 5

Lighting pattern detection and

communication

This chapter presents the lighting pattern detection of blinking

transmitter which appear on each continuous frame taken by high-

speed camera. Furthermore, communication possibility using those

patterns at a driving environment is also present.

The image of the transmitter area detected by tracking method,

is only processed to capture the lighting pattern of each frame.

5.1 LED blinking pattern

When the distance between transmitter and vehicle exceeds 40m,

the resolution of the camera is not enough to capture all transmit-
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5. Lighting pattern detection and communication

Figure 5.1: An example of transmitter image under blinking conditions

ter LEDs individually. For this reason, 4 neighboring transmitter

LEDs blink light synchronized with a 500Hz clock signal, and bi-

nary blinking is conducted. Figure 5.1 illustrates an image taken

under these blinking conditions.

As detailed section 3.2.1, the communication speed is 32kbps.

In this thesis, communication is conducted at a distance between

20m and 70m from the transmitter. The side length of the trans-

mitter in the images almost varies from 36pixels to 8pixels when a

vehicle move this distance. Thus, the appointed image for process-

ing is small(always smaller than cut out image area(Icut)). However,
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(a) (b) (c) (d) (e)

Figure 5.2: Appearance of the transmitter in the images from different distances,
(a)70m ∼ 60m, (b)60m ∼ 50m, (c)50m ∼ 40m, (d)40m ∼ 30m, (e)30m ∼ 20m far
from the transmitter

the blinking transmitter is installed in a out door environment. The

pixel values for lighting LEDs in the images are mainly depended

on the distance between the camera and the transmitter, affection

of other outdoor light sources such as sun light at the day time, out-

door illumination at the night time. In addition, it depends on the

whether condition and the affection due to high frame rate image

capturing of blinking transmitter.

Figure 5.2 illustrates the images of the transmitter taken at the

different distances far from the transmitter. As shown in the Fig.

5.2(d), even the distance is shorter, moire phenomenon was occurred

due to the miss match between blinking transmitter and shutter

speed of the camera. For this reason, the pixel value distribution of

the lighting LEDs is not stable(see Fig. 5.1(d)). A robust method
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is needed to distinguish lighting and non-lighting LEDs under these

circumstances, not possible to use a constant threshold.

5.2 Distinguishing of lighting and non-lighting

LEDs

In this thesis, discriminant analysis(similar as Othsu binarization

method)[64][65][66] is applied to distinguish the pixels belongs to

the lighting LEDs and non-lighting LEDs. By globally applying

discriminant analysis to transmitter image(Itra) is not robust enough

for this distinguishing.

In the discriminant analysis, first image is divided into two classes

and then calculate variance within two classes(σW
2) or the variance

between two classes(σB
2) following the Equation (5.1) and (5.2) re-

spectively.

σW
2 = ω1σ1

2 + ω2σ2
2 (5.1)
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σB
2 = σ2 − σW

2

= ω1(µ1 − µ)2 + ω2(µ2 − µ)2

= ω1ω2(µ1 − µ2)
2 (5.2)

where µ = ω1µ1 + ω2µ2

The weights (ω1i
and ω2i

) are the probabilities of the two classes

separated by ti, (i = 0 ∼ 255). The threshold(t) to verify the

lighting and non-lighting LEDs can be determined, when σB
2 takes

maximum value or σW
2 takes minimum value. But, in the imple-

mentation, calculation of σB
2 is quicker since, weights and averages

of two classes are only calculated as indicated in Equation (5.2).

Considering this point, σB
2 is used to gain the t.

In this thesis, discriminant analysis is not globally applied to en-

tire (Itra). Here, first, image is divided into local regions(Ilr) from

left to right and up to down as indicated in the Fig. 5.3(a). The size

of (Ilr) = 8 × 8pixels. But, it is impossible make this division with
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(a) (b) (c)

Figure 5.3: Division of Itra into Ilrk

exact 8 × 8pixels, except image size takes (8 × n) × (8 × n)pxels,

n < 5. Then the remaining image is divided as indicated in the

Fig. 5.3(b) and (c). As Fig. 5.3(b) and (c) illustrate, some parts of

the regions are overlapped each other. This division is conducted

to locally calculate the σB
2 inside Itra . Thus, this overlapping is

not so affected. This division is conducted, if the transmitter im-

age area(Itra) > 16 × 16pixels. The tk for each Ilrk
are separately

calculated. The minimum value of tk ( tkmin
) is globally used to

distinguish the lighting and non-lighting LEDs.

As mentioned above, white pixels are set for the lighting LEDs

and black pixels are set for the non-lighting LEDs as shown in Fig.
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(a) (b) (c) (d) (e)

Figure 5.4: Distinguishing of lighting and non-lighting LEDs globally applying
discriminant analysis (same as Otsu method)

(a) (b) (c) (d) (e)

Figure 5.5: Distinguishing of lighting and non-lighting LEDs using proposed
method

5.5. Figure 5.4 and 5.5 show the distinguishing of the lighting

and non-lighting LEDs in the images globally applying discrimi-

nant analysis and proposed method respectively. Here, the white

pixels are set for the lighting LEDs and black pixels are set for the

non-lighting LEDs. According to experiments, proposed method is

effective to verify the lighting and non-lighting LEDs. After this

verification, LED positions in the images are determined.
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5.3 LED position and pixel value determination

As mentioned above, 4 neighboring LED groups in the transmitter

are used as sub-transmitters. So, the 4LEDs in each group has same

lighting situation at every moment. According to this grouping,

the total number of LED groups are 64(8 × 8). In this thesis, it

is necessary to identify each group separately and their lighting

situation(ON or OFF) as well. According to the distance between

transmitter and high-speed camera, the size of the transmitter in

the images appears with t×t pixels, here t = 8 ∼ 36. Here, in most

cases, the binarized(binarized by proposed method) Itra cannot be

divided into 64 sub-regions with the pixel units. Images are divided

on sub-pixel units in these kind of situations[68∼71]. In this thesis,

binarized Itra is divided in to 64 sub-regions using the sub-pixel

units. Figure. 5.6 illustrates the sub-regional devision. It consider

that, each sub-region is corresponded to each 4LED group in the

transmitter.

The pixel value Pv of each 4LED group is picked up following the

Eqaution (5.3).
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Figure 5.6: Sub-regional division of Itra using sub-pixel

Pv =


255 (Aw > Ab)

0

(5.3)

The Aw and Ab mean the white and black overlapping areas in the

sub-region respectively. The pixel value, distributed in maximum

area of each sub-region is selected as the pixel value for correspond-
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ing 4LED group. Then the lighting pattern in entire Itra is deter-

mined considering pixel values of all sub-regions.

5.4 Experimental results

Experiments were conducted to confirm the effectiveness of the pro-

posed lighting pattern detection algorithm. Additionally, the com-

munication possibility of proposed road-to-vehicle VLC system was

also evaluated in a driving environment by applying all the proposed

image processing algorithms in this thesis.

5.4.1 Experimental environment

In the experiments, the high-speed camera was installed on a ve-

hicle and images were captured while driving between 30km/h ∼

40km/h, towards the transmitter. The moved distance of the vehicle

is from 70m to 20m, from the transmitter. Transmitter blinks light

in 500Hz and grayscale images of blinking transmitter were captured

by high-speed camera in 1000fps with size of 1024×512pixels(Iorg).

Proposed transmitter detection algorithms presented in the Chapter
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Sequence d1 : d2 : d3 : d4 : d5 :
20m ∼ 30m 30m ∼ 40m 40m ∼ 50m 50m ∼ 60m 60m ∼ 70m

1 100% 99.8% 98.0% 90.2% 79.9%
2 100% 99.9% 96.1% 91.1% 70.1%
3 100% 99.9% 97.0% 92.2% 71.1%
4 100% 99.6% 94.6% 85.6% 74.1%

Table 5.1: Average percentage of capturing the 4LED groups lighting situation
when the vehicle move at d1, d2, d3, d4 and d5 distance far from the transmitter

4 were used for finding and tacking. The cut out image area(Icut)

was 128 × 128pixels in tracking. This chapter mainly describes

the results of lighting pattern(capturing the lighting situation of

4LED groups individually) detection of the transmitter in consecu-

tive frames and the measurement of BER.

All the experiments were conducted on a computer having con-

figuration of Intel(R) CoreTM 2 Duo, 3.00Hz and 2.00GB RAM.

5.4.2 Lighting pattern detection results

Four image sequences were captured under above mentioned experi-

mental environment and different outdoor conditions such as sunny,

cloudy, and very dark(night). All the sequences include approx-

imately 25000frames(here, each sequence includes approximately

6400frames). There are 64, 4LED groups(sub-transmitters) are
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existed in each frame. Table 5.1 shows the results of capturing the

lighting situation(ON or OFF) of 4LED groups individually. Here

the average percentage of capturing the 4LED groups lighting situa-

tion is used for evaluation. This average percentage at the different

distances(d1, d2, d3, d4, d5) from the transmitter are shown in Table

5.1. When the vehicle moves at a distance between 20m and 40m,

the lighting situation of 4LED groups could be captured in very

high accuracy. But, when the vehicle moves at a distance between

40m and 70m, results are not so good.

5.4.3 Communication ability evaluation

The Bit Error Rate(BER) was measured to evaluate the communi-

cation ability of proposed road-to-vehicle VLC system. Figure 5.7

illustrates results of four communication experiments. Here, when

the vehicle moves at the distance between 70m ∼ 20m from the

transmitter, BER values were measured. These experiments were

conducted under different outdoor conditions and they are indi-

cated by different colors as; Red : very dark(night time), Pink :

cloudy, Yellow : cloudy, Blue : sunny. The communication speed
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Figure 5.7: Communication possibility evaluation

was 32kbps.

According to these results, it is possible to achieve small video,

audio and text data transmission, at a distance between 20m ∼ 30m

since the BER < 10−6. The audio and text data transmission

can be conducted at a distance between 30m ∼ 40m since, almost

BER < 10−3.

As mentioned above, here 4 neighboring LED groups in the trans-

mitter are used as a sub-transmitter. According to this data rate

is 32kbps with the contribution of all the LEDs in the transmit-

ter. However, this can be achieved when the transmitter is tracked
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by the proposed tracking algorithm in this thesis. In the previous

method[43] with same LED grouping, data rate was 4kbps, since

the LEDs in exterior lines of the transmitter are used to define the

borders for tracking. According to this, the data rate could be in-

creased 8times with the new tracking method.
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Chapter 6

Conclusions and Future works

6.1 Conclusions

This thesis presented new image processing algorithms for a road-to-

vehicle Visible Light Communication(VLC) system. That system is

introduced for Intelligent Transport system(ITS) using an LED traf-

fic light(LED array) as a transmitter and a high-speed camera as a

receiver. Here, the transmitter sends data by blinking LEDs at high

frequency and a high-speed camera receives that data by capturing

lighting pattern of the transmitter at high frame rate. For capturing

the lighting pattern, finding the transmitter and tracking the found

transmitter are absolutely necessary. Additionally, the finding and

tracking should be conducted without affecting the communication

performance of the system. The data rate and communication time
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decreased with previous algorithms. Another issue is that the al-

gorithms should have processing time reduction approaches to have

real time processing at least on the hardware. In this thesis;

• New Transmitter finding, tracking, and lighting pattern de-

tection algorithms were proposed, mainly considering the fea-

tures of high frame rate image capturing by high-speed cam-

era. These new algorithms include processing time reduction

approaches as well.

According to the outdoor experiments under different conditions;

• Proposed algorithms were effective for desired finding, tracking

and lighting pattern detection.

With the proposed algorithms;

• It is possible to increase the communication performance of the

road-to-vehicle VLC system compared to previous algorithms.

In the literature, as mentioned above, there are some studies for

this transmitter detection(finding and tracking). The data rate and

communication time could be increased with the new algorithms.
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Since with the previous algorithms, all LEDs in the transmitter

cannot be used for communication and continuous communication

cannot be conducted.

The data transmission performance of the proposed road-to-vehicle

VLC system was evaluated in a outdoor driving environment. Ac-

cording to the evaluation, it is possible to transmit small video,

audio and text data at a distance between 20m and 30m from the

transmitter. The audio and text data can be transmitted at a dis-

tance between between 30m and 40m from the transmitter. When

the vehicle moves almost over 45m far from transmitter, it is difficult

to conduct communication.

This road-to-vehicle system uses a high-speed camera as a re-

ceiver. Similar kind of systems in the literature use Photo Diode(PD)

as receiver. Compared with the systems with PD receivers, still the

performance of this system with high-speed camera has less perfor-

mance. The data rate of system with PD is higher than this system.

However, studies are conducted to improve this system. More better

performance can be expected in the future.
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I believe that proposed road-to-vehicle VLC system will be very

helpful to assist drivers at signalized intersections. Therefore, it will

contribute to reduce the increasing traffic accident at intersections

as a part of ITS techniques. Furthermore, there is growing interest

to apply VLC as wireless communication in ITS as well as other

communication purposes.

6.2 Future works

In this thesis, all the experiments were conducted on a computer.

However, to apply this system in the real world, algorithms have to

be implemented on hardware.

Communication performance was not so good when the vehi-

cle moves over approximately 45m from the transmitter. For this

reason, system should be improved to achieve long distance com-

munication.

All the experiments were conducted keeping vehicle speed 30km/h ∼

40km/h. The communication possibility has to be evaluated driving

the vehicle at faster speeds.
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In this thesis, no experiments were conducted under bad weather

conditions such as rain and snow. Conducting road-to-vehicle VLC

under those conditions is also challenging and interesting future

work. Some improvements of the hardware and software would be

necessary to achieve this.
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