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Abstract—Clustering is one of the most useful methods to spatial vectors and higher order subspace relations between
understand similarity among data. However, most conventional them [1], [2], [3], to systematically undertake various kinds
clustering methods do not pay sufficient attention to geometric ¢ featyre extractions, and to predict latent willingness to buy

properties of data. Geometric algebra (GA) is a generalization of f subiects. Th read ful | f
complex numbers and of quaternions, and it is able to describe O SUPJECIS. 1here are aiready many successful examples o

spatial objects and relations between them. In this study we itS use in colored image processing or multi dimensional time-
introduce GA to systematically extract geometric features from series signal processing with complex numbers or quaternions,
data. We propose a new clustering method by using various which are low dimensional GAs [4], [5], [6], [7], [8], [9], [10].

geometric features extracted with GA. We apply the proposed apq GA-valued neural network learning methods for learning
method to clarification of human impressions of a product. In the . t-output relati hi 12 Il studied
field of marketing, companies often carry out a questionnaire on input-output relationships [12] are well studied.

consumers for grasping their impressions. Analyzing consumers ~ For the second characteristic, we utilize harmonic func-
through the obtained evaluation data enables us to know the tions [11] for semi-supervised learning. In our proposed
te“ﬁency Og the ma”‘?t laf”d tr? f'gd pTOb'emS a?d/ordto ma:g? hh/' method, geometric features extracted with GA can be used
potheses that are useful for the development of products. Finally, e .
we discuss clustering results of a questionnaire with/without GA. for defining a yvelghted g_raph_over unlabeled_ a_nd _Iabeled _data
where the weights are given in terms of a similarity function
between subjects.
[. INTRODUCTION To evaluate the effect of features extracted with GA, we

Nowadays, it becomes more and more important for compg@mine kernel matrices induced from the geometric features

nies to investigate their customers’ willingness to buy a pro#Sing kernel alignment [13] between them. This paper also
uct through a questionnaire. A typical questionnaire considfPOIts aresult of semi-supervised clustering of subjects taking
of various questions. Though it may include a direct questiggOMetric properties of a questionnaire into consideration.

such as “Are you willing to buy it?”, it is not clear whether the
answer to the question is reliable. In this study, we propose Il. METHOD
a method to find latent willingness to buy on the assumption
that if answering patterns to all questions are similar then the Feature extraction with GA
subjects have similar latent willingness.

We analyze a dataset of a questionnaire for a newly dev?
oped product. The characteristics of this dataset are:

I_GA is also called Clifford algebra. An orthonormal basis
e1,es,...,e,} can be chosen for a real vector spaRe.
The GA ofR", denoted byg,,, is constructed by an associative

1) The samen questions are asked far different objects anq pilinear product of vectors, the geometric product, which

(usage scenes of the product); is defined by
2) Each subject answers according to his/her willingness
to buy for either of three different prices, and does not 1 (i=7),
answer for the other prices. €i€j = { —eje; (i #7). @)

Considering the first characteristic, we regard a pattern of
answering to the questions by a subject as a tuplenof GAs are also defined for negative squar€s= —1 of
points in an dimensional space. This aims to extract featuresme or all basis vectors. Such GAs have many applications
of n dimensionalshapeformed by them vectors. For this in computer graphics, robotics, virtual reality, etc [3]. But for
purpose, we use geometric algebra (GA) which can describar purposes definition (1) will be sufficient.
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Now we consider two vectora; = >, ajie;, 1 = 1,2} in The geometric product of (1 < k < n) vectors yields
R™. Their geometric product is

1
a, € Gl=R"= /\R”,

n n—1 n
2
ajag = E a1;a2; + E E (aua2j - aleQi) €ij, 2 ajas € gg ® /\R"’
i=1 i=1 j=i+1

3
ajasag € Q}L EB/\]R”7
where the abbreviatios;; = e;e; is adopted in the following.
The first term is the commutative inner product - a; =

ay-a;. The second term is the anti-commutative outer product { Gla...a¢" 2o \"R" (oddk)

" (4)

— 1 - 1 al...aq
aj;Nay; = —asAa;. The second term is called a 2-blade. Linear21 k Lo, o620 /\k R (evenk).

combinations of 2-blades are called bivectors, expressed by

Yrez, wrer,wr € R, whereZy = {iyip | 1 <y <ip <nj Now we propose a systematic derivation of feature extrac-

is the ordered combination set of two different elements frofyns from a set or a series of spatial vectgrs= {p, €

{L,...,n}. For parallel vectorsy, = ras,x € R, and the pr ; — 1 .. m}. Our method is to extrack-vectors of

second term becomes O. different gradeg:; which encode the variations of the features.
Next, we consider the geometric product eafa, = Scalars which appeared in eq. (4) in the casé 6f 2 can

as - a; + as A a; with a third vectoras. First, because also be extracted.

a; -ay € R, (a; -az)as is a vector. Next,(a; Aag)az = For ¢, a set ofn dimensional vectorsy’ + 1 feature extrac-

(Y 1ez, wrer) Y-, azie;. For a certainl = iyiy, tions are derived where’ = min{n,m}. Fork =1,...,n/,

£.(6) = {(pn - prer'). I e} e RO (5)

€, (Z = Z‘2) s f _ (mC24m)
L 0(6) = {(pupw)teR , (6)
ere; = e; e,e; =<{ —e;, (i=1i), 3) (©) (PP}
€iigi (i1 # 17 i2). where, |Z;| equals to the number of combinations &f
elements fromn elements, ang,C}, is the number of combi-
) _ nations when we chooseelements fromn elementse; ' is
Therefore(a; A ag) ag can _be separa_ted mto_a vector, i.8he inverse ofe;. FOr I =iy ...iy, el—l — e, ...eie;,. We
the sum of terms corresponding to the first two lines of eq. (Yenote byf, a feature vector extracted by a feature extraction
and a 3-bladey Na; A\as, 1.e. the sum of terms correspondingy, ¢ s the scalar part in the geometric product of 2 vectors
to the bottom line of (3). A linear combination of 3-blades iQvhich was chosen from vectors.f;, is the coefficient ofk-

called a trivector which can be represented Y., wier, plade in the geometric product éfvectors which was chosen

where I3 = {iligig ‘ 1 <41 < i < i3 < Tl} is the from n, vectors.

combinatorial set of three different elements frdiy ..., n}. Below we apply the feature extractions with GA to the case
In the same way the geometric produgt...a, (k <n) of questionnaire data. Each subject gave evaluation values to

of linear independent vectots, . .., a;, has as its maximum the same 10 questions for 6 objects. We therefore regard a

grade term thek-bladea; A ... A aj. Linear combinations filled out questionnaire asm(= 10) points in ann(= 6)

of k-blades are called-vectors, represented lﬂj]ezk wrer, dimensional space = {p1,...,P10},p1 = Z? ) ;€; With

whereZ, = {iz...ip | 1 < iy < ... <ip < n}pisthe g, € {-2 -1,0,1,2}. Using GA, various kinds of feature

combination set ok elements from{1,...,n}. 1-blades are extractions can be undertaken systematically. In this paper, we

vectors withZ, = {i; | 1 <i; < n}. O-blades are scalars withyse 3 kinds of features which extracted frgmvith GA.

Zo = {0}. For the unit real scalar, many authors simply write The simplest feature extractiofi;, which is coordinate

ey = 1. ForG,, \"R" denotes the set of akl-blades and’:  value, also used in conventional methods, is

denotes the set d@f-vectors. The relationship betwegfblades

and k-vectors isA\"R" = {4 € GF | 3{by,....by},A = f1(6) = [(pier),...,(p1egh).- ..,

b; A ... A bi}. The most general element ¢f, is A = (proer), ..., (proeg )]

> rerwrer, whereZ = (J;_oZr = P({l,...,n}), and -~ RO 7

P (-) denotes the power set. Concrete examples are the = [mnmi2, om0, 206 €RTL(7)

general elements ofj; which are linear combinations of

{1,e1,e2,e12}; and general elements ¢k which are linear

combinations of{1, e;, es, €3, €12, €13, €23, €123 }. A general

element ofG,, can always be represented Hy= >"7_ (A)y £ (€) = [(P1p1), (P1P2)s - - -, (P1oP10)] € R, (8)

with (A)r = > ;c7, wrer, Where(.), indicates an operator

which extracts thé-vector part. The operator that selects thH 2 questions are correlated for 6 objects, then the correspond-

scalar part is abbreviated &5 = (-)o. ing element off, becomes large.

A second feature extractiorfy uses inner product of 2
points,
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And a third feature extractiorf; uses outer product of 2 C. Semi-Supervised Learning for Clustering

points, Semi-supervised learning is a problem to infer labels for
£ _ e, ., ey, ..., unlabel dat&/ = {l+1,...,l4+u = p} or unknown unlabeled
2(5) Kplf)f ) <p1pj %) RO gy data when the labej; € {—1,1} of a partZ = {1,...,I} of
(PoP10€12 ) - -, (PoP10€35g )] € : ) the instance set is known. In this paper, we solve a problem
Each|l,| elements off, express independence of 2 questiond the case of labeling/’. The goal is to find a binary function
and the direction of hyper-plane spanned by the 2 questionsin' — {1, 1} so that similar points have the same label.
the 6 dimensional space. If 2 questions are uncorrelated, thefReferring Zhu et al [11], we decide a parametenof the

the corresponding element becomes large. kernel as the following. During making a minimum spanning
. tree over all data points with Kruskal's Algorithm, we label
B. GA kernel and alignment temporarily an unlabel data € U to the same label as the

For feature extractiong,, k = 0, 1,2 with GA, we define a labeled datum which connects withfor the first time. Then
similarity funtion between two instancesj € {1,...,p} as We find the median distance of tree edges that connect two
instances with different labels. We regard this this distahce

2
O < £ (&) — £ (&) > ’ (10) @s a heuristic to the median distance between class regions.
7 o We arbitrarily setec = %0 following the 30 rule of Normal
where,||- || is the Euclidean distance in the feature space. AfStribution, so that the weight of this edge is close to 0.

a parameter; is decided by Zhu et al [11] as described in The€n, we construct a x p symmetric weight matrixV =
section II-C. The kernel matri¥Vy, = [w;;.] is @ symmetric [wi;]. The weight matrix can be separated as
matrix ywth p rows andp collumns.. . — Wi Wrio
In this study, we combine 3 kinds of feature extractions =l w W
) o UL vuU
to cluster instances. The effect of combinating 2 feature )
extractions becomes small if their kernel matrices are alignéd.thel-th row and the-th column. For this purpose Zhu et al.

The alignment [13] between 2 kernel matrices is defined a®roPosed to first compute a real-valued functiort/ — [0, 1]
which minimizes the energy

(14)

AW, W) = wipwigg € (0,1 11 . ,
(W) =2 o € 0 o E(g) =Y wi (90) ~ 9())". (15)

N

where, w;jx = wijk ( . wfj;k> is the element of a Restrictingg(i) = g1.(i) = y; for the labeled datay for the

matrix 1, which is normalized, so that its squared sumUniabeled data can be calculated by

of all elements becomes 1. _ -1
In addition, cluster structure embedded in the data distribu- gv = (Dvv = Wou) ™ Worr, (16)
tion is evaluated as alignment with identity mati where Dyy = diag(d;) is the diagonal matrix with entries
1 d; = >_,;wiy;, for the unlabeled data. Then(i) is decided
AWy, E) = — Zm € (0,1]. (12) using the class mass normalization proposed by Zhu et al.
VP 5 Because either of three pricé€®1, g2, v3 | 1 < p2 < @3}

The alignment withE becomes 1 when similarity betweer’S indicated to_a} subject wh_en he/she indicates wiIIingnes; to
any two different instances is 0, i.e. no cluster structure /&)Y, We subdivide the subjects into three groups according
embedded. to the indicated price. Then, we calculagé- for eachk €

On the other hand, when binary labgle {—1,1} is given {1,2,3} regarding one group of subjects as labeled arjd the
for each instance, if instances with the same label are allocafher groups as unlabeled. After that, we check the consistency
near and those with the different label are allocated far, th@h Subjecti, i.e. whether the willingness decreases weakly
the clustering result of this feature agrees with the labels. TH{Onotonously with the price.
is evaluated by the alignment betwe#n, andY = [V;; = ~NP1(6) > P2 (5) > 4?5 (d). (17)
it If subjecti contradicts to this condition then we clear the

labely; and repeat the semi-supervised learning regarding such

1 — —~ subjects as unlabeled from this time on. As shown in Fig. 1
AW, Y == ik — : : - :
(Wi, ¥) , Z Wigsk ] Z Wigsk we repeat this procedure until contradictions do not occur any
i,5yi=y; ,5]yi Ay
more.
€ [-1,1]. (13)

S . IIl. EXPERIMENTAL RESULT
A good combination of two feature extractions has a low

A (W, W) value. And, if A (Wy, E) is low and A (W,,Y) A Web Questionnaire Data
is high, f induces a feature space with rich cluster structure We used a web questionnaire data for a new product to
and agreement with the given labels. extract features with GA and find the latent willingness to
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{‘f.}_ [ {Xi} C. Web Questionnaire Analysis Results

\L TABLE Il
Label by RESULT WITHOUT GA
{y:} — harmonic > {y“’(i)}
H C 0.1%
functions 3009
f1 F-T | 22.0%
T-F 6.7%
Check Contradiction TT | 31.3%

Fig. 1. Algorithm to find latent willingness to buy. From questionnaire data 1able Il shows the result without introducing GA to find

&, f € {fo, f1, f2} extracts geometric features. Labely; is initially set latent willingness to buy. In the table, “C” shows the per-

to y;. After calculatingy¥ (i), labels of contradicted subjects are exclude(&entage of subjects WhOSﬁ contradicted to condition (17)

from {y*}. The algorithm ends when no more contradictions occur. . . . N
after the algorithm ended, thus we ignore those subjects. “F-
F” shows the percentage of subjects whgse- —1, where,

buy. Subjects answered 10 questions about each of 6 objé‘ismpllcny, we do not mind what price was indicated to the

i.e. scenes in which the product was used. Subjects we . ) ;
asked to give an evaluation value to each question in 5 lev parent or latent willingness even if the price was the lowest.
-T" shows the percentage of subjects whage= —1 but

1,2,3,4,5}, where “5” means “| agree very much” and “1” . : . -
{1.2,3,4,5} v y #1(3) = 1, i.e. the subject answered not to have willingness

means “| disagree very much”. Subjects answered WiIIingnegs - .
: but he/she had latent willingness at least for the lowest price.
to buy the product for a price randomly selected from thr .
uy produ pr y & -F" shows the percentage of subjects whage= 1 but

prices. . . . #1(4) = —1, i.e. the subject showed apparent willingness
We carried out the feature extractions with GA afteg LT .
subtracting 3 from all evaluation values so that; — L_Jt_ from the similarity of answering patterns he/_she was not
{-2,-1,0,1,2}. For simplicity the five level Williﬁgness willing to buy. *T-T" Sh.OWS the percentage of subjects whose
values were binarized: “5”, “4% 1 and “3"“2"“1" > —1 y; =1 andy¥1(i) = 1, i.e. the subject had both apparent and
B T ' latent willingness. The analysis made the following clear:

Bject, andy¥' (i) = —1, i.e. the subject did not have either

B. Kernel Alignment o Out of 38.0% of subjects (“T-F” or “T-T") who answered
positively to the direct question of willingness, 31.3% of
all subjects were detected as “truely” willing to buy (“T-
™).

« Out of 61.9% of subjects (“F-F” or “F-T") who answered
negatively to the direct willingness question, 22.0% of all
subjects were detected as latently willing to buy (“F-T7).

We calculated alignment of kernel matri¥, derived by
featurefy, k = 0, 1, 2 which extracted with GA. Table | shows
kernel alignmnent with other feature kernels, identity maiix
and the latent willingness matriX. The binary labely; = 1
when the subject had latent willingness as a result of three

analyses via different feature, and = —1 otherwise, i.e. . _ N
when the subject was judged not having latent willingness A8 & conclusion, 533 of subjects had a latent willingness to
least one analysis. buy (“F-T” or “T-T"), and the other 46.% subjects did not.
TABLE | TABLE Il
KERNEL ALIGNMENT EVALUATION DETAILED LABELING RESULT
Wo Wi Wa J1(F-F) f2
Wo 1 092 | 0.63 39.9% FF | FT
Wi | 0.92 T 0.51 Jo [ F-F | 32.6% | 0.2%
W2 | 0.63 | 051 1 FT | 7.0% | 0.1%
E | 071 | 0.82 | 0.36
fi(F-T) f2
Y | 0.048 | 0.036 | 0.103 22 0% e
fo | FF | 6.0% | 0.3%
FT | 14.4% | 1.3%

With kernel matrix W7, kernel matrix1, had a smaller

TF

alignment (0.51) tha¥, had (0.92). Therefore, the effect of fég%) S —
combination with feature extractiofy was better than wittf. fo [ TF [ 55% [ 0.1%
Also, the result showed that bacause both feature extractions T [09%] 0.2%
fo and f2 had lower alignment withE than f;, they have A ()
more abundant structure of cluster between subjects. And they 31.3% TF] TT

. ; . . Fo | TF | 3.0% | 0.9%
cc_)mtnbute the total inference because alignment withis T T 1379% [ 13.7%
higher thanf;.
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Next, we conducted a more detailed analysis introducing
GA to define two more feature spaces which are based on
fo, f2, respectively. Subjects were subdivided into the 5 groups
of “C”, “F-F", “F-T", “T-F” and “T-T" for each feature aspect.
Thus Table Il shows 4 sub-tables each of which further
divides the corresponding subjects divided fiyto a matrix
of judgements based ofy and f>. Though 52.% of subjects
had the same result by all analyses basedforf;, f> (total
of diagonal cells), the other 478 of subjects had different
result. Especially,

« The second table shows that out of 22.6f subjects who

did not have apparent but had latent willingness according
to analysis based ofy alone, only 1.3 of all subjects
were judged as so according both to analyses based or
fo and fa.

The bottom table shows that out of 3% ®f subjects who
were judged as “truely” willing to buy in the analysis
based onf; alone, 17.6; of all subjects were judged
differently in at least one aspect of his/her answering
pattern. On the other hand, the remaining ¥3.3f all
subjects can be judged as willing to buy with more
confidence supported by the judgements baseg,and

f2.

As a conclusion, 15% of subjects were found to have latent
willingness to buy (“F-T” or “T-T” by all analyses) with more
confidence than in analysis without introducing GA.

Finally, we utilize principal component analysis (PCA) to
visualize the data given by;. Figure 2 shows apparent and
latent willingness. From figure 2, we can find clusters to which
willing subjects belong.

IV. SUMMARY

In this study, we introduced GA to extract geometric fea-
tures fromm-tuple of n dimensional vectors, and proposed 3
kinds of the kernels based on the extracted features. And we
proposed the clustering algorithm by using the result based on
the similarity funtion in each feature space. Then, we applied
the proposed method to the clustering of answering patterns
for a web questionnaire, deriving 3 kinds of feature extraction

i.e. coordinates, outer products, and inner products. The reﬁ;ﬂé

2. The visualization of latent willingness to buy the product by PCA.

left shows apparent willingness and the right shows latent willingness

showed that feature extractions based on outer product an@uy. A subject who did not have willingness is shown by.‘A willing
inner product, respectively, had more abundant structure sgbject is shown byc". The filled *¢” in the right figure show subjects who

cluster between subjects and higher alignment with late
willingness to buy than inn x n dimensional vector space.
Based on the extracted features, we found latent wiIIingnessN
buy from the questionnaire data. The results showed that se

Were judged as willing to buy with all feature extractiofig f1, f2.

3goya University and Grant-in-Aid for Young Scientists (B)
M9700218.

supervised learning based on coordinates can detect subjects

who have latent willingness to buy, and that introducing GA
to the analysis can further find subjects who hsirenglatent 1]
willingness.
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