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Questionnaire Data Analysis Based on a New Dendrogram for
Visualization of Hierarchical Structure of Proximity

Minh Tuan Pham∗, Tomohiro Yoshikawa∗, Takeshi Furuhashi∗,
∗Nagoya University

Abstract— Visualization is one of the most useful methods
to understand similarity or dissimilarity among data. However,
most linear methods such as PCA or MDA are not appropriate
for construction of hierarchical model based on the distances
(similarity/dissimilarity) between instances, because they do not
consider the distances for visualization. This paper proposes
a new dendrogram map based on multi-dimensional scaling
(MDS) using a spring model which considers the distances
between instances. This paper applies the proposed method
to clustering of two sets of data. One is those prepared
for a thought experiment. The other is questionnaire data
on a planned product. The results show that the proposed
dendrogram visualizes differences in distances between data
while the conventional dendrogram and the conventional MDS
were not able to do.

I. INTRODUCTION

Visualization is one of the most useful methods to under-

stand similarity or dissimilarity among high-dimensional

data. It is a popular approach to use linear methods such as

principal component analysis (PCA) or multiple discriminant

analysis (MDA) to visualize the data distribution. PCA

calculates an eigen-value decomposition of a data covariance

matrix. MDA finds a linear combination of features which

best separates two or more classes of objects. But, because

these linear methods do not consider distances between

instances for the visualization, they are not appropriate for

the construction of distance-based hierarchical model. For

example, when the data of each class follows a mixture of

Gaussians distribution, there could be cases that some classes

are not separated in a visible space. Another conventional

visualization methods is dendrogram which is a tree diagram

frequently used to illustrate the nearest clusters produced by

hierarchical clustering. The dendrogram is useful to construct

a hierarchical model, but unable to visualize the data distri-

bution. Furthermore, the dendrogram becomes too complex

to grasp the hierarchical structure when the number of data

becomes large. It is able to visualize a hierarchical model

by plotting data on the first two principal coordinate axis

with spanning tree[1]. But, because the distances between

two data plotted on the first two principal coordinate axes

are not considered, the distances in the original space are

not kept in the visualized space. For example, the two nearest

data in the original space can be plotted farthest in the visible

space.

This paper proposes a new dendrogram map based on

multi-dimensional scaling (MDS)[2], [3], [4] using a spring

model which considers distances between instances. This

paper applies the proposed method to clustering of two sets

of data. One is those prepared for a thought experiment. The

other is questionnaire data on a planned product. The results

show that the proposed dendrogram visualizes differences in

distances between data while the conventional dendrogram

and the conventional MDS were not able to do.

II. PROPOSED METHOD

This section describes the method to construct the dendro-

gram map based on new multi-dimensional scaling method

using a spring model which considers distances between

instances.

A. Multi-Dimensional Scaling Method using Spring Model

The proposed method keeps the distances between in-

stances in the visualized space to be the same as those in the

original space. It is obtained by Multi-Dimensional Scaling

(MDS) with a spring model. This paper defines a distance

between two instances i, j ∈ 1, . . . , n as di,j = ‖xi −
xj‖; i, j ∈ {1, . . . , n}, where ξ = {xl ∈ Rm, l = 1, . . . , n}
is a set of m dimensional vectors. In the visual space, the data

coordinate χ = {xl ∈ R2, l = 1, . . . , n} can be calculated

by minimizing the energy

E(χ) =
n−1∑
i=1

n∑
j=i+1

ki,j

(
d∗i,j − di,j

)2
, (1)

where, d∗i,j = ‖xi − xj‖; i, j ∈ {1, . . . , n} is the distance

between two instances in visual space. ki,j is a control

parameter, which is called the spring coefficient. The distance

between the two instances in the visible space becomes equal

to the distance in the original space when ki,j becomes larger.

Then, this paper proposes the method to minimize the energy

E(χ) by solving a problem of balance of the spring model

as follows:

Fig. 1. Multi-dimensional scaling method using spring model

Fig. 1 shows the multi-dimensional scaling method using

spring model. The left shows the spring model in the original

space. For all pairs from all instances, it makes the link

between instance i and instance j by the spring which has a

natural length di,j and a spring coefficient ki,j . The spring

model is transformed when it is mapped into the visual

space in the right figure. So, the potential energy of the
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spring model is equivalent to the energy E(χ) in eq. 1.

When all instances were balanced by springs, the potential

energy became the smallest. It means that, it can minimize

the energy E(χ) in eq. 1 by solving the problem of balance

of the springs of all pairs.

The right in Fig. 1 shows the placement of the instance

and the forces Fij acting by the springs in the visible space.

The total of the forces acting by all springs to instance i is

calculated as,

F (i) =
n∑

j=1;j �=i

ki,j

(
di,j − d∗i,j

) xj − xi

d∗i,j
. (2)

When instance i is balanced by all other instances, F (i) =
0. The following formula is obtained:

n∑
j=1

ki,j (xj − xi) =
n∑

j=1

ki,j
di,j

d∗i,j
(xj − xi) . (3)

Therefore, about all i ∈ {1, . . . , n},

ki,1x1 + . . . −
n∑

j=1

ki,jxi + . . . + ki,nxn = f i,

f i =
n∑

j=1

ki,j
di,j

d∗
i,j

(xj − xi) ∈ R2, (4)

where, f i is a 2 dimensional vector. And, the following

simultaneous equations are obtained:

K =

⎡
⎢⎣

−∑n
j �=i k1,j · · · k1,n

...
. . .

...

kn,1 · · · −∑n
j �=i kn,j

⎤
⎥⎦ ,

X =

⎡
⎢⎣

xT
1
...

xT
n

⎤
⎥⎦ ,F =

⎡
⎢⎣

fT
1
...

fT
2

⎤
⎥⎦ ,

KX = F. (5)

The coordinates of all instances in visible space are cal-

culated by solving simultaneous equation (5) based on Suc-

cessive Over-Relaxation(SOR)[5], [6] method. This method

is an iterative technique that solves the left hand side of this

expression for X, using previous value for X on the right

hand side. Analytically, this is written as:

ε(m+1) = D−1
(
F − EX(m)

)
,

X(m+1) = X(m) + γ
(
ε(m+1) − X(m)

)
, (6)

where, D is a diagonal component of K, and E = K−D is

the sum of strictly lower and upper triangular components of

K. γ is a convergence speed parameter of the simultaneous

equation. For symmetric matrix K, this problem can be

proven to be convergent provided that 0 ≤ γ ≤ 2.

B. Two-dimensional Dendrogram Map

As one of the visualization method, the dendrogram is

a tree diagram frequently used to visualize the nearest

neighbor relationships among the clusters produced by a

hierarchical clustering. Hierarchical clustering is initialized

as n clusters that contain only one instance each from n in-

stances of data. Then, it calculates the distance D(C1, C2) =

minxi∈C1,xj∈C2 D(xi, xj) between two clusters based on

the distance D(xi, xj) = di,j between two instances, and

merges two nearest clusters. And a hierarchical structure is

obtained by repeating this merger till all data are annexed to

one cluster.

The dendrogram is useful to visualize the hierarchical

structure, but unable to visualize the data distribution. Fur-

thermore, the dendrogram becomes too complex to grasp

the hierarchical construction when the number of data is

large. This paper proposes a new dendrogram map which

considers both the hierarchical structure of data and the data

distribution based on the proposed MDS using the spring

model. The algorithm of the proposed method is as follows:

Step1 Connect two near instances by Nearest Neighbor

Method [7], and make a hierarchical cluster struc-

ture.

Step2 Set the spring coefficient of MDS between each

two instances with a large value for the connected

instances and a small value for the others.

Step3 Draw data and connected links based on the coor-

dinate of data provided by MDS.

III. EXPERIMENTS AND DISCUSSION

A. Preliminary Experiment

This section examined the effectiveness of proposed den-

drogram map by using 3-dimensional data in TABLE I. Fig.

2 shows the visualization result of the data in Table I in 3-

dimensional space. This section focuses the distance between

instance A and instance J. Instance J was far from instance

A in comparison to the other instances. Therefore it was

expected that instance J was put relatively far from instance

A in a visualized space.

TABLE I

DATA FOR PRELIMINARY EXPERIMENT

x y z
A -1.5 0 0
B -1 1 1
C -1 1 -1
D -1 -1 -1
E -1 -1 1

x y z
F 1 1 1
G 1 1 -1
H 1 -1 -1
I 1 -1 1
J 1.5 0 0

Fig. 2. Data in original space.
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Fig. 3. Dendrogram based on nearest neighbor method.

Two conventional visualization methods, the conventional

dendrogram and the multi-dimensional scaling (MDS), were

used to compare their performances with that of the new

dendrogram map. Fig. 3 shows the result of visualization

using the conventional dendrogram. In Fig. 3, it is found

that instance A is near to four instances B, C, D, E; and

instance J is near to the other four instances F, G, H, I.

Although instance J is located far from instance A, it does

not show how far instance J is from instance A. Fig. 4 and

Fig. 5 show the results of the conventional MDS and the

proposed dendrogram map. The conventional MDS kept the

distances between all instances in the original space into the

visual space. Therefore, instance J was influenced more by

the distances with four instances B, C, D, E, and the result in

Fig. 4 shows that instance J was not able to keep the distance

with instance A. On the other hand, the proposed dendrogram

map puts emphasis on keeping the distances between the

nearest data. Instance J was not influenced by the distances

with instances B, C, D, E too much, and kept the distance

with instance A well. Fig. 5 shows that instance J was put

relatively far from instance A in the visualized space.

So, the proposed dendrogram map is expected to be more

effective for visualization than the conventional dendrogram

and the MDS are.

B. Experimental questionnaire

This experiment involved 1453 respondents. Six scenes

that used a new outdoor products α were shown to the

respondents for their evaluations. The experiment employed

the rating scale method and the respondents were asked

to choose one of five grades 1, 2, 3, 4, 5 in response to

each of 10 questions per a scene. In this survey, grade 5

means applicable while grade 1 means not applicable .

TABLE II shows the 6 scenes (presented by videos during

the questionnaire) used as evaluation objects and TABLE III

shows the 10 questions.

TABLE II

EVALUATION SUBJECTS.

Object 1 Operating a projector
Object 2 Using a coffee maker and a refrigerator
Object 3 Blogging using PC
Object 4 Using a shower and a dryer
Object 5 Using an electric thruster
Object 6 Using a water purifier

Fig. 4. Data distribution based on conventional MDS.

Fig. 5. Data distribution based on proposed method.

TABLE III

QUESTIONS ASKED FOR POSITIVE IMPRESSIONS.

Q1 It will make me feel superior to those around me.
Q2 Maybe I can perform outdoor activities cleanly.
Q3 It may be useful in emergencies such as disasters
Q4 It may be useful in emergencies such as disasters.
Q5 It looks easy to carry.
Q6 It looks easy to assemble and set up.
Q7 It will make my friends and family happy.
Q8 I will enjoy such activities outdoors.
Q9 Maybe, I cannot enjoy these activities without the product α.
Q10 It will make my outdoor leisure activities more pleasant.

C. Clustering groups of respondents based on visualization
results

This section employs interactive clustering in the visu-

alization result of MDS. Before making MDS, this paper

defined the feature x of each respondent based on all of the

distances between two scenes as follows:

δo1;o2 =

√√√√
10∑

q=1

(gq,o1 − gq,o2)
2

(7)

x = {δo1;o2 | ∀o1, o2 ∈ {1 . . . 6}} (8)

where, gq,o is the grade of the question q at the scene o.

And, δo1;o2 the distances between two scenes o1 and o2.
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Fig. 6. The visualization result.

Fig. 6 shows the visualization result of MDS and the result

of interactive clustering. In Fig. 6, six groups were clustered

by interactively by the author.

Then, this section applies the proposed dendrogram map

and the conventional dendrogram to each group. Fig. 7 shows

the conventional dendrogram for six groups in Fig. 6. And

Fig. 8 shows the result of proposed dendrogram map.

Fig. 7. One-dimensional dendrogram map.

From the dendrograms in Fig. 7, it is found that three

objects 2, 4, 6 were considered near by many respondents,

and they were far from the other three objects 1, 3, 5. This

preference was the same for all six groups in Fig. 7.

From the proposed dendrogram map in Fig. 8, the same

preference was also found as in Fig. 7. Furthermore, the

proposed method was able to show the differences of these

groups. For example, there was a difference of distances

between object 2 and object 4 in group 5 and group 6. It

means that the respondents in group 5 agreed well to the

scenes of object 2 and 4, and those in group 6 do not so

much. In the case of group 4, the respondents considered

object 5 be the furthest from object 2, 4, 6, although the

other groups tend to consider that object 1 was the furthest.

The conventional dendrogram was not able to catch the these

differences.

Fig. 8. Obtained dendrogram map by the proposed method.

IV. CONCLUSION

This paper proposed the new dendrogram map based

on multi-dimensional scaling using a spring model which

considers distances between instances. This paper applied the

proposed method to clustering of two sets of data. One was

those prepared for a thought experiment. This experiment

showed that the proposed dendrogram map was able to keep

the distances in the visible space better than the conventional

dendrogram and the MDS were. The other was questionnaire

data on a planned product. The proposed dendrogram map

was able to catch the differences between six groups were

clustered interactively by the author, which the conventional

dendrogram was not. Thus, the proposed dendrogram map

has been shown to be a powerful method for visualization

data.
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