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Abstract— The number of available items in online shops are recommendation information. The other is based on content-
increasing by the spread of the Internet recently. Though users pased filtering, which is a method to find items having similar
have a wide range of choices, they need to find their favorite fo51res of items which a target user likes. In this method
items from a huge amount of information. Thus, a variety of . , . . !
recommendation systems are currently in use. *Accuracy” is |§em_s features are used as the mform_a’qon. The collabo_ratlve
the most important index in these recommendation systems. filtering has the advantage of “Serendipity” because the items
However, not only “Accuracy” but also “Serendipity” is said = recommended by the content-based filtering become similar
to be needed in terms of user satisfaction recent years. In this and it does not have to use much information but only use

paper, we introduce a recommendation method of collaborative 5 yating history[2][9]. Thus we focus on the collaborative
filtering based on association analysis which is one of the data filtering

mining techniques. We aim to improve Serendipity keeping . . o
Accuracy h|gh by using the evaluation information that are In the conventional collaborative f|lter|ng based on the

rated differently from a target user. In addition, we show that  association analysis, the score for the recommendation items
Accuracy and Serendipity can be adaptable by a parameter s calculated by the evaluation information that are rated
in the proposed method. This paper compares the proposed game with a target user. In this paper, we aim to improve
method with a conventional method in terms of the performance S dinity keebing A hiah b T th luati
of Accuracy and Serendipity. Serendipity keeping Accuracy high by using the evaluation
information that are rated differently from a target user. In
. INTRODUCTION addition, we show that Accuracy and Serendipity can be
adaptable by a parameter in the proposed method. This paper

Recently, the number of e-commerce is increasing by thgmpares the proposed method with a conventional method

spread of the Internet, and the number of available items terms of the performance of Accuracy and Serendipity.
in online shops is also increasing. At the same time, it

becomes difficult for users to find their favorite items from a Il. RECOMMENDATION SYSTEM
huge amount of information. Thus, recommendation system Association analysis
is needed[1], and a variety of recommendation systems ar

. . €Association analysis is a method to find valuable com-
currently in use. Amazon.com[4] is one of the most popul

. . : X inations (association rules) from mass data. For example,
recommendation systems in the practical use. In this w

cite, recommendation list of items which are related to eac en we find combinations of goods which are purchased
' . continually, this knowledge could be useful for the display
target user is shown. of them

Association analysis[5] is one of the data mining tech- Association rules are expressed in the form 4t B in

nlquest\;hlchS aim o extract dvatl]uable lﬂfodrmat:jon t.fromwhich A is the condition and3 is the conclusion. This rule
mass data. Some recommendation methocs adapting mgans thatB will happen whenA does.con fidence is the

association analysis to users rating histories have be?yrbical evaluation index of association rules and calculated

reported[6]7] . . . . . by the following equation (1).
“Accuracy” is an important index in recommendation
N(A A B)

systems, which is the ratio of the number of user’s fa- 1)
vorite items over that of recommended items. However, N(A)

in terms of user satisfaction, it is said that to evaluat@;4) represents the number of data which meet the condi-
and improve “Serendipity” is also needed in addition tgjgp, A, and N(A A B) represents the number of data which

"Accuracy”[1][2][3][7][8]9] - o meet the conditiomd and the conclusio at the same time.
Recommendation system is categorized into 2 types. One

is based on collaborative filtering, which is a method td. Item-based collaborative filtering

find users/items having similar tastes to a target user's Memory based method in the collaborative filtering (CF)
taste. In this method, uses’ ratings history is used as the categorized into item-base and user-base. In the item-
o , _ based CF, a target user’s rating history serves as the as-
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user evaluated the iteml as “Don't Like,” the value of When |d| is high, the users who evaluated the itetnas
con fidence(a—pon'tLike— B=Like) 1S @dded. After all rating R; have a different taste from those ag?; in terms of
histories are used and the scores for all non-evaluated itefitem B = Like.” It means that the target user’s rating history
are calculated, an item with the highest score is recomiA = R;” has more information than the information of the
mended to the target user. items with low|d].
o For example, suppose that itemB; and

C. User-based collaborative filtering item B, are candidate items, and both the

A target user’s rating (Like/Don't Like) serves as thevalue of con fidence a—gr,— B, =Like) and
association rules’ conditions, and “the target user = Like” iiiOTZfidence(A:Rt:>32:Like) are 0.8. The item-based
the conclusion. For example, when user 1 evaluated an ite@F in the subsection 1I-B gives the same score to the
A as “Like” and the target user did not evaluate the itentem B; and the item B,. However, when the value
A, the value ofconfidenceyseri=Like=target user—=Like)  Of confidence a—-g,—B,=rLikey 1S 0.2 and that of
is calculated and added to the score of itetn If the con fidence a——r,—B,=Like) 1S 0.6, the meaning of “item
value of con fidenceyseri=rLike=target user—Like) 1S Nigh, A = R,” between the itemB; and the itemB, is much
the target user is likely to evaluate the itefas “Like.” different. It shows that the target user is likely to evaluate
After calculating the scores for all non-evaluated items othe item B; as “Like” with high probability different from
the target user based on all users’ rating histories, an itefimose who evaluated the iterh as—R,, and the target user
with the highest score is recommended to the target user.is also likely to evaluate the itenB, as “Like” but less
surprise because it is not specified to the target usefd|So

1. RELATED WORK intends the difference of the taste between a target user and
One of the item-based CF is Weighted Sum[10]. Thigthers.

method calculate’(u); which is the prediction of uset As described above, the value of
on items. confidence s—r,—p—rirey IS expected to lead high
S ier(sij* Ruj) “Accuracy,” and the value of|d| is expected to lead

P(u); = = (2) high “Serendipity” because the recommendation of the

2jer i item with hi ' .

gh confidence but low |d] means non
Where, R, ; is the rating value of usex on itemj, s; ; is  personalized recommendation[15][16]. Thus, the score for
the adjusted cosine similarity between itérandj, and/ is  recommendation in the proposed method is calculated by
the set of similar items to item the following equation (5).

Adjusted cosine similarity is calculated by the following

equation (3)U is the set of users who rated both itérand ) )
item j. R, is the average of the-th user’s rating. g — { COan_ZenCCEA:R@B:Lm) *d . thh d=0
ZueU(Ru,i - Eu)(Ru,] - Eu) Confl ence(A:Rt:}B:Don,tleE) ’ orertee

\/ZuGU(RU;i - §u>2\/zueU(Ru,j - Ru)Q

®3) (5)

If dis only used for the recommendation score, the value
of con fidence a—r,— B=rLike) IS NOt considered. Sé multi-
IV. PROPOSED METHOD plied by con fidence a=pg,— p=Like) iS applied tosg. When

In the subsection 1I-B, a target user’s rating history only! = 0, the higher bothi and confidencea=r,=B=Like)
serves as the association rules’ conditions. In the propos@tg. the greater chance to be recommended the iem
method, regarding to the item-base CF, not only a targf@s. Whend < 0, confidence a=r,=B=Don'tLike) 1S
user's rating history but also the contrary rating history serve4sed instead otonfidence a=r,= p=rLike), then the rec-
as the association rules’ conditions, and “a candidate item@mmendation score for the iten® will be reduced as
Like” is the conclusion for both conditions. much as the value ofconfidence a=gr,—B=Don'tLike)-

We defineR; as a target user's rating andR; as the (confidence(a—pr,=p=rike) *
contrary rating.R, and —R, are “Like” or “Don't Like” If ~ confidencea—p,—B=pon'tLike) = 1)- _
the value ofcon fidence a—p,— p—Lire) iS high, the target @ 1S the parameter for the weight @bn fidence. It. |t.
user who evaluated the item as R; is likely to evaluate €Xpected the balance between Accuracy and Serendipity can
the itemB of the association rule’s conclusion as “Like.” SoPe adaptable by tuning the parameterlarge a leads high
high “Accuracy” is expected when the item with high valueAccuracy and smalkv leads high Serendipity.
of con fidence a—r,— B=rLike) IS recommended. V. EXPERIMENT

Next, we defined d in eq. (4) which is the A Sample data
subtraction  between confidence(s—r,—p—rirey and ) p _ . .
confidence(a——p,— B=Like)- In this experiment, MovieLens[11] published . by

GroupLens[12] was employed. The dataset was linked
d =con fidence(a=r,=B=Like) 4) to Internet Movie Database (IMDb)[13] and Rottan
— confidencea——Rr,— B=Like) Tomatoes movie review system[14]. The range of rating

Sij =



scores was between 0.5 to 5.0 with the step size 0.5. The Experimentl

range from 0.5 to 3.5 was regarded as “Don’t Like,” and Figyre 1 shows the comparison between item-based CF
that from 4 to 5 was regarded as “Like.” . in the subsection II-B and the user-based CF in the sub-
The number of users who rated items as “Like” at leas{ection II-C using association rules. Though Accuracy of
51 times and as "Don't Like” at least 50 times was 1118ihe jtem-based CF was higher than that of the user-based
The number of items which were evaluated by at least 308F, Novelty and Personalizability, which are the evaluation
users was 611. These users and items were employed for [Rexes for “Serendipity,” were lower. In the item-based CF,
experiment of recommendation. a target user’s rating history served as the association rules’
B. Methods conditions directly. So Accuracy was high but Novelty and

L Personalizability tended to be lower.
Evaluation indexes were calculated by the use of 10-

fold cross-validation, one tenth of the dataset was test users 0.8
and others were training users. And a set of 10-fold cross- or | 8 Item-based CF
validation was conducted 10 times. B User-based CF
In this experiment, test users were treated as target users.
An item which a target user rated as “Like” was randomly

06
05

" . . 04

chosen and used for the first rating history. The other 03
items were treated as non-evaluated items. The number of - //
. 0.2 /
recommendation was 50 for each target user. o %
C. Evaluation index 0 m

. . . . . Accuracy Novelty Personalizability
Three evaluation indexes employed in this experiment are

shown below. The total number of recommendation Was Fig. 1. Comparison between item-based CF and user-based CF
The set{iy,is,...,in} was the recommended items. The
rating history ofi, was defined as(i;)=1/-1 (Like/Don’t
Like). E. Experiment2
Figure 2 shows the comparison of the proposed method

1 & with the item-based CF using association rules. Whein
N Z tk (6) eg. (5) increases, Accuracy reaches approximately same level
k=1 with the item-based CF. In high, arounda = 1, by using
a)Accuracy the rating history of the users who rated different from a

“Accuracy” means like ratio of the number of target user'sarget user, Novelty and Personalizability of the proposed
favorite (R(ix) = 1) items over that of recommended itemsmethod were higher than those of the item-based CF while
(N). it kept high Accuracy.

by = { 1 if R(ix)=1 )

0 otherwise

b)Novelty[15][16]

In eq. (8), Ixp is the set of recommended items providec
by Non-Personalized method[15][16]. “Novelty” is the ratio
of the number of items which were rated as “Like” and dic
not appear in the Non-Personalized recommendation set o
that of recommended items.

Evaluation index

t — 1 Zf R(Zk) =1 and ik ¢INP ) o
k= 0 otherwise ( ) —&— Accuracy(Proposed method) +++¢++ Accuracy(Item-based CF)
—@— Novelty(Proposed method) ++:O-+ Novelty(Item-based CF)
C) Personalizabil ItW] Personalizability(Proposed method) Personalizability(Item-based CF)

Ineq. (9),P(R(ix) = 1) is the like ratio of itemi, in training
users. “Personalizability” is the information quantity based
on the lowness of the like ratio. Personalizability becomes
higher when recommended items were rated as “Like” and )
its like ratio is lower. F. Experiment3

b { 5)092 P(R(ilk):l) if  R(iy) =1 Figure 3 shows the comparison of the proposed method

Fig. 2. Comparison of proposed method with item-based CF

(9) with the user-based CF using association rules. In the sub-
section V-D, Novelty and Personalizability of the item-based
b)Novelty and c)Personalizability have been proposed &F were lower than those of the user-based CF. However,

one of the factors of “Serendipity.” the proposed method was superior to the user-base CF in

otherwise



Accuracy, while it kept approximately same level in Novelty
and Personalizability around = 1. It is shown that the

proposed method achieved high Accuracy same with tt
item-based CF and high Novelty and Serendipity same wit

the user-based CF.

Evaluation index

% 0 01 02 03 04 05 06 07 08 09 1
-g a
g —&— Accuracy(Proposed method) «+«++ Accuracy(Conventional method)
§ —@— Novelty(Proposed method) «++O -+ Novelty(Conventional method)
E 038 TR e Personalizability(Proposed method) -«-/v-- Personalizability(Conventional method)
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Fig. 3. Comparison of proposed method with user-based CF

ing “Accuracy” high by using the evaluation information that
were rated differently from a target user. We also showed
that “Accuracy” and “Novelty,” “Personalizabillity” could
be adaptable by tuning the parameterin the proposed
method. In the particular values of the parameter, the pro-
posed method was superior to the conventional method in

G. Experiment4

In this subsection, we compared the proposed method with
the conventional method, Weighted Sum shown in the section
Ill. When useru rated itemj as “Like,” R,, ; becomes 1, and [1]
R, ; becomes -1in “Don’t Like” in the conventional method.
Figure 4 and 5 show the comparison of the proposed metho@l
with the conventional method (=300, 610).

When the number ofI| was 300, Novelty and Personal-
izability were the highest in the conventional method. In thel
case thatv was lower than 0.3, Novelty and Personalizability
of the proposed method were higher than those of thé#!
conventional method while it kept that Accuracy was higher.

When the number ofI| was 610, Accuracy was the
highest in the conventional method. In the casewas [6]
higher than 0.2, Accuracy was higher than the conventional
method. In addition, not only Accuracy but also Novelty and[7]
Personalizability were higher from 0.2 to 0.4dn

(8]
s 0.65
Q
e
R=i
0.55
£ (9]
= 045
s
>
M 035 [10]
0.25 1 e
0 01 02 03 04 05 06 07 08 09 1 [11]
—&— Accuracy(Proposed method) -++&++ Accuracy(Conventional method)
—@— Novelty(Proposed method) -++O-+ Novelty(Conventional method) [12]
Personalizability(Proposed method) /v -+ Personalizability(Conventional method)
[13]
Fig. 4. Comparison of proposed method with conventional methofiL4]
(|7|=300) [15]

VI. CONCLUSIONS

In this paper, we proposed the recommendation meth&e!
using association rules which improved “Serendipity” keep-

“Accuracy,” “Novelty” and “Personalizabillity.”
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