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Abstract—P300 speller is the communication tool based on
Brain Computer Interfaces (BCls) which allow users to input
letters only by thoughts. It uses P300, one of the event-related
potential (ERP), as the target feature. In P300 speller, another [ZEZUNEPFEFEINPIT TS
person starts and closes the system. Therefore, a user cannot
switch P300 speller ON/OFF by himself/herself. To solve this
problem, an asynchronous P300 speller which can control
ON/OFF based on the user’s intention of input is needed. In
recent years, the intention classification method with additional
pre-training has been proposed. In the additional pre-training,
the classifier trains non-control state data which is recorded
when the user does not input. However, the additional pre-
training causes another burden and usage restrictions. In this
paper, we propose and study an intention classification method
using only training data in which a user input letters and
an asynchronous system in P300 speller based on the user’s
intention of input.

I. INTRODUCTION

RAIN-COMPUTER-INTERFACES (BCls) allow users
to control external devices without using muscles based
on the brain signals such as electroencephalogf&@G)

[1]. BCIs are expected to be de\_/elope(_:l as a comn_”numcatl%rﬂ input is needed. Recently, several studies have addressed
tool for severely paralyzed patients like those with aMYihe issue of the asynchronous control of BCI. Zhang et. al.

otrophic lateral gclerosis (ALS) .[2]. P300 speller [3] is one o roposed a computational approach to implement an asyn-
the BCls by which a user can input letters only by thought hronous P300-based BCI [4]. F Aloise et.al. proposed an

using P300, one of the event related potential (ERP), as ﬂr;l'gynchronous: P300-based BCI for environmental control [5].

target_feature. P300 speller g_enerally employs t_he interf‘?‘fﬁ" these approaches, in addition to general pre-training, the
on which letters are aIIocat_ed in the form of matnx_ (see F'gclassifier trains non-intention training data which is recorded
1). Each row and cqurr_m is flashed one by one in randoWhen the user does not input letters (non-control state), then
order, Wh'(?h IS calleq stimulus presentgtlon. A user concehe system classifies a user’s intention of input and switches
trates on his/her desired letter by counting how many times N/OFFE based on the classification results. However. in
intensified. When the attended letter is intensified, the PBQ ese methods, additional pre-training for non-control siate
is elicited. The system discriminates the user’s desired Iett%r needed. Mo;eover, the non-control state in actual input

that includes the P300 most likely as the target one. Howev%rasically has to match the state in the pre-training, or the
the patterns of P300 and its features are individually differenfy_ cifier has to train several types of non-control State

;I'h.ere(fjore.:{rjlutst 'b(.aforz a}[n gctual' Lrllsfﬁ the cla§3|f|(ter has tto feln this paper, we propose a classification method based on
rained with training data in whic € USEr INputs a Sel Ohseps intention of input using only intention training data

prepared letters (pre-training). Discriminant score for eaC\l/FI\]/ ich is recorded when user input letters (control state), i.e.
recorded data is calculated based on the model genera@% ’

. - S proposed method does not need additional pre-training.
in pre-training, and the system discriminates P300/non-P3 e evaluate the performance of the proposed method in the
based on the discriminant score.

experiment on classification of input intention and discuss
In P300 speller, another person starts and closes the systﬁ{ﬁ results

generally. Therefore, a user cannot switch P300 speller
ON/OFF by himself/herself when the user wants to input I[I. PROPOSED METHOD
letters or to stop the system. Asynchronous P300 spellgr

which can control ON/OFF based on the user’s intentiog\' /.-\process of Discrimination
Figure 2 shows the flow of the proposed method. In
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Fig. 1. Interface of P300 speller
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B. model of P300 and non-P300 discriminant score

R
| Determination of target letter | Discriminant score value is calculated as

o

wherew is the weights assigned based on the training data
and xff) denotes the EEG data oith candidate intth
sequence. In a pre-training, a user inputs a set of prepared

minimum number of sequences on stimulus presentation lefters. Therefore, every training data is labeled as P300 data
be classified ig}. This is because of the low signal-to-noise® Non-P300 data. Averages of the P300 and the non-P300

ratio of P300. Figure 1 shows ¥ 10 matrix interface, and discriminant scoresi{psoo, finon-r300) are calculated from

the number of candidates in Fig.1 is 17 (7 rows and 1#e training data. Based on the previous the study [6], each
columns). Whenith candidate flashes itth sequence, the SCOre distribution is assumed as a normal distribution. Figure

recorded EEG data is represented:4%. In tth sequence, the 3 ShOws an image of the probability density models of the
EEG data denotes(®) — {x(t)|i — 1,2,...,17}. When the discriminant score in a set of training data. We employ these
classification of input intention is done, EEG data in sever %org t;not(rj]elsf ﬁ) d_escnbe tthe I'ke“hOOd of P300 and non-
sequences are averaged and the averaged data are used % y the lollowing equations:

reduce the noises and improve the classification accuracy.

Fig. 2. Flow of Proposed method

. . . - 1 (d(-t) _ )2
After the stimulus presentation ifi' sequences, classified (d(.t)\P300 _ gy 1 P300 @)
(1) ) P& )= oy P 252
EEG data denoteX*) = {&W|t = T, Ts + 1,...,T}. Ts 2o o
is the start of sequence for classification and defined by the 1 a® _ 2
following equation p(d"|non-P300) = eXP{—( i = fnon-P3o0) } (3)
. i V2o 202
T, = 1 (I'<Tw) where the parameters for the normal distributions can be
T-T,—-1 (T>1) learned from the training data.

Ty is the maximum length of sequences to be classified.
When the system classifies user’s intention into non-contr@. Classification of user’s intention

state, stimuli of 1 more sequence are presented. Then the ] S
system classifies user’s intention again using the laté&t. When a user wants to input a letter, the P300 is elicited

This intention classification continues until the result ofvhen the row/column including the target letter flashes.
the classification becomes control-state. When the systéffnen a user has no intention to input a letter, P300 or a noise
classifies user’s intention into control state, the target lett§fmilar to P300 is rarely recorded intensively at a certain
is predicted based on the discriminant scores. In the deté@w/column. In the proposed method, input reliabilig™)
mination of a target letter, row/column that has the highed$ calculated byx (*).

averaged score among all rows/columns is identified, and theThe ensemble of discriminant scores on the target
target letter is predicted by the intersection of the identifiedbw/column denote@g)get = {dET)\z' = ¢, ¢}, wherer and

row and column. ¢ are the estimated target row and column basedX6h .



R(™) is defined by the following equation. conducted. First, 10 letters (2010 sequences) of the control

(1) state were utilized for the pre-training. The discrimination
R — P(pgoo‘DﬁT) ) = P(Dtarget|2300) P(P300) function and the score model of P300 and non-P300 were
e P(Dgﬁget) calculated by the training data. Then, two types of test data
(T) were generated and the proposed method was applied. One
= — P(Dt“’“gd‘PgOO)];(P?’OO) (4) was consisted of the control state data of 20 letters(2M
P(Dt(m)get|P300) + P(Dﬁar)get\non-PSOO) sequences ). In the control state data, there could be three

We assume an even probability betwedp(P300) different classification results.

and P(non-P300) = 1/2. The P(Dgr)geAP?’OO) and 1) Correct Discrimination: the target letter was correctly
p(DD h itional i detected.

(Dtargednon-P300) represer(ltT)t e conditional probability 2) Failure of Discrimination: The classification of the
density of observation whew,,,.,., is given. We assume input intention was correct, but the target letter was
each EEG data is independent one another, so we have not correctly detected.

P(Dgfr)get|P300) — Hp(d?)IPSOO) (5) 3) Failure of classification: the system classified into a

non-control state, i.e. it could not classify the data into
the control state by the lategt,(=10) sequences.

We calculated the accuracy of classification, the ratio of the
number of sequences needed to classify the user’s intention
Wherep(dl(t)|P300) andp(dgt”non—PSOO) is calculated by into control state over the number of sequences of stimulus
ep.(2) and eq.(3), respectively. In the classification of inpuand the information transfer rate (ITR). ITR indicates that
intention, if R™) > Ryu,. whereR,,. is a preset threshold, how many bits of information is able to communicate effec-
the system classifies user’s intention into control state. If noively through the interface [10].

the system classifies user’s intention into non-control state. — logy () + plogy(p) + (1 — p) logy( % )

IIl. EXPERIMENT d )

P(D") . [non-P300)

arget

t,1
Hp(dgt) |non-P300) (6)
ti

A. Data Description where p denotes the accuracy of classificatiow,denotes

In this paper, the interface containing Japanese chardf€ number of choices, i.l = 70 in this experiment, and
ters shown in Fig.1 was employed for the P300 spelléi* denotes the average time (minutes) to enter one letter in a
experiment. The offline experiment was done and it usefSSIOn.

a recorded dataset which contained EEG data measured bg’he other test data was consisted of the non-control state
four subjects (SublSub2 Sub3, Sub4) The EEG data data of 10 minutes (202 sequences). We calculated the false
was recorded with sampling frequency of 1000Hz from nin@0sitive rate (FPR) which indicates how many false events
electrodes based on the ten-twenty electrode system of t#{a€ non-control state into the control state) the system
international federation [7] : Fz, Cz, Pz, O1, 02, P1, p2detected on average within 1 minute.

C3 and C4, referenced to the linked ears, Al and A2. These pre-training and intention classification were con-
The P300 speller implemented in BCI2000 [8], a generaducted for 50 times, and the results were averaged. In this
purpose system for brain-computer interface research, wasperiencely = 3, T, = 10 and Rypre = 0.99.

employed. The stimulus onset asynchrony (SOA) was 175ms.
One letter consisted of ten sequences, and one sequence
contained 17 (10 rows and 7 columns) stimuli. Two types Table | shows the result in the control state data. In
of EEG data were recorded. One was the control state ddgéble I, Correct Discrimination achieved on average 89.3%
in which the users were concentrating on the target lett¢std.=5.9%), Failure of Discrimination achieved on average
(the users counted how many times the desired letter w&8.5% (std.=5.8%) and Failure of Classification achieved on
intensified). The other was the non-control state data i@verage 0.2% (std.=0.7%). It shows that incorrect classifi-
which the users were paying no attention to a target bgation was rarely done by the proposed method, while the
looking at the interface. In both cases, EEG for 40 lettersumber of sequences was 3.3 on average (std.=0.2). Figure
(40 X 10 sequences) were recorded. These EEG signdlsshows the result of ITR and Fig. 5 shows FPR in the
were down-sampled to 100Hz, 12 data points after eaglifline experiment. A mean value of ITR was 31.06 bit/min
stimulus corresponding to Oms (50ms) to 600ms by averagirfgtd.=3.66) and FPR achieved on average 0.11 event/min
5 data points in every 50ms were extracted. Stepwise Lineatd.=0.12).

Discriminant Analysis (SWLDA) [9] was employed for the Zhang et al. reported on average 1.0 event/min in FPR,
discrimination of P300/non-P300 in this experiment. and a mean ITR of 20 bit/min in the offline experiment
[4]. Though there were some differences in the experimental
settings and the classification approach, these results in this

To evaluate the performance of the proposed method, te&periment show that the proposed method using only control
offline experiments using the data described in Ill-A weratate data had good ITR with low FPR.

IV. RESULT AND DISCUSSIONS

B. Experimental Settings



TABLE |

RESULT OF CONTROL STATE DATA

Correct Discriminatiorf{fo) | Failure of Discrimination %) | Failure of Classificatiorfp) | Number of sequences
Average std. | Average std. | Average std. | Average std.

Subl 90.4 5.9 9.5 5.8 0.1 0.7 3.2 0.2

Sub2 84.9 54 14.7 5.2 0.4 1.4 3.5 0.3

Sub3 88.3 6.5 11.6 6.4 0.1 0.7 3.3 0.2

Sub4 93.7 5.7 6.3 5.7 0.0 0.0 3.1 0.1
Average 89.3 5.9 10.5 5.8 0.2 0.7 3.3 0.2

V. CONCLUSIONS

5 In this paper, we proposed and discussed the intention

classification method using only training data in control state.

40 In the offline experiment, the proposed method achieved on

o N average ITR of 31.06 bit/min with a mean FPR of 0.11

event/min. This result showed that the performance of the
=30 | proposed method was demonstrated good ITR with low false
E, + FPR in 4 subjects comparing with the conventional method.
= ° | We will do online experiments by the proposed method and
%20 ] L investigate the proposed method more.
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