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Abstract

In this paper, we propose an effective planning method for whole-body motions of humanoid robots under various
conditions for achieving the task. In motion planning, various constraints such as range of motion have to be consid-
ered. Specifically, it is important to maintain balance in whole-body motion. In order to be useful in an unpredictable
environment, rapid planning is an essential problem. In this research, via-point representation is used for assigning
sufficient conditions to deal with various constraints in the movement. The position, posture and velocity of the robot
are constrained as a state of a via-point. In our algorithm, the feasible motions are planned by modifying via-points.
Furthermore, we formulate the motion planning problem as a simple iterative method with a Linear Programming
(LP) problem for efficiency of the motion planning. We have applied the method to generate the kicking motion of
a HOAP-3 humanoid robot. We confirmed that the robot can successfully score a goal with various courses corre-
sponding to changing conditions of the location of an obstacle. The computation time was less than two seconds.
These results indicate that the proposed algorithm can achieve efficient motion planning.
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1. Introduction

Humanoid robots with many degrees of freedom have the potential of
general-purpose properties and are expected to be used in human daily
life. However, many combinations of multi-joints movement, which sat-
isfy various constraints, such as the maintenance of balance and the
range of motion, must be considered in the planning of whole-body mo-
tion for humanoid robots. Furthermore, it is necessary to consider the
various conditions that must be met in achieving the task according to
the surrounding environment.

In the past, the motion of humanoid robots was planned by using sim-
plified models. By reducing the many degrees of freedom and focusing
the movement of center of mass, a planning method can rapidly yield
the motion of the robot. For example, an inverted pendulum model
[1, 2] and a cart-on-a-table model [3] were often used to generate the
locomotion of a humanoid robot. Specifically, the use of a simplified
model with footstep planning [32, 33] makes possible on-line control
of a humanoid. However, the motion planning method that employs
these models cannot deal with the constraint conditions such as the
range of joint angle motion and collision avoidance with each joint. In
motion planning, there are various constraint conditions that have to be
satisfied over whole motion duration.

In recent years, the whole-body motion planning for humanoid robots
has been solved as a constrained optimization problem [4]. Semi Infi-
nite Programming (SIP) is an optimization problem with a finite number
of variables to optimize and a set of continuous constraint functions that
is equivalent to an infinite number of discrete constraints [5]. With the
parameterization of joint angle trajectories, the motion planning prob-
lem can be transformed into SIP [6]. SIP is typically used to gener-
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ate kicking motion [7–9], throwing motion [10] and multi-contact mo-
tion [11] which is the motion combining subtasks. Furthermore, parallel
tasks [12], balance motion [13] and impact motion [14] are generated
according to a constrained optimization problem. We can obtain mo-
tions that are satisfied with constraints by considering motion planning
as the optimization problem.
The appropriate motions of the robot have to be planned in a short
time to be effective in an unpredictable human environment. Usually,
the constraint conditions over whole motion duration are discretized
in the optimization problems including SIP [5, 15]. The satisfaction of
constraint conditions in the motion planning can be guaranteed from
the short discretized intervals. However, the shorter intervals used, the
more the constraint conditions have to be considered in optimization.
Furthermore, the constraint conditions of balance or collision avoidance
are nonlinear. Therefore, a large amount of the computation cost is
required to solve the optimization of SIP problems. Dealing with a small
number of constraint conditions is one way of reducing the computation
time. In addition, the period to plan the motions of the robots would
be decreased by linear approximate calculation of nonlinear constraint
conditions.
For achieving the task, the robot should have an ability to take actions
against the various conditions of changing environment. Generally, the
appropriate constraints in the movement of the robots lead to success-
ful accomplishment of the task. Via-point representation is mentioned
as one of the ways for specifying the sufficient condition of these con-
straints. Assigning some via-points, dynamical human armmovements
can be formulated by optimization [16, 17]. Taking a specific position
in human movements as via-points, the redundant robot manipulators
performed a skillful task [18].
In our previous work, we addressed the planning of suitable motions
using the via-point representation [19]. Each joint angle trajectory of the
robots was directly determined on the basis of minimum jerk with via-
point constraints. Via-point parameters consist of the joint angle and
angular velocity at the important points of the motion to accomplish the
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task. The various conditions for achieving the task were determined
by a state of via-point. In the motion planning, the position, posture
and velocity of the robot were constrained as a state of via-point. We
proposed a whole-body motion planning method (referred to as the
previous method in this paper) by optimizing all parameters of the via-
point as a SIP problem. Therefore, the computational cost was too
expensive.
In this research, we propose a rapid motion-planning method for hu-
manoid robots based on the via-point representation. Our policy of
motion planning is to modify the via-point parameters from one of a
planned motion to satisfy new conditions according to the surrounding
environment. We formulate the motion planning problem based on a
simple iterative method with Linear Programming (LP) problem [20]. By
formulating the motion planning problem as LP, the proposed method
can plan whole-body motions that satisfy a number of constraints effi-
ciently. We applied the proposed method to generate the kicking mo-
tion of a HOAP-3 humanoid robot. The robot needs to maintain its
balance on one support leg, and kicks the ball accurately while tak-
ing into account the change in surrounding conditions when controlling
the swing leg. Furthermore, lower computation time is desirable to be
effective in the real soccer game. We demonstrate the effectiveness
of our motion planning algorithm in experiments in which a HOAP-3
humanoid robot performs the kicking motion with consideration of the
location of an obstacle. Consequently, the computation time could be
significantly reduced using our proposed algorithm.
This paper is organized as follows. Section 2 describes the motion
planning problem by specifying the via-point. Section 3 introduces
our algorithm of motion planning by modifying the via-point for the
humanoid robot. Section 4 illustrates an application of the proposed
method and experimental results in generating the kicking motion of a
HOAP-3 humanoid robot. Section 5 presents discussion about mod-
ification of constraint conditions and compares the computation time
with the previous method. We conclude the paper by describing the
advantages and the limitations of our motion planning method, and by
emphasizing possible developments of our method.

2. Motion Planning by Specifying Via-
points

In this section, we describe the motion planning problem based on a
via-point representation. We assume that there are some important in-
stants for accomplishing the task in the motion planning. A state of im-
portant instant, such as position, posture and velocity of the end effec-
tor, is defined as a state of the via-point. Passing through the via-point
in its motion, the robot can successfully complete the task. Each joint
angle and angular velocity of the robot at the via-point is constrained
in the motion planning process. The specification of the via-point is an
essential problem, and in general whole-body motion, specifying ap-
propriate via-points is a fairly difficult problem. Therefore we deal with
the motion planning problem in which appropriate via-points to achieve
the task can be obviously estimated. Specifically, we assume that the
timing of passing through the via-point is appropriately given. In the
motion planning problem, we calculate the appropriate joint angle and
angular velocity parameters at the via-point.

2.1. Representation of Joint Angle Trajectory with
Via-points

Minimum jerk is a typical criterion to represent the smoothness of a tra-
jectory [21, 22]. In this research, the joint angle trajectories of the robot

are generated by optimization for the jerk cost function. For simplicity,
we describe the joint angle trajectory with one via-point. If necessary,
a joint angle trajectory with two or more via-points could easily be for-
mulated. Let tvia be the time that the joint angle trajectory passes the
via-point. We assume in this research that the time tvia passing through
the via-point is given beforehand so that the task succeeds. The min-
imum jerk trajectory with via-point constraints of angle θ(tvia) and an-
gular velocity θ̇(tvia) can be expressed using Lagrange multipliers π1
and π2 [16].

θ(t) =






a0 + a1t + a2t2 + a3t3 + a4t4 + a5t5 (ts ≤ t ≤ tvia)

a0 + a1t + a2t2 + a3t3 + a4t4 + a5t5 (tvia ≤ t ≤ tf )
+ 1

24 (t − tvia)4π1 + 1
120 (t − tvia)5π2

,

(1)

where ts and tf are the start and end time of the movement.
Equation (1) has eight parameters, which are determined by the six
conditions of each joint angle, angular velocity (= 0) and angular ac-
celeration (= 0) at the initial and final states, and two conditions of joint
angle θ(tvia) = θvia and angular velocity θ̇(tvia) = θ̇via corresponding
to the via-point. Assuming that the time at the via-point and joint an-
gles of initial and final states are given, it is necessary to determine the
two conditions of the via-point to represent the joint angle trajectory. In
other words, we can express various trajectories that satisfy the bound-
ary by changing only the angle and angular velocity of the via-point. Let
m be the number of controlled joints of the robot. The 2m parameters
of the via-point must be determined to express the entire movement of
the robot. These parameters can be expressed by,

θvia = {θ1, · · · , θm}

θ̇via = {θ̇1, · · · , θ̇m}, (2)

where θi and θ̇i (i = 1, · · · , m) are the joint angle and angular velocity
of the i-th joint at the via-point. Here, θvia and θ̇via are combined and
represented by X :

X = {θvia, θ̇via}. (3)

Because the motion of the robot can be determined by optimization
of the parameter set X , the joint angle trajectory of the robot can be
expressed by a function of the parameter set X as follows.

θ(X , t), ∀t ∈ [ts, tf ]. (4)

2.2. Constraint Conditions

The condition for accomplishment of the task is the most important in
the motion planning. We specify the target information for achieving
the task as “position P , posture R and velocity V of the end effector
at the time tvia”. We assume that the information that depends on
the surrounding environment is appropriately given. We can deal with
these conditions using equality constraints. These conditions can be
expressed by the via-point parameters X , because the trajectories of
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the joint angle and angular velocity are functions of the parameters X .
Therefore, we can define the conditions for achieving the task as

p(X ) = Pd, r(X ) = Rd, v (X ) = Vd, (5)

where Pd, Rd and Vd are the desired target information for achieving
the task. Equation (5) can be formulated by forward kinematics equa-
tions [25].
There are a number of constraints that have to be satisfied through-
out movement duration. We consider the range of the motion, colli-
sion avoidance and so on in the motion planning for humanoid robots.
These conditions can be represented by inequality constraints with mo-
tion planning parameters X .

Θ ≤ θ(X , t) ≤ Θ, P ≤ p(X , t) ≤ P, (6)

where Θ and Θ are upper and lower limits of the joint angle. P and P
are upper and lower limits for collision avoidance.
Furthermore, it is also important to maintain balance in whole-body mo-
tion planning. Usually, the balance of a humanoid robot can be eval-
uated using the zero moment point (ZMP). The ZMP is the point at
which the moment of the ground reaction force is equal to zero in the
supporting area [23]. If the ZMP of the planned motion is located within
the base of the support with sufficient margins, the humanoid robot can
maintain its balance. These conditions are represented based on the
via-point representation as follows.

Z ≤ z(X , t) ≤ Z , (7)

where Z and Z are upper and lower limits of the ZMP.

2.3. Motion Planning Problem

The motion planning problem is usually solved by representing the set
of joint angle trajectories. We can determine the joint angle trajectories
by calculating the parameter set X . In our previous work [19], this
problem is solved as the Semi Infinite Programming (SIP) problem by
setting some criteria function C (X ).

arg min
X

C (X )

s.t. eq(X ) = 0

and ieq(X , t) ≤ 0, ∀t ∈ [ts, tf ], (8)

where ts and tf are the start and end times of movement, respectively.
The equality constraint function (eq(X ) = 0) involves the conditions
for achieving the task as Equation (5). The inequality constraint function
(ieq(X , t) ≤ 0) deals with the Equations (6) and (7).

3. Efficient Planning by Modifying Via-
points

In this section, we describe a proposed algorithm to rapidly solve the
motion planning problem for humanoid robots. Considering the effi-
ciency of computation time, it is important to satisfy the constraints for
achieving the task rather than to minimize the cost function. Gener-
ally, if the parameters satisfy the constraint conditions, the motions are
regarded to be feasible [34–36]. From this point of view, the solution
satisfies the constraints of task achievement in our method, although
the solution obtained is not a proper optimal solution under a criterion,
Usually, the criterion for motion planning takes into account the fea-
tures of the robot. Since the trajectory is already formulated according
to the minimum jerk criterion in the via-point representation of joint an-
gle trajectory, the smoothness of the trajectory is guaranteed for any
parameter values.
In our research, we describe a fast method of planning feasible motions
for humanoid robots. Feasible motions according to the surrounding
environment are planned by modifying the via-point parameters of a
base motion. We define the modified parameters as X ′ for a given
state of via-point P ′, R ′ and V ′.

X ′ = {θ ′
via, θ̇ ′

via}, (9)

where θ ′
via and θ̇ ′

via are the modified parameters of joint angle and
angular velocity at the via-point. In our method, we do not calculate the
motion planning parameters X ′ at one time.
Generally, the computation time is significantly increased with the num-
ber of optimization variables. In our method, we expect that compu-
tation time would be decreased by separating the complex nonlinear
optimization problem into two sequential problems. Each process for
the problems corresponds to solving inverse kinematics equations and
Linear Programming (LP) problem, respectively. In each process, the
number of variables becomes fewer than the previous method. In ad-
dition, by solving the inverse kinematics, the SIP problem can be trans-
formed into a LP problem which is effective in decreasing the compu-
tation time. The specific calculation is described as follows.

Step A.
Calculate the joint angle parameters θ ′

via of the via-point

Step B.
Optimize the joint angular velocity parameters θ̇ ′

via of the via-point

In our motion planning algorithm, the new parameters are sequentially
calculated by the two steps. In each step, we consider the various
constraints including the conditions for achieving the task. First, we
calculate the joint angle parameter θ ′

via of the via-point that satisfies
the new conditions P ′ and R ′, solving the inverse kinematics equa-
tions (Step A). Next, we optimize the joint angular velocity parameters
θ̇ ′

via of the via-point satisfying the new conditions V ′ as a simple iter-
ative method with Linear Programming problem (Step B). Obviously,
the other constraints that have to be satisfied over the whole motion du-
ration are considered. After calculation of Step A, the motion can be
represented by joint angular velocity parameters θ̇ ′

via at the via-point.
Linearization of the nonlinear constraints with respect to the θ̇ ′

via allows
to application of a Linear Programming problem in Step B.
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Figure 1. Conceptual sketch of calculating upper limit of velocity at the via-point
(ċvia). ċvia can be calculated so that the maximum value of c(X ′, t)
is equal to the upper boundary of inequality constraint (cul).

3.1. Linearization of Constraint Conditions

Before describing Step A and Step B, we explain our linearization
method to represent the linear approximation function of the nonlinear
inequality constraints to computation time. Our idea is that nonlinear
constraints over whole motion duration are transformed into linear con-
straints at the via-point. The maximum and minimum values of con-
straint over whole motion duration are considered by the upper and
lower bounds of the constraint at the via-point. We employ the certain
constraint function c(X ′, t) that has to be satisfied with the upper and
lower limits cuL and clL during whole motion duration.

clL ≤ c(X ′, t) ≤ cuL, ∀t ∈ [ts, tf ]. (10)

The joint angle trajectories are the function of two kinds of parameters;
the joint angle parameters θ ′

via and joint angular velocity parameters
θ̇ ′

via at the via-point. Assuming that θ ′
via have already been determined

in Step A, the shape of the nonlinear constraint c(X ′, t) depend on
θ̇ ′

via.
Figure 1 is a conceptual sketch for setting the appropriate condition
of the upper limit ċvia at the via-point. As shown Figure 1, the large
velocity of c(X ′, t) at the via-point results in a higher maximum value
which violates a constraint condition. If we could set the appropriate
upper limit ċvia, we can obtain the motion that is satisfied with the given
constraint over whole motion duration. In our method, the constraint
condition is expressed using the conditions related to the velocity at
the via-point as follows.

ċvia ≤ Jc(θ ′
via) θ̇ ′

via ≤ ċvia, (11)

where ċvia and ċvia are upper and lower limits of the via-point, which
satisfy the constraint condition of Equation (11). The Jc(θ ′

via) is a Ja-
cobian related to the velocity of c(X , t) around the via-point.
In addition, our method includes the calculation of the desired upper
limit ċvia and lower limit ċvia. The calculation of ċvia and ċvia is based
on the Newton method [24]. ∆c and ∆t of Figure 1 are defined as

∆c = |cmax − cul|

∆t = |tmax − tvia| , (12)

where cmax is the maximum value of the constraint function c(X , t).
tmax is the time that the function c(X , t) reaches the maximum value.
The appropriate upper limit ċvia can be calculated with the following
simple algorithm.

P1.
Set the starting value of ċvia.

P2.
Calculate current ∆c and ∆t.

P3.
If ∆c is zero, halt computation.

P4.
Else, update ċvia = ċvia ± λ∆ċvia, and go to P2.

If ∆c is higher than zero in P3, it means that the constraint is not sat-
isfied. By linear approximation as shown in Figure 1, the calculation for
updating upper limit ċvia in P4 can be derived as follows.

∆ċvia ≡ ∆c
∆t . (13)

The lower limit ċvia can also be calculated in the same way. In the
proposed method, the nonlinear constraints over whole motion dura-
tion are considered as the linear constraints at the via-point. From this
transformation, the number of constraints to be considered is greatly
reduced because a time discretization technique is not required. This
method enables not only reduction in the number of inequality con-
straints but also the application of a Linear Programming problem.

3.2. Step A: Calculate the Joint Angle Parameter of
the Via-point

In Step A, we calculate the joint angle parameters θ ′
via by solving the

inverse kinematics equations. There are a number of solutions θ ′
via

that are satisfied with given target information. In our research for the
solution of inverse kinematics, we apply an iterative method consisting
of the forward kinematics calculation and generalized inverse of the
Jacobian [25]. This method is often used to determine the position and
posture of redundant manipulators [26]. We can obtain the minimum
value of the squared norm by performing the following algorithm.

Step A1.
Prepare the new target conditions P ′ and R ′ for achieving the task.

Step A2.
Calculate current conditions about P and R .

Step A3.
Calculate differences (∆P, ∆R ), alternatively referred to as errors, be-
tween the new target
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conditions and current ones.

err(∆P, ∆R) = ∆P2 + ∆R2, (14)

Step A4.
If err(∆P, ∆R) is smaller, halt the computation

Step A5.
Else, update as θ ′

via = θ ′
via + µ∆θ ′

via, and go to Step A3

∆θ ′
via = J(θ ′

via)† (
[

∆P
∆R

]
) + (E − J† (θ ′

via)J(θ ′
via))k , (15)

In Equation (14) in Step A4, ∆P = P ′ − P is the error of the position
of the end effector and ∆R is the error of the posture of the end ef-
fector [25]. In Equation (15) in Step A6, J† (θ ′

via) is a pseudo inverse
matrix of Jacobian J(θ ′

via) for end effector’s position P and posture R ,
and k is an arbitrary vector of null space. Furthermore, E is a unit ma-
trix, and µ is a weight coefficient. Furthermore, this method can deal
with constraints about the range of the joint angle motion from the null
space k of the generalized inverse matrix [27]. If the solution of inverse
kinematics does not exist or the constraints are violated, we regard the
motion as infeasible.

3.3. Step B: Optimize the Joint Angular Velocity Pa-
rameter of the Via-point

Next, we calculate the joint angular velocity parameters θ̇ ′
via of the via-

point based on the result obtained in Step A. In this step, we consider
not only the new conditions V ′ for achieving the task but also various
constraints through the motion. This problem is solved by the following
algorithmwith a Linear Programming (LP) problem. This simple iterative
method include the calculation of appropriate upper and lower limits
(Lieq and Lieq) of the linear constraint function at the via-point.

Step B1.
Set the starting limit values Lieq,0 and Lieq,0.

Step B2.
Calculate the θ̇ ′

via with LP problem.

arg min
θ̇′

via

Fθ̇ ′
via (16)

s.t. Jeq(θ ′
via) θ̇ ′

via = Veq (17)

and Lieq ≤ Jieq(θ ′
via) θ̇ ′

via ≤ Lieq (18)

Step B3.
If the constraint conditions are satisfied, halt the computation.

Step B4.
Else, update the values of upper and lower limits Lieq and Lieq, and
go to Step B2.

whereF in the calculation ofStep B2 is the matrix for representing the
cost function. The Jacobian Jeq(θ ′

via) and the vector Veq are related
to the equality constraint conditions. The inequality constraint condi-
tions are represented by the Jacobian Jieq(θ ′

via), and the vectors of
Lieq and Lieq. From appropriate values of Lieq and Lieq, we can obtain
the motions that satisfy various constraints over whole motion dura-
tion. According to the process P4 in Section 3.1, we can appropriately
update the values of Lieq and Lieq.
Indeed, the cost function and equality constraints are related to the
new conditions V ′ for achieving the task. Furthermore, the various
constraints that have to be satisfied over whole motion duration are
represented by Equation (18) which corresponds to the linear inequal-
ity constraint at the via-point. We can express various linear constraints
at the via-point corresponding to the constraints over whole motion du-
ration; it is based on the transformation of Equation (11). The linear
conditions for the range of joint angle motion and collision avoidance
can be represented as follows.

θ̇ ′
via ≤ θ̇ ′

via ≤ θ̇ ′
via (19)

Vvia ≤ Jvia(θ ′
via) θ̇ ′

via ≤ Vvia, (20)

where θ̇ ′
via and θ̇ ′

via are upper and lower limits of θ̇ ′
via. Jvia(θ ′

via) is a
Jacobian related to velocities, and Vvia and Vvia are upper and lower
limits of end effector’s velocities.
Furthermore, the conditions of ZMP for maintaining balance are repre-
sented by linear approximation on the basis of the centroidal angular
momentum (described in Appendix 1). These conditions are also ex-
pressed by a linear function of the via-point.

LG,via ≤ JG,via(θ ′
via) θ̇ ′

via ≤ LG,via, (21)

where LG,via and LG,via are upper and lower limits of centroidal angular

momentum at the via-point, and JG,via(θ ′
via) is Jacobian related to the

centroidal angular momentum. The inequality constraint conditions in-
volve Equations (19), (20) and (21) in the motion planning for humanoid
robots.

4. Application to Kicking Motion

We applied our method to the generation of a kicking motion for a
HOAP-3 humanoid robot. In the planning of the kicking motion, even if
the constraint conditions of maintaining balance and the range of joint
angle motion are satisfied during the motion, the motion seems to be
fail if the robot does not score a goal. In an actual soccer game, the
robot must have the ability to deal with changes in the conditions for
scoring a goal; i.e., direction and speed of the ball.
In the kicking motion, the most important point is the instant that the
robot kicks the ball. In this research, we consider the target informa-
tion for accomplishing as position P , posture R and velocity V of the
swing foot’s toe as shown in Figure 2. A humanoid robot can perform
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Ball

SwingFoot x

y

z

V

RP  ,

Figure 2. At the moment when a humanoid robot kicks a ball, position P , pos-
ture R and velocity V are constrained for accomplishing a kicking
task.

8:rx, 9:ry, 10:rz

7:ry

4:rx, 5:ry, 6:rz

3:ry11:ry

1:rx, 2:ry12:rx, 13:ry

Figure 3. Degrees of freedom of a HOAP-3 humanoid robot (solid line: con-
trolled joints in the base motion; dotted line: planned joints from the
base motion; rx , ry and rz denote rotatable axes in x , y and z direc-
tions, respectively).

a variety of kicking motion (e.g., the motions that kick the ball in various
directions) according to the surrounding environment by considering
the information at the time of kicking the ball. The instant that the robot
kicks a ball is constrained as the via-point.

4.1. Planning of Kicking Motion for a HOAP-3 Hu-
manoid Robot

We use a HOAP-3 humanoid robot that has 28 degrees of freedom,
height of 60 cm, and weight of 8.8 kg. Controlled joints include 12
motors for the lower body and one motor for the upper body. Totally,
13 motors are controlled in generating the kicking motion (Figure 3).
The motion of kicking the ball and supporting the body is performed by
the right and left feet, respectively. The base motion obtained by our
previous method [19] is to kick a ball straightforward along the ground.
From the base motion, we consider achieving both the task and main-
taining balance, and select the planning joints. In generating the kicking
motion for the environments, the six trajectories of swing leg’s joints 8
to 13 are modified from the base motion (Figure 3).
We set the experimental environment of the kicking motion in three-
dimensional space. The location of the ball (dx , dy, dz ) and the kicking
point (θb, ϕb) and the posture of the swing foot (θf , ϕf ) are illustrated in
Figure 4. At first, we set the movement and impact time (tf and tvia)of
kicking the ball to 1.5 s and 0.8 s, respectively. In this application to

(a) - axis

+
+

x

z

x

y

zd

xd

yd

xd

fφ bφ

bθ

fθ

x z

(b) - axisx y

Figure 4. Experimental environment of the kicking motion (d: distance from the
center of the ball to the toe of the support foot; θf , ϕf : angles of the
swing foot relative to the horizontal and vertical axes; θb, ϕb: angles
of the line between the center of the ball and the contact point).

kicking motion, we focus on the course of the ball. We performed two
types of kicking motion for Environments 1 and 2; kicking a ball on the
ground and in the air, respectively.

4.1.1. Kicking a ball on the ground
In Environment 1, the ball is kicked along the ground in a direction to
the left or right of exactly straight ahead (i.e., the course of the ball is
changed in x-y space). Table 1 gives the specific conditions of the
experimental environment. The target positions P ′ and postures R ′

can be calculated according to these conditions. Furthermore, the ve-
locity conditions V ′ are determined by the cost function and equality
constraint function in the optimization process Step B2. The criterion
for maximizing the horizontal velocity Vx of the swing foot is used for
kicking the ball on the ground.

max Vx

s.t. Vy = α, Vz = 0 (22)

where Vx , Vy and Vz are the velocity of swing foot in x , y and z direc-
tions, respectively. Optimal value Vx and specified value Vy = α can
be confirmed from Table 1.
Figure 5(a) and (b) shows the results of planned toe-position trajectories
for the swing foot corresponding to the conditions of Environment 1(a)
and (b). The reciprocatory motions are generated by setting only one
via-point for the same initial and terminal postures (1 → 2 → 3 → 4 in
Figure 5(a) and (b)). However, the trajectories depend on the conditions
of the via-point. Figure 5(a) shows that the robot can kick a ball to the
right, with the swing foot moving from the left side to the right side.
Figure 5(b) shows a kicking motion which is opposite to the motion in
Figure 5(a) and the robot therefore kicks the ball to the left.
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Table 1. Conditions of experimental environments. The values with superscript ∗ in Step B indicate optimal velocities. In Environment 1 of Step B, the velocity Vy
with superscript α is specified value α in Equation (22).

Step A Step B
Location of Ball Posture of Swing Foot Kicking Point Optimized velocity∗

[cm] [deg] [deg] [m/s]
(dx , dy, dz ) (θf , ϕf ) (θb, ϕb) (Vx , Vy, Vz )

Environment 1 (6.5, 7.9, 3.5)
a: (0.0, 10.0) a: (0.0, 10.0) a: (1.3∗, −0.13α , 0.0)
b: (0.0, −10.0) b: (0.0, −10.0) b: (1.3∗, 0.13α , 0.0)

Environment 2 6.5, 7.9, 3.5) (45.0, 0.0) (45.0, 0.0) (1.89∗, 0.0, 0.4∗)

Swing Foot

Ball

1

2

Start, End

Via-point

(a) Envrionment 1a: x-y axis

(b) Envrionment 1b: x-y axis

Swing Foot
1

Start, End

Via-point

(c) Envrionment 2: x-z axis

Ball

3

4

Swing Foot

Start, End

Ball

Via

1

2

3

4

3

2

4

Figure 5. Planned position trajectory of the swing foot’s toe.

4.1.2. Kicking a ball in the air

In Environment 2, the motion to kick the ball in the air is performed (i.e.,
the course of the ball is changed in x-z space). We can also confirm
the specific experimental conditions from Table 1. Specifically, velocity

conditions V ′ are optimized by using the the criterion for maximizing
the flying distance. The vertical velocity of the swing foot has to be
greater than zero to kick a ball in the air.

max
2VxVz

g
s.t. Vy = 0 (23)

where g is gravitational acceleration.
In Table 1, we can confirm the optimized conditions Vx and Vz . Fur-
thermore, the motion to kick the ball in the air is illustrated in Fig-
ure 5(c). We can confirm that the robot takes a reciprocatory action
(1 → 2 → 3 → 4 in Figure 5(c)), and the posture of swing foot is
angled to kick the ball in the air. As a result, the peak of the vertical
position of the swing foot is almost 20 cm by setting vertical velocity
greater than zero.

4.2. Experiments involving Kicking Motion for the
HOAP-3 Humanoid Robot

In this section, we demonstrate the experimental results for the kick-
ing motions generated in Section 4.1. Figure 6, 7 and 8 show scenes
of kicking motions of the HOAP-3 humanoid robot corresponding to
the base motion and the conditions of Environment 1 and 2. Figure 6
shows the base motion, which is the motion to kick a ball along the
ground. The robot was able to score a goal if there was no obstacle.
However, with an obstacle in front or to the left (or right) side of the
goal, the kicking motion with base motion would result in failure. When
the obstacle is on the left side of the goal, the way to score a goal is
that robot kicks the ball on the left side so that its trajectory is to the
right of the obstacle. Under the conditions of Environment 1 in Table 1,
we generated the motion to kick a ball on the left (or right) side. Fig-
ure 7a shows the kicking of the ball to the right of the obstacle; the
robot successfully completes the kicking task. In the opposite direc-
tion of kicking the ball to the left of an obstacle, the robot could again
score a goal (Figure 7b). Figure 8 shows the experimental result for
the conditions of Environment 2 in Table 1. In this case, there is an
obstacle directly in front of the goal, and the robot has to kick the ball
in the air over the obstacle. We confirmed that the ball was in the air
and reached the goal over the obstacle as shown Figure 8. Therefore,
the robot accomplished the kicking task under a variety of surrounding
conditions. Video of the kicking motions are shown in Multimedia 1;
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´ ´

Figure 6. Limitations of velocity at the via-point and bound values of nonlinear
constraints. (a) relation between the upper limit of centrical angular
momentum at the via-point in x axis and the lower bound of planned
ZMP trajectory in y axis. (b) relation between the upper limit of swing
foot’s velocity at the via-point in z axis and the lower bound of planned
swing foot’s position trajectory in z axis.

Upper Limit

Lower Limit Lower Limit

Upper Limit

Figure 7. Profiles of ZMP of planned trajectories on x andy axes in Environment
2 (solid line: trajectories using proposed method; dash-dotted line:
upper and lower limits of the support foot).

in particular, we confirmed that the movements of the robot were very
smooth.

5. Discussion

In our method, the feasible motions could be planned by modifying via-
point constraints. Together with these processes, the motion planning
problem was formulated as a simple iterative method with a LP prob-
lem. We expect that the computation time would be greatly decreased
as compared to previous method using SIP. We also present a com-
parison of computation time with our previous method [19].
The computational environment was an Intel(R) Core(TM) i7 860 central
processing unit operating at 2.80 and 2.79 GHz with 4.00 GB memory
and runningWindows 7. In this work, the linprog() function of MATLAB
MathWorks Inc. was used to solve the LP problem.

5.1. Modification of Constraint Conditions

In the application of generating kicking motion, the desired upper and
lower limits Lieq and Lieq in Equation (18) could be modified by the

Previous Method

Proposed Method
Swing Foot

Start, End

Ball

Via1

2

3

4

Figure 8. Comparison of the planned position trajectory of the swing foot’s toe
in Environment 2 (solid line: trajectory using the proposed method;
dotted line: trajectory using the previous method).

three iterations. Figure 9(a) shows the relationship between the upper
limit of centroidal angular momentum in the x-direction and the calcu-
lated results of the minimum value of ZMP in the y-direction. The value
of centroidal angular momentum in the x (and y)-direction is related to
the value of ZMP in the y (and x)-direction. We can confirm that the
function is monotonically increasing. With respect to the constraints of
collision avoidance with the ground, we could confirm approximately
linear relations between the limit value and the calculated values in Fig-
ure 9(b). The other constraints have a similar relationship with Figure 9.
By calculating the size of correction from the first and second iterations,
we could obtain appropriate gradient values to satisfy the constraints
in the third iteration.
Figure 10 shows the planned ZMP profiles of planned trajectories in
Environment 2. There are sufficient margins between the ZMP and the
boundary of the base of support. For the conditions of Environment
1, we confirmed that the planned ZMP trajectories also have sufficient
margins. Therefore, the robot is able tomaintain balance in each kicking
motion. Furthermore, we can confirm that the condition for collision
avoidance with the ground is satisfied from the planned toe-position
trajectories for the swing foot in Figure 5(c).

5.2. Comparison with the Previous Method

Table 2 shows the averages and standard deviations of computation
time of the proposed and previous methods. Fifty trajectories were

Upper Limit

Lower Limit Lower Limit

Upper Limit

Figure 9. Comparison of the planned ZMP trajectories in Environment 2 (solid
line: trajectories using the proposed method; dotted line: trajectories
using the previous method; dash-dotted line: upper and lower limits
of the support basis on x and y axes.
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1 2 3 4

Figure 10. Experimental scenes of base motion by the HOAP-3

(b) Environment 1b

1 2 3 4

1 2 3 4
obstacle

obstacle

(a) Environment 1a

Figure 11. Experimental scenes of kicking motion in Environment 1 by the
HOAP-3

calculated under fifty points of ball location from 2.5 cm to 5 cm. We
can confirm that the computation time for the motions to kick a ball
on the ground and in the air were less than two seconds when using
the proposed method. The computation time was about 0.15 seconds
for Step A, and about 0.5 seconds per one iteration for Step B. In
the case of three iterations, the computation time of Step B becomes
almost 1.7 seconds. Therefore, the robot can plan a feasible motion
less than 2 seconds.
Compared with the proposed method, the computation time of the pre-
vious method was over 2000 seconds. In particular, in the planning of
the motion to kick the ball in the air, over 4000 seconds was required.
There are two reasons for the much shorter computation time of the
proposed method. First, the calculation process was divided into two
steps. The joint angles of the via-point were first calculated, and the
joint angular velocity of the via-point was then optimized as LP prob-
lem, thus further reducing the computation cost. Next, a number of
nonlinear inequality constraint conditions were represented as only a
few linear constraints of the via-point velocity. Consequently, the pro-
posed method is much faster than the previous method in calculating
whole-body motion of a humanoid robot corresponding to the various
constraints.
In both methods, the precisions with respect to the equality constraints
are comparable, because the precision depends on the tolerance on
the violation of the equality constraints. The simplification of optimiza-
tion affects the optimality of the cost function in Equations (8) and (16).
In the proposed method, the cost function must be a linear function of
the via-point velocity, and the search space is reduced in comparison
with the SIP problem. Figure 11 shows the trajectories of the swing
foot that were planned using the previous and proposed methods. We
confirm that the patterns of both trajectories are similar. Both trajec-
tories take reciprocatory actions (1 → 2 → 3 → 4 in Figure 11).
Although the trajectories are not fully consistent, both trajectories were
constrained at the same via-point and satisfied the given conditions for
achieving the task. Therefore, the humanoid robot could successfully
carry out the task. The ZMP trajectories planned using each method
are shown in Figure 12. For both trajectories, the ZMP is located within
the base of the support with sufficient margins. Consequently, the hu-
manoid robot could maintain balance during the motion.

1 2 3 4

obstacle

Figure 12. Experimental scenes of kicking motion in Environment 2 by the
HOAP-3

6. Conclusion

We proposed a fast planning algorithm for the whole-body motions
of humanoid robots. The motions satisfying various constraints were
planned by specifying via-point constraints. The via-point constraints
that consist of each joint angle and angular velocity of the robot were
determined by an optimization process for achieving the task. The fea-
sible motions could be planned rapidly by modifying the via-points from
the base motion. In our method, the appropriate via-point parame-
ters were calculated by dividing the process into two sequential steps.
Specifically, various nonlinear inequality constraints over whole motion
duration were transformed into linear inequality constraints at the via-
points. Together with these transformations, the number of constraint
conditions was greatly reduced. Furthermore, we could formulate the
motion planning problem as a simple iterative method with a LP prob-
lem. Finally, the computation time was greatly reduced when we used
the proposed method, and the robot could plan the various motions in
a short timeframe.

Our method is applied to generate the kicking motion for a HOAP-3
humanoid robot. In generating kicking motion, the moment of kick-
ing a ball was constrained as a via-point. Implementing our proposed
algorithm, the HOAP-3 humanoid robot kicked a ball in various di-
rections in three-dimensional space. The HOAP-3 humanoid robot
could complete the kicking task even if the location of an obstacle was
changed. Furthermore, the computation time was about 1.5 seconds.
Our method requires much less computation time than our previous
method based on a SIP problem. Furthermore, we could confirm that
the proposed method kept up the motion performance compared with
the previous method. These results indicate that the proposed algo-
rithm can achieve efficient motion planning for humanoid robots.

However, we assumed in this research that the appropriate timing of the
via-point was given. It is desired that the humanoid robot autonomously
determines the timing to be useful in the human environment. We in-
tend to investigate how to acquire and modify the timing of via-points to
accomplish a task. On the other hand, we used only a single via-point
in generating kicking motions. We expect that the motion performance
would be improved by specifying several via-points. However, as more
via-points are specified, the computation time might increase. Further-
more, the question of how many via-points should be used in motion
planning has not been examined - this is problem awaiting solution, and
work is in progress. Finally, together with these works, we will expand
the motion planning algorithm to more complex whole-body tasks for
humanoid robots.
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Table 2. Comparison of the computation time. In proposed method, the total computation time is calculated by the time for Step A + the time for Step B × iteration
number. SD means standard variation.

Kicking a ball on the ground Kicking a ball in the air
[sec] [sec]

Step A: 0.156 (SD: 0.023) Step A: 0.166 (SD: 0.018)
Proposed method Step B: 0.522 (SD: 0.011) × 3 Step B: 0.525 (SD: 0.012) × 3

Total Time: 1.723 (SD: 0.045) Total Time: 1.741 (SD: 0.045)
Previous method 2490.38 (SD: 747.89) 4407.60 (SD: 5725.01)

Appendix 1: Maintain Balance with Cen-
troidal Angular Momentum

In this research, we consider the conditions for maintaining the bal-
ance on the basis of the centroidal angular momentum (CAM). The
center of mass (COM) is an important factor related to the zero mo-
ment point (ZMP). In addition to the COM, CAM has been mentioned
as an essential factor of the ZMP [28–30]. The reaction mass pen-
dulum (RMP) model [31] is proposed for the balance control model of
humanoid robots based on the COM and CAM. The ZMP based on the
RMP model is given by

Zx = cx −
cz c̈x + L̇Gy/m

c̈z + g

Zy = cy −
cz c̈y − L̇Gx /m

c̈z + g , (24)

where c = (cx , cy, cz) is the position of the COM and LG =
(LGx , LGy, LGz ) is the CAM in x , y and z directions. Additionally,
Z = (Zx , Zy) describes the position of the ZMP in the x-y plane. m
is the total mass of the robot and g is gravitational acceleration. We
ignore the term of c̈z , because g is usually much greater than c̈z in
kicking motion. The terms for the COM are then combined as

Zx = hx (cx , c̈x , cz) − L̇Gy

mg ,
(

hx (cx , c̈x , cz) = cx − cz c̈x

g

)

Zy = hy(cy, c̈y, cz) + L̇Gx

mg ,
(

hy(cy, c̈y, cz) = cy −
cz c̈y

g

)
.

(25)

Since the planned trajectories of the joints of the support leg are
the same as the base motion, the COM of the planned trajectory
can be regarded as that of the base motion. Therefore, the function
hx (cx , c̈x , cz) and hy(cy, c̈ycz) can be constant and are given by the
values of the base motion. The conditions for maintaining balance in
the proposed method are taken into account by inequality conditions
of centroidal angular momentum at the via-point.
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