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Chapter 1

Introduction

1.1 Background
Communications for control is by itself a novel concept, since classic con-

trol theory considers the connection between the controller and the object that

must be controlled, the plant, as ideal. In the case of electronic control systems

for example, this is mainly due to the usually neglectable distance between

these two elements. The controller which is the device in charge of regulating

the input to the plant to obtain a desired output from it, may be connected to

the plant in an open or in a closed loop. The latter is the case of a feedback

control system. In electronic systems, these loops are in reality communica-

tion channels in which disturbances such as noise and interference can occur.

These disturbances may corrupt the information being transmitted between

the controller and the plant, thus impairing the capacity to effectively control

the output of the plant.

Nowadays a wide availability of communication networks provides an ideal

setting for studying the interactions of control and communication. There are

two approaches to this issue, one is to view it as the way in which the com-

munication channels in the feedback control loop affect the feedback perfor-

mance and the other is to see how the feedback can affect the communication

schemes [1]. In this work the first approach will be focused since the main
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interest of this work is the improvement of performance of the system being

affected by channel errors.

In physical terms, the communication channels joining the controller and

the plant may be a set of dedicated cables, which is the most common case, or

wireless channels, among others. Recently there is a growing interest in wire-

less control because of its ease of implementation and scalability and relative

low cost. However due to the unreliable and unpredictable nature of wireless

channels, this technology has not become so widespread in critical control

applications. Another alternative which is the one explored throughout this

work is that of existing power lines inside buildings and all over the public

electric grid. The existence of this infrastructure provides a resource that can

be used to transmit information and further develop machine-to-machine con-

trol (M2M) for factory automation and the future smart grid. Power lines, the

fundamental and most widespread energy transfer media in the world, have

been used as a means of data transmission since the early 1900s [2]. Recently

there is a renewed interest in their use to transmit control signals, to aid in

the development of smart grid and industrial environments. The smart grid

is a modernized version of the present electric grid and it considers the bidi-

rectional flow of energy as well as intelligent metering and monitoring of the

whole infrastructure. The smart grid also includes the addition of renewable

energy sources which usually tend to be very variable and make conditions

in the grid unstable. To be able to manage the flow of energy in the grid,

management of the flow of data is vital. Reliability in the communication of

control and sensing signals is necessary for the realization of the future smart

grid [3]. The wide availability of power distribution lines makes power line

communications (PLC) very appropriate for control applications [4]. In this

study power lines as thought as a complement for wireless and dedicated ca-

bling in the transmission of control signals. Among the wireline alternatives,

PLC is the only technology with a deployment cost comparable to wireless

communications since the power lines are already there [2].
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Power line communications can be divided into two main categories, broad-

band power line communications and narrowband power line communica-

tions. Broadband PLC makes use of a wider portion of the electromagnetic

spectrum than narrowband PLC, thus higher transmission speeds are possible.

However, broadband PLC has a potential to interfere with other communi-

cation systems and its short range of communication limits it to indoor use.

Narrowband PLC on the other hand, uses a thinner portion of the electro-

magnetic spectrum; therefore data transmission may be rather slow. However,

narrowband PLC also has a lower potential for interference with other systems

and its longer propagation range makes it more suitable for outdoor use than

broadband PLC.

Aside from the spectrum usage and interference considerations, PLC pos-

sesses another remarkable feature and that is the somewhat deterministic cy-

clostationary nature of its noise and attenuation. Taking this fact into consider-

ation, communication and control schemes of predictive nature may be applied

to improve the overall performance of a PLC system. In PLC both noise and

attenuation have cyclostationary features, therefore the signal-to-noise ratio

(SNR) and the bit error rate (BER) are also cyclostationary [38],[6].

Past studies on control by PLC consider lighting systems with various power

line network topologies and transmission methods [4], the transmission of data

signals in an environment in which pulse width modulation is used to control

a motor [5]. In [38], the authors focused on the behavior of cyclostationary

channels in contrast to stationary channels when dealing with a feedback con-

trol system. In [4],[5] the influence of errors caused by the noise in the power

line and a method to overcome these errors and improve the quality of control

had not been considered.

This work considers a feedback loop control system with a rotary inverted

pendulum as a plant. A power line is employed as the feedback loop connect-

ing the controller to the controlled object and narrowband PLC is considered.

First, the interactions between the characteristic cyclostationary noise in the
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narrowband power line environment of the feedback loop and the transmis-

sion rate of control signals is explored. As the second step in this research, a

measure to improve control quality for a single machine (single plant) under a

narrowband power line environment is presented. Later on an extension into

a multiple-machine (multiple plants) narrowband power line environment is

introduced.

1.2 Purpose of this research
In a feedback control system, specifically, there exists a so called feedback

loop between the controller and the plant. Under ideal conditions, the com-

mands sent from the controller to the plant and the state information transmit-

ted from the plant to the controller are considered to be undisturbed and un-

corrupted by the channel, therefore error detection and correction techniques

typically considered in communication theory are disregarded. In real world

conditions, however, disturbances occurring in the feedback loop (the commu-

nication channels) and in the plant itself may corrupt the control commands

and deteriorate the overall performance of the system. From the viewpoint

of control theory, improvements in the controller to consider disturbances in

the system may help improve the performance, however these measures may

not suffice and the need to consider communication theory techniques may be

neccessary for optimization. This work makes use of a simple control system

and intends to perform optimizations from the viewpoint of communication

theory and by observing the neccessities of the plant.

In previous research, the influence of the cyclostationary noise in narrow-

band PLC on digital control signals or methods to improve control quality

have not been considered. Therefore, initially this research work attempts to

clarify how the narrowband power line channel features influence the perfor-

mance of a feedback control system that employs a power line as a feedback
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loop. To assess the influence of the narrowband power line environment on

the system, the single machine system considering noise in the power line is

compared against an equivalent system with stationary noise.

As mentioned before, due to the somewhat deterministic nature of PLC, a

control scheme of predictive nature may be applied. In the current research,

one controlled object and one controller, connected to each other through a

power line are considered for the single machine case. For the case of a single

machine (single plant), this thesis suggests a predictive control scheme to take

advantage of high SNR instants to send additional predicted data to be utilized

during low SNR instants. The predicted data calculation is based on the math-

ematical model of the controlled system. In PLC high and low probability

of errors occur in a cyclic non-bursty fashion, therefore in this study predic-

tive control is applied to combat single information packet errors. Predictive

control for the case in which burst errors (multiple-packet errors) occur in the

channel is analyzed in [7].

The control quality of the system, or in other words the ability to keep the

plant stable as well as accurate in following desired values for its output, is

used to evaluate the performance of the system. A rotary inverted pendulum

has been chosen as an example of a plant due to its popularity as a generic

representation of an object that requires continuous feedback control [8].

Additionally, a method to improve the control quality and offer fair medium

access to multiple machines (multiple plants) in the system is introduced. The

multiple machine case considers one controller connected to multiple ma-

chines through power lines.

Such a system is considered to have an application in the industry and the

smart grid and serve as an alternative and a complement to wireless control

and dedicated cable (wired) systems.
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1.3 Structure of this thesis
This work is organized in the following manner. In chapter 2 the basic def-

inition of feedback control and the way in which signals are transferred in

the channel are presented. In chapter 3 the narrowband power line features

considered in the system model are explained. In chapter 4 the influence of

errors caused by the noise in the power line on the control quality is presented

and backed by some numerical results. Chapter 5 presents a method to im-

prove control quality for a single machine by exploiting the cyclic features of

the power line communications. Chapter 6 introduces the concept of multiple

machines in the system and proposes an access method to assure fairness. To

finalize, in chapter 7 the author presents the summary of the whole work.
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Chapter 2

Feedback control overview

Feedback control is basically defined as a control system that examines the

process being carried out and makes changes in order to improve the output

of the system. The usual objective of such a system is to control the plant

output to make it follow a desired control signal input. For the control system

considered in this work, an additional element, the communication channels

between the controller and the plant are also being considered. For the ease of

application of digital processing techniques, discrete-time control is consid-

ered instead of continuous-time control. This will be shown in more detail in

Chapters 4, 5 and 6.

In the following sections the main elements of the feedback control system

being considered will be explained. The power line communication channel

will only be mentioned in this Chapter and will be further explained in Chap-

ter 3.

2.1 Basic system structures
The elements of the feedback control system are a controlling terminal (con-

troller), sensors and a controlled object (plant). There are many possible mod-

els, some of them considering more than one controller and/or plants, but in
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this Chapter the simplest arrangement, which has one controller and one plant,

is focused.

For the controlled system the following two arrangements can be consid-

ered. In Fig. 2.1 control information is sent from the controller and the control

is automatically performed on the plant. The control information sent from

the controller can be for example a specific target value or an ON/OFF signal

for the controlled object. In this case the controller does not get a feedback

from the plant, it simply regulates the input to the plant in some predetermined

fashion.

The other system form is shown in Fig. 2.2. In this system there is a feed-

back loop between the controller and the plant. In such systems the control

information is sent to the plant, then information from the plant is measured by

the sensor and sent back to the controller. The decisions made at the controller

are based on the measurements sent from the sensor and the user-dependent

input information. The controller may integrate information from various sen-

sors and various plants. Throughout this work such a feedback control system

is considered.

  Controller Sensor Local
Controller

Acutuator

Figure 2.1 Semi-closed loop control system
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  Controller Sensor Plant

Figure 2.2 Closed loop control system

2.2 Feedback control system
The general scheme of a feedback control system is shown in Fig. 2.3. The

target or reference value r is a user-defined value input to the controller. Then,

from the state information x and the control output y, the approximated control

input u is calculated and sent to the plant.

At the plant, the control is carried out according to the control information

input u, and the control output y is measured. After this the state information

x is fed back to the controller. In this work y will generally be considered to

be the same as x.

The feedback control system considered in this work is assumed as non-

ideal, therefore disturbance in the feedback loop, such as channel noise, de-

noted asN , and the disturbance in the plant, denoted as w, must be taken into

account.

Disturbance in the channel can corrupt the information being transmitted

between the controller and the plant. The way in which this happens is shown

in Fig. 2.3 as the control input u and the state information x become ǔ and x̌

respectively.

ǔ = u +N (2.1)
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x̌ = u +N . (2.2)

Eq. (2.1) and Eq. (2.2) show how the disturbance affects the information

signals being transmitted. In the ideal channel case where there are no distur-

bances, N = 0. If N is additive white Gaussian noise, then this represents the

wireless channel case. The wireless channel case was studied in [9] and [10].

The case in whichN is cyclostationary noise represents the power line channel

which is studied in this work. This will be further explained in Chapter 3.

Disturbance in the plant affects measurements made by sensors for exam-

ple or may include external disturbances such as vibrations in a mechanical

system for example. In this system, plant disturbance is modeled as additive

white Gaussian noise.

2.2.1 System performance evaluation

Generally, the performance of a control system is evaluated by determining

whether the output of the system settles at a certain value or whether it reaches

a steady state after a certain amount of time. System instability may occur even

if disturbances are not present in the system. Stability in control engineering

is a necessary condition, meaning that it must be maintained for the system

to be of practical use. In control theory, there are different types of stability,

however this work deals with bounded-input bounded-output (BIBO) stability.

BIBO stability refers to a system in which the output signal is bounded for

every input signal that is bounded. It is said that a signal is bounded if there is

a certain finite value that the signal magnitude never exceeds.

Evaluations based on the difference between the control output y in the ab-

sence and presence of disturbance, such as the root mean square error (RMSE)

between these two values, are commonly employed to rate the accuracy of the

system and will also be considered in this work. In control engineering main-

taining the accuracy of the system is a best effort condition.
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Figure 2.3 Feedback control system

In Fig. 2.4 for example, one of the outputs of the plant considered through-

out this work, the rotary inverted pendulum, is shown. The figure shows the

motion of the arm of the pendulum trying to follow a desired periodic motion

from 0 to π radians in a 10 second cycle. The continuous curve represents

the output when no disturbances (neither in the channel nor in the plant) are

present in the system. Here, it can be seen that the motion is not perfectly

rectangular and that there are slight overshoots and undershoots relative to the

desired amplitude values. Regardless of this, the output value always settles

after a certain amount of time, therefore the system is considered as stable.

The dashed curve on the other hand, represents the case considering distur-

bances in the system. Here it can be seen how the overshoot and undershoot

values are more pronounced and it also takes more time for the amplitude

values to settle. This is an evidence that channel and plant disturbances can

seriously worsen the stability of the system.

2.3 Feedback control system plant and controller

2.3.1 Rotary inverted pendulum

As a general example of a plant that requires continuous feedback control, in

this system an underactuated object, the rotary inverted pendulum also known

as the Furuta pendulum [11], is employed as the plant. The basic structure
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Figure 2.4 Example of the arm motion of the inverted rotary pendulum fol-

lowing a desired value without and with disturbance

of the rotary inverted pendulum is shown in Fig. 2.5. The outputs of the pen-

dulum are considered to be the pendulum angle θ(t) and the arm angle of the

pendulum φ(t) together with their respective derivatives (angular velocities).

The pendulum angle θ(t) is defined as zero when the pendulum is in its upright

position and as positive for counterclockwise rotation. The zero position for

the arm angle φ(t) can be arbitrarily defined and the counterclockwise rotation

has been defined as positive. The pendulum is controlled by applying a torque

u(t) on the rotating arm. The mass of the pendulum rod is defined as mp, the

length of the pendulum rod as L, the length of the rotating arm as r, and the

moment of the arm as Jb. The moment of inertia of the pendulum rod is calcu-

lated as Jp = mpL2/3. Finally, g is the gravitational acceleration constant. The

physical parameters considered for the rotary inverted pendulum throughout

this work are shown in Table 2.1.

The dynamics of the pendulum are described by the following equations [8]:
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motor
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Figure 2.5 Basic structure of the rotary inverted pendulum



aθ̈(t) − aφ̇(t)2 sin θ(t) cos θ(t)

+cφ̈(t) cos θ(t) − d sin θ(t) = 0

cθ̈(t) cos θ(t) − cθ̇(t)2 sin θ(t)

+2aθ̇(t)φ̇(t) sin θ(t) cos θ(t)

+(b + a sin2 θ(t))φ̈(t) = u(t)

(2.3)

where 

a = Jp

b = Jb + mpr2

c = mp/(2rL)

d = Lgm/2

. (2.4)

For the controller, a linear quadratic regulator (LQR) was chosen in this

manuscript. In order to apply LQR techniques for the controller design, the

system must first be linearized.

As the pendulum oscillates very close to the point of upward equilibrium,

θ ≈ 0, therefore in the set of Eqs. (2.3), sin θ ≈ θ and cos θ ≈ 1. After

applying these approximations, Eqs. (2.3) become linear as shown in the set

13



Table 2.1 Physical parameters for the considered inverted rotary pendulum.
Meaning Symbol Value

Mass of pendulum rod mp 0.016 kg

Length of pendulum rod L 0.1 m

Length of rotary arm r 0.2 m

Moment of inertia of the arm Jb 0.0048 kgm2

Motor direct-current resistance R 8.3 Ω

Motor torque constant Km 0.023 Nm/A

Gear ratio Kg 7.5

Gravitational acceleration g 9.81 m/s2

of Eqs. (2.5) 
aθ̈(t) + cφ̈(t) − dθ̇(t) = 0

cθ̈(t) + bφ̈(t) = u(t)
(2.5)

then the state information x(t) is given by the following:

x(t) = [ θ(t) θ̇(t) φ(t) φ̇(t) ]T (2.6)

where Eq. (6.1) can be expressed as:

ẋ(t) = Ax(t) + Bu(t) (2.7)

where
ẋ(t) = Ax(t) + Bu(t)

=


0 1 0 0
bd

ab−c2 0 0 0

0 0 0 1
−cd

ab−c2 0 0 0


x(t) +


0
−c

ab−c2

0
a

ab−c2


u(t).

(2.8)

It must be noted that this research is based on linear approximations of the

pendulum dynamics shown in Eqs. (2.5) and (2.8), and that the case where

the pendulum falls from its upright position and must be raised again is not

considered.
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Figure 2.6 Continuous-time control system

2.3.2 Rotary inverted pendulum control scheme

In Fig. 2.6 the linearized model of the rotary inverted pendulum feedback

contol system is shown. As inputs for the control system the reference values

for each of the state quantities of the controlled object: Θ(t)，Θ̇(t)，Φ(t)， ˙Φ(t)

are given. Then the reference signal or target value r(t) is represented by

r(t) = [ Θ(t) ˙Θ(t) Φ(t) ˙Φ(t) ]T . (2.9)

The control input u(t) represents the pendulum’s arm torque which is sent

to the plant. Then control output y(t) is composed of the measured pendulum

angle θ(t), the arm angle φ(t) and their respective variation values ˙θ(t) and
˙φ(t) which are fed back as the state information values in x(t) to the controller.

The difference or deviation between the target value r(t) and the feedback state

information values in x(t) is defined as e(t). The control input u(t) is then the

inner product of the 1 × 4 feedback gain matrix K and the deviation e(t):

u(t) = Ke(t) = K(r(t) − x(t)) (2.10)

which is input into the plant.
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2.3.3 Determination of the feedback gain

The feedback gain K is determined by applying a linear quadratic regulator

(LQR). Here the calculated weights Q and R are shown as follows [8]:

Q =


300 0 0 0

0 100 0 0

0 0 30 0

0 0 0 3


, R = [1000]. (2.11)

Then the controller feedback gain is:

K = R−1BT P (2.12)

where P is the positive definite solution of the Riccati equation:

AT P + PA − PBR−1BT P +Q = 0. (2.13)

2.4 Discretization of the control system
To be able to apply a digital control, the continuous-time control system

must be discretized at sampling intervals of duration Ts.

2.4.1 System plant

The input signal for the discrete time control system is defined as u[k] =

u(kTs). The input signal u[k] enters the controlled object as a zero-order hold

continuous signal. From Eq.(2.8)

x(t) = exp(A(t − t0))x(t0) +
∫ t

t0
exp(A(t − τ))Bu(τ)dτ (2.14)

can be obtained substituting t0 = kTs，t = (k + 1)Ts into this equation and

considering that u(t) taken from u[k] is constant during the interval kTs ≤ t <
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(k + 1)Ts; we have a relationship between the controlling input u[k] and the

state information x[k] = x(kTs), in discrete time as:

x[k + 1] = Adx[k] + Bdu[k]

= exp(ATs)x[k] +
∫ Ts

0
exp(Aτ)dτ · Bu[k]

(2.15)

where Ad,Bd are the discrete version of A and B respectively. Here, the expo-

nential function matrix

exp(ATs) =
∞∑

i=0

AiTs
i

i!
(2.16)

is defined.

2.4.2 Discrete time feedback control system

The discretized feedback control system is shown in Fig. 2.7. The expres-

sion for the discrete reference signal is given as follows:

r[k] = r(kTs) = [ Θ[k] Θ̇[k] Φ[k] Φ̇[k] ]T . (2.17)

Then the state information and the control input take the following forms re-

spectively: x[k] = x(kTs)，u[k] = u(kTs). Similarly to Eq.(2.10) at the con-

troller we have the deviation between the reference value and the feedback

state information e[k], from which we obtain the discretized input control sig-

nal

u[k] = Ke[k] = K(r[k] − x[k]). (2.18)

2.4.3 Determination of the feedback gain at the controller

The discrete feedback gain is obtained in a similar manner to the

continuous-time version of the feedback gain shown in Eqs. (2.12) and (2.13).

In brief, the feedback gain K is
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Figure 2.7 Discrete-time control system

K = (Bd
T PBd + R)−1(Bd

T PAd) (2.19)

where P is the positive definite solution of the Riccati equation:

Ad
T PAd − P − (Ad

T PBd
T )(Bd

T PBd + R)−1(Bd
T PAd) +Q = 0. (2.20)

2.5 Summary
In this Chapter the main elements of the feedback control system being con-

sidered in this work, the controller and the plant, as well as their interactions

were described. The way in which the controller verifies the condition of the

plant to correct its behavior through its commands was shown.
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Chapter 3

Power line environment

Power line communications has a long history as it has been in development

since the early 1900’s. The key advantage of PLC is the existence of electrical

lines which are widely spread throughout the entire world. This can poten-

tially save the costs of dedicated cabling and antennas and also serve as an

alternative to reach areas in which wireless signals are blocked.

Nowadays it is a viable technology in both high and low data transmis-

sion speeds. Broadband power line communications has its use mainly as a

last mile solution for internet distribution and indoor networking applications.

However, its limitations for outdoor use, its short propagation range and possi-

ble interference with surrounding radio systems, present a great disadvantage

when it comes to applications such as control of machines through the smart

grid.

Narrowband power line communications, which is the main focus of this

work, presents longer propagation distances due to the lower frequencies in

use and less interference with existing radio systems. However, its low ca-

pacity prompts the use of more efficient communication techniques to take

advantage of the limited bandwidth resource.
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3.1 Power line communications versus wire-

less/wired
For the case of smart grid applications and the industry, power line commu-

nications is promising in the cases in which wireless cannot be used because

of interference or obstacles that block the wireless signal. This can serve as a

replacement or as a way to offer redundancy to wireless networks when very

high reliability is required.

As shown in Fig. 3.1, wireless signals on the other hand can be blocked

easily or interfered with, therefore reliability for industrial control applications

and the smart grid is questionable. The main advantage of PLC over wireless

and other dedicaded wired solutions is that PLC is already widely deployed

and this existing infrastructure can overcome various obstacles. A very simple

example is shown in Fig. 3.2. Another advantage of PLC is that as wireless,

scalability can also be achieved as shown in Fig. 3.3. This is not the case

for dedicated cabling, as the installation of new cabling may be required to

achieve such a purpose.

Control and monitoring in the future grid requires low-delay, highly reli-

able communication between customers, local utilities and regional utilities.

An essential element in this grid is the link between the customer sites and

control centers opperated by a local utility. This communication must be bidi-

rectional. To enable such a bidirectional communication, PLC, in special nar-

rowband PLC (between 3 and 500 kHz), is attractive because of its possible

use not only indoors but also outdoors [12]. Power line communications used

in conjunction with other communication technologies to control machines for

the smart grid can be seen in [13] and in [14] the existing power line infrastruc-

ture is used as an effective method of easily implementing a communication

solution.
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Figure 3.1 Wireless control and its issues

3.2 PLC: narrowband versus broadband
Broadband uses a wide frequency band, usually between 2 MHz and 30

MHz allowing for hundreds of Mbps of data rate. It is typically used for

applications which require high speed such as high definition video, audio

and the Internet.

Narrowband PLC systems, on the other hand, operate in the 3-500 kHz fre-

quency range and include various frequency bands, namely the CENELEC,

FCC, and ARIB frequency bands. It is used by electric utilities around the

world for meter reading and load control and a few utility smart grid ap-

plications, and command-and-control applications for residence and industry

use [15]. Narrowband PLC usually provides data rates which are just tens

of kbps. Narrowband PLC is more suitable for applications which require low

data rates such as command, control and monitoring. Besides this, narrowband

PLC is suitable for its use outdoors because of its longer propagation distance

and lower interference with other systems when compared to broadband PLC.

This long distance range makes narrowband PLC an ideal candidate for con-
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Figure 3.2 Simple scheme of a control system employing PLC

trol applications in the smart grid. Another advantage of narrowband PLC is

the existence of multicarrier industry standards such as G3-PLC and PRIME

which further extend the capability of the narrowband PLC medium [12].

A brief comparison of narrowband and broadband PLC can be seen in Ta-

ble 3.1 taken from [16].

Regarding the modulation schemes employed for each case, broadband sys-

tems usually employ multi-carrier modulation schemes, whereas narrowband

systems usually employ single-carrier modulation schemes.

Examples of single-carrier modulation schemes commonly used in narrow-

band PLC are On-Off Keying modulation, Binary Phase Shift Keying (BPSK),

and Binary Frequency Shift Keying (BFSK). These provide reliable commu-

nication at a low power consumption and low cost. In this work, for the sake

of simplicity, BPSK is applied.

There are also a few implementations of Spread Spectrum (SS) schemes,
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and the recent application of multi-carrier modulation schemes to narrow-

band PLC, being Orthogonal Frequency Division Multiplexing (OFDM) the

most popular one. Multi-carrier schemes present robustness against interfer-

ence and frequency-selective distortions, however the narrowband frequencies

greatly restrict the possible transmission rates.

3.3 Narrowband power line communications

channel
In general, there are many channel characteristics which limit communica-

tion functionality through power lines, such as frequency-dependent attenua-

tion, multipath distortion, and impulsive and background noise. However in a

desire to take advantage of the infrastructure availability, limited communica-

tion through power lines has existed during many years [17].

Generic power line models are quite difficult to realize given the sudden

changes in the networks caused by the connection and disconnection of var-

ious appliances. However, restraining the model to a finite time window, the

channel can be has stationary characteristics and it can be modeled as a time-

varying frequency-selective fading channel with various noise sources [17]. A

more complete review on the power line model can be found in [18],[19].

Many electric devices connected to the power line network have a linear

and time-invariant current-voltage relationship. However, some devices show

a nonlinear behavior that provokes cyclic impedance properties with a period

usually equal to half the AC mains cycle [20]. If the network is dominated by

such devices, then the channel will exhibit a cyclic time-varying or in other

words a cyclostationary behavior.

In recent studies it has been shown that the dominant components of noise

in narrowband PLC are periodic and cyclostationary noise [21],[22]. It differs

from additive white Gaussian noise which is commonly used in the modeling
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of communication systems. There are many experimental results on PLC noise

which have been reported on [23]. The types of noise in the power line can

be summarized into three categories: background noise, periodic noise and

asynchronous impulsive noise [12].

Background noise is generated by common residential and building elec-

tronic equipment. For frequencies less than 3 MHz usually the noise gener-

ated is nonwhite. For frequencies above 3 MHz, this noise is usually modeled

as white Gaussian noise.

For frequencies below 3 MHz, which is the case including narrowband PLC,

a low-frequency modulated sinusoid can be used to model narrowband noise.

In the case of impulsive noise, in order to understand the fundamental ef-

fects of this type of noise on PLC, its variations are modeled in a periodic

fashion with amplitudes that are identical from pulse to pulse. In order to

study the man-made impulsive noise environment, a model for its probability

density function was expressed in [24]. However, this model does not define

time-domain features [25].

Taking the above factors into consideration, the power line noise model

developed in [25] is explained in the following section.

3.4 Power line noise model
In this work the main feature of narrowband power line communications be-

ing considered is its characteristic noise and attenuation. For narrowband (ap-

proximately 3 kHz to 500 kHz) PLC systems, dominant noise is bandlimited

and its features are time variant and cyclic. These features vary synchronously

with the AC mains voltage. For this type of narrowband PLC noise, a cyclosta-

tionary additive Gaussian noise with a zero mean and a variance synchronous

to twice the frequency of the AC mains voltage is assumed [6],[25]. The

instantaneous noise power is approximated through the use of the following

24



normalized function taken from [25]:

σ̂2(t) =
L−1∑
`=0

A`| sin(2π(t − ∆)/TAC + θ`)|n` (3.1)

where TAC is the period of the mains voltage for which the conventional value

of TAC = 1/60 s was assumed. An offset variable ∆ has also been included

here in Eq. (3.1) for the study of control signal timing in Chapter 4. This

variable is considered to have a value of zero in the rest of the Chapters. In

this model, a set of three parameters A`, θ`, and n` are considered. These

parameters for L = 3 are shown in Table 3.2 and their derivation is explained

in [25]. The instantaneous noise power function shown in Eq. (3.1) includes

components of background noise, continuous periodic features of noise and

periodic impulsive noise.

An example of a noise waveform generated using these parameters is shown

in Fig. 3.4. The overlapped waveform represents the shape of the mains volt-

age. Additionally, two periods of the approximated instantaneous noise power

or cyclostationary noise variance represented by Eq. (3.1) using the parame-

ters in Table 3.2 are shown in Fig. 3.5. To show the contrast, a sample of a

noise waveform with a constant variance has been included in Fig. 3.6.

3.5 Packet error rate
In the control system considered in this work, as a simplification, noise

power is assumed to be invariant throughout the duration of a packet. For

simplicity, the binary phase shift keying (BPSK) modulation scheme was cho-

sen. The probability of bit error (BER) for the BPSK modulated signal with a

packet index n and a packet period Tp is the following:

Pb[n] =
1
2

(
1 − erf

(√
γ

σ̂2(nTp)

))
, (3.2)
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where γ is the average signal-to-noise ratio per bit. If the packet length in bits

is given as `p, the packet loss rate (PER) is:

Pe[n] = 1 − (1 − Pb[n])`p . (3.3)

Fig. 3.7 shows examples of the packet error rate for the cyclostationary noise

and the stationary noise cases and how it varies depending on the average

signal-to-noise ratio per bit. The stationary noise is white Gaussian noise with

a variance that is not time variant. In Figs. 3.8 and 3.9 the average packet er-

ror rate curves plotted against the average signal-to-noise ratio are shown for

both the cyclostationary and stationary noise cases. In these graphs it can be

seen that for low SNR conditions, cyclostationary noise offers a better PER

and BER than stationary noise. This is due to the fact that at low SNR con-

ditions in the cyclostationary noise case, the periods of low noise dominate

the performance. In the case of stationary noise there are no periods of low

noise present so the performance is worse. Under high SNR conditions, the

cyclostationary noise case shows a worse performance and this is due to the

fact that the peaks and periods of high noise dominate the performance. Under

high SNR conditions for the stationary case, the steady level of noise is easily

overcome with better signal power.

3.6 Summary
In this chapter the main features of the power line being considered in this

study were explained. Broadband as opposed to narrowband power line com-

munications has a few disadvantages in outdoor use for control, specially if the

distances between the contoller and plant are considerable. Additionally, the

prevalent cyclostationary feature of noise and attenuation in the power lines

with its somewhat deterministic nature, presents itself as a feature that may

be exploited to improve the performance of control applications. This will be

explained in more depth in Chapters 4, 5 and 6.
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Figure 3.3 Multiple machine control system employing PLC
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Table 3.1 Comparison of Narrowband and Broadband PLC.

Narrowband PLC Broadband PLC

Frequency Up to 500 kHz Over 2 MHz

Data rate Up to 200 kbps Over 1 Mbps

Modulation FSK,S-PSK,BPSK,SS,OFDM OFDM

Applications Building Automation Internet

Renewable Energy HDTV

Advanced Metering Audio

Street Lighting Gaming

Electric Vehicle

Smart Grid

Standards G3-PLC IEEE 1901

PRIME HomePlug AV

Providers Ariane Controls Atheros

Cypress Broadcom

Echelon Lantiq

Maxim Marvell

ST Microelectronics Maxim

Texas Instruments Sigma

Yitran

Table 3.2 Parameters for the narrowband PLC noise model.

` A` θ`[deg] n`

0 0.230 0 0

1 1.38 −6 1.91

2 7.17 −35 1.57 × 105
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Figure 3.4 Example of computer generated power line noise (normalized) and

overlapped mains voltage waveform (amplitude scaled).
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Figure 3.5 Example of approximated cyclostationary noise variance.
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Figure 3.9 Average packet loss rate vs. average SNR for the cyclostationary

and stationary noise cases (semilogarithmic scale)
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Chapter 4

Machine control through
power line communications[38],[39],[40]

It was mentioned in the previous chapters that power lines serve as excellent

candidates for control applications due to their wide availability and potential

in the realization of the future smart grid. There is also a potential for appli-

cation in industrial environments where cost and resources must be saved.

As in any communication medium, communication errors may occur in

power lines. This is mainly due to the presence of noise of various kinds

and interference from sources external to the power lines. To deal with such

an environment and be able to carry out control, a method to transfer the com-

mands to the plant and the responses from the plant, must be devised. In this

chapter the interactions between the various control signals, the rate at which

they are transferred and the noise in the channel are studied. This is done

by comparing a system whose communication channel is affected solely by

stationary noise against another one affected by cyclostationary noise.
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4.1 Control system under packet loss environ-

ment
Inside the discrete-time feedback control system, the control information is

sent from the controller to the plant, and the state information measured on the

plant side is then sent to the controller through a power line feedback loop.

This power line feedback loop between the controller and the plant is shown

in Fig. 4.1. This feedback loop includes the transmitters and receivers on

both ends. Also it is important to mention that in this Chapter the purpose

is to analyze how the disturbances in the channel affect the performance of

the control, therefore disturbances in the plant w shown in Fig. 2.3, are not

considered in this Chapter.

For the system in Fig. 4.1, two poweline channels are required, one for the

discrete control information u[k] that is sent from the controller to the plant

and the other for the discrete state information x[k] that is fed back from the

plant to the controller.

Fig. 4.1 shows the considered PLC control system. The digital system sam-

pling rate is 1/Ts with a sampling index k and the packet rate at which infor-

mation packets are sent through the channels is Rp = 1/Tp = 1/NTs, where

N is a positive integer and Tp is the packet period. In Fig. 4.1 the trans-

mitted control information has been labeled as ut[n] and the received control

information ur[n]. Similarly, the transmitted state information is xt[n] and the

received state information is xr[n]. The relationship between the transmitted

information and u[k] and x[k] is shown as follows:

ut[n] = u[Nn]

xt[n] = x[Nn]

where the packet index is:

n = 0, 1, 2, · · · (4.1)
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If there are no errors in the PLC channel, the received control information is

ur[n] = ut[n] and the received state information is xr[n] = xt[n]. Since packets

are sent at constant intervals, it can be known through a simple mechanism

(a packet sequence number for example) if packet losses have occurred. In

this system perfect error detection is assumed and one-bit errors in packets

are counted as packet losses. In other words, if an error occurs in a packet,

the whole packet becomes discarded. On the plant side, the received control

information ur[n] is used as the estimated value for u[k]. If a packet loss

occurs, the plant reuses the last value. In the plant, the estimated control signal

û[k] is represented as follows:

û[k] =

 ur[bk/Nc] if no packet losses occur

û[k − 1] otherwise
. (4.2)

This estimated signal û[k] is input into the plant and the state information

x[k] is sent back as packets to the controller and is received as an estimated

state information signal x̂[k]. Similarly in the controller the estimated state

information signal x̂[k] is given as

x̂[k] =

 xr[bk/Nc] if no packet losses occur

x̂[k − 1] otherwise
. (4.3)

Figs. 4.2 and 4.3 show examples of how the control information packets are

transferred through the channel. Fig. 4.2 shows the case when no errors occur

in the channel. Fig. 4.3 shows the case in which errors occur and packets are

discarded. The transfer of state information through the channel is treated in a

similar fashion.

The packet loss rate depends on the power line channel noise. The noise in

a power line channel is assumed to be cyclostationary. Each packet is indepen-

dently lost with a time-varying probability Pe[n]. The noise model considered

for the power line channel is explained to a further extent in Chapter 3.
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Figure 4.2 Example of the transfer of control information signals through the

power line channel with no errors

4.2 Simulation model
This section discusses the influence of the packet loss rate on the control

of the inverted rotary pendulum in both stationary and cyclostationary noise

channel environments. The rotary pendulum is controlled to make its arm

angle φ[k] follow the target value Φ[k], while keeping the pendulum in an

upright position, or in other words trying to maintain θ[k] = 0. This means

that the reference signal r[k] will have the following form:

r[k] = [0 0 Φ[k] 0]T. (4.4)
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Figure 4.3 Example of the transfer of control information signals through the

power line channel with errors

The simulation runs start from the initial state x[0] = [10−6 0 0 0]T. For

simulation purposes θ[0] has been arbitrarily set to 10−6 rad which is a value

very close to zero. The pendulum is considered to fall down in the range

|θ[k]| > π6 and once this happens, the simulation run is terminated. The digital

system sampling rate is set to 1/Ts = 1024 Hz and the packet error probability

is time varying in the cyclostationary case and fixed in the stationary case for

given signal-to-noise ratio values, as shown in Fig. 3.7. The target value of the

arm angle Φ[k] is a rectangular wave,

Φ[k] =


π iT ≤ kTs < (i + 1

2 )T

0 (i + 1
2 )T ≤ kTs < (i + 1)T

(4.5)

where i = 0, 1, 2... and T = 10 s. The simulation parameters are summarized

in Table 4.1. The gain K is calculated according to the different packet rates

Rp using the following values for the weights Q and R taken from [8].

Q =


300 0 0 0

0 100 0 0

0 0 30 0

0 0 0 3


, R = [1000]. (4.6)
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Table 4.1 Simulation parameters.
Meaning Value

Modulation scheme BPSK

Packet length 40 bits

Digital sampling rate 1024 Hz

Frequency of AC signal 60 Hz

Pendulum angle target value 0 rad

Arm’s period of motion 10 s

Arm angle target values 0 to π rad

To simulate the random starting time for the transfer of the control signals,

the variable ∆ in Eq. (3.1) takes random values between 0 and TAC/2. This

prevents the noise cycle from being intentionally synchronized to the transfer

of signals during the simulation.

4.3 Numerical examples
Figs. 4.4 and 4.5 show the input and output signals for the plant in the

cyclostationary noise channel and in a stationary noise channel respectively

for one simulation trial. In both cases the same SNR γ = 4 dB and the same

packet rate Rp = 128 packets/s are considered. It can be seen that for the

cyclostationary noise channel case, the pendulum keeps itself stable and the

arm follows the motion of the reference signal throughout the duration of the

trial. However, in the stationary noise channel case it is noted that for the same

average signal-to-noise ratio and packet rate values, the pendulum falls after

10 seconds.

For Figs. 4.6 and 4.7 simulation runs of 100 s for the cyclostationary and

the stationary noise channels are executed 5000 consecutive times and the

respective pendulum fall rates are calculated. Fig. 4.6 shows the results for
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Figure 4.4 Example of pendulum angle θ[k] and arm angle φ[k] outputs and

the input reference signal Φ[k] in a cyclostationary noise channel with γ = 4

dB and Rp = 128 packets/s.

three average signal-to-noise ratio values that are individually tested while the

packet rate varies. Fig. 4.7 shows the results for three packet rate values that

are individually tested while the average signal-to-noise ratio varies from 0 dB

to 6 dB.

In Fig. 4.6 it can be seen that in the cyclostationary noise channel case for

example, when γ = 0 dB, the pendulum stops falling at Rp = 1024 packets/s.

However, in the stationary noise channel case, the pendulum falls regardless

of how high the packet rate may be. It is clearly demonstrated that the perfor-

mance in the cyclostationary noise channel is better as the pendulum presents

lower fall rates in all cases. The reason for this is that the plant used in this

system has a response that is relatively slow compared to the noise power vari-

ations in the power line case. This is proved by the fact that even with a slow

data rate such as 8 packets/s, the pendulum can still be kept under better con-

trol in the cyclostationary case. These cyclic power variations are not present

in the stationary noise case, therefore if the noise conditions are high, control
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Figure 4.5 Example of pendulum angle θ[k] and arm angle φ[k] outputs and

the input reference signal Φ[k] in a stationary noise channel with γ = 4 dB

and Rp = 128 packets/s.

signals simply cannot go across the channel and this is a steady condition.

In Fig. 4.7 improvements can be seen for the three different values of Rp

as γ is increased in the cyclostationary noise channel case. For example, for

the Rp = 32 packets/s curve, the fall rate starts dropping at γ = 2 dB for the

cyclostationary noise channel case, whereas it starts dropping at γ = 3 dB in

the stationary noise channel case.

To confirm and summarize what has been found up to this point, in Fig. 4.8

it can be seen what occurs if the offset variable ∆ in Eq. (3.1) is varied from 0

to ∆t = TAC/2. The tests were carried out for a packet rate Rp = 8 packets/s

and average signal-to-noise ratio conditions of 0, 2, and 4 dB. When the offset

is 0.5∆t the performance is worst for every γ. The reason for this is that at

this value of ∆ the information is sent exactly at the middle of the noise power

cycle, when the noise and therefore the packet loss rate is highest. On the

other hand the performance improves when the offset is close to 0 or close

to ∆t. At these two values of ∆ noise is at its lowest levels since these values
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Figure 4.6 Pendulum fall rate for stationary and cyclostationary noise chan-

nels with varying packet rates.

mark the beginning and end of the noise power cycle. These two facts confirm

that there are times at which the signals can be sent with little errors and times

at which it is practically impossible to successfully transmit the signals, and

such behavior is periodic.

To investigate what happens under conditions in which γ > 4 dB the cor-

responding tests were performed and included in Figs. 4.9 and 4.10. In these

figures it can be observed that, when γ is approximately above 5 dB, the be-

havior under stationary noise conditions begins to improve at a higher rate

than the behavior under cyclostationary noise conditions. This is also evident

in Fig. 4.6 as a sudden flip in the behavior of the curves can be seen for the case

in which γ = 6 dB, and in Fig. 4.7 it can be observed for all curves for values

approximately above 4.5 dB. This is due to the fact that for higher signal-to-

noise ratio values (lower pendulum fall rates), the impulsive components and

high noise instants of the cyclostationary noise dominate the behavior. On the
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other hand, for values lower than 5 dB, the instants of low noise dominate the

behavior.

4.4 Summary
In this chapter shows the way in which control signals are transferred

through the feedback control system considered in this work. The various

interactions between the transfer rate of signals and the type and level of noise

affecting the signals was studied. It was observed that in effect, the cyclosta-

tionary noise environment presents an advantageous situation for the case in

which SNR is relatively low. This is an advantage that may be exploited to

improve control performance in a system that uses PLC. In the following two

chapters this will be further explored.
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Chapter 5

Improvement of single machine
control using narrowband
PLC[41],[42],[43]

In PLC the attenuation and noise both present cyclostationary features that

may be exploited to improve the control for a single machine. In this section

a predictive control method is applied to achieve this purpose. Taking advan-

tage of the low noise instants additional predicted information is sent to the

plant for use when the high levels of noise cause loss of information. In an

ideal situation, the presence of disturbance in the plant is disregarded and the

predicted commands can have a very high accuracy (not perfect if the errors

in the channel are still being considered). However the accuracy of predictive

control is limited by the presence of disturbance in the plant and this is also

shown in this chapter.

5.1 Feedback Control System
Fig. 5.1 shows a general layout of a discrete-time feedback control system

with power line channels as its feedback loop. In the system, the discrete-

time control information u[k] is sent from the controller to the plant and the
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Figure 5.1 Block diagram of a discrete control system with a power line as a

feedback loop.

discrete-time state information x[k] is fed back from the plant to the controller

(both in form of packets). The packets are sent every Ts at time t = kTs

and the sampling index k is a non-negative integer. In Fig. 5.1, TX denotes

a transmitter and RX is a receiver. If there are no errors in the PLC channel,

the output of RX on the plant side û[k] is identical to u[k] and the output of

RX on the controller side x̂[k] is x[k]. If there is at least a one-bit error in

a packet, RX discards the packet and estimates substitutional information as

described in section 5.3. The vector w[k] represents the plant disturbance.

Such a disturbance is thought to be a mechanical vibration, friction in the

actuator, and inaccuracy of the sensors for example.

As an example of the plant, a rotary inverted pendulum is employed. The

basic structure of the rotary inverted pendulum with continuous-time inputs

and outputs is shown in Fig. 2.5. The pendulum’s rod mass is defined as mp,

and the rod’s length is defined as L. The pendulum’s arm length is r and the

arm’s central moment of inertia is defined as Jb. In Fig. 2.5, θ(t) is defined

as the pendulum angle and φ(t) is defined as the arm angle. The objective of

the control is to make θ(t) and φ(t) follow the reference vector function r(t).

In order to achieve this objective, the controller calculates the necessary input

value, or the voltage to the motor u(t).
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5.2 Power line channel considerations
In general, PLC channels present cyclic features in both the noise and the

attenuation, which are synchronous to the AC mains voltage [6],[25]. There-

fore PLC shows a cyclic variation of its bit error rate (BER) and consequently

of its packet error rate (PER). For simplicity, the noise is assumed to be the

dominant factor for the cyclic features of communication quality and that its

SNR is 1/σ̂2(t) where σ̂2(t) is the noise power as a time function. The SNR

is also assumed to be constant throughout the duration of each packet. Under

the above assumption the model presented in Chapter 3 for the PER is derived

and is described in Eq. (5.1) where the BER is Eq. (5.2) and the noise power is

Eq. (5.3) based on the noise model of [25]. In this case notice that the packet

index n has been replaced by the sampling index k and the packet perdiod Tp

was replaced by the sampling period Ts. It is also worth mentioning that ∆

from here on is considered to be zero so it has been eliminated in Eq. (5.3).

Pe[k] = 1 − (1 − Pb[k])`p (5.1)

Pb[k] =
1
2

(
1 − erf

(√
γ

σ̂2(kTs)

))
(5.2)

σ̂2(t) =
L−1∑
`=0

A`| sin(2πt/TAC + θ`)|n` . (5.3)

TAC is the period of the mains voltage, and its value is 1/60 s.
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5.3 Feedback Control without and with Predic-

tive Control

5.3.1 Conventional Feedback Control without predictive

control

The algorithms for the conventional method are summarized as follows. At

the plant side, the estimated control signal û[k] is represented as:

û[k] =

 u[k] no packet loss

0 otherwise
. (5.4)

This estimated signal û[k] is input to the plant and at the next transmission

instant t = (k + 1)Ts, the state information x[k + 1] is sent back as packets to

the controller and is received as an estimated state information signal x̂[k+ 1].

At the controller side the estimated state information signal x̂[k + 1] is given

by:

x̂[k + 1] =

 x[k + 1] no packet loss

Adx̂[k] + Bdu[k] otherwise
. (5.5)

Details on the vectors Ad and Bd are shown in chapter 2.

In Fig. 5.2 a simple case in which the signals are sent only during instants

of low noise at a packet rate Rp = 1/Ts = 120 packets/s is shown. Fig. 5.3

illustrates the case in which the packet rate is doubled to Rp = 240 packets/s.

In Fig. 5.3 the transmission of packets during both high and low noise instants

can be observed. These packet rate values have been deliberately chosen to

match the cyclic features of noise. In this model packet transmission delays

are not considered, therefore the arrows that represent packet transmissions

are perfectly vertical.
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Figure 5.2 Conventional control method (low packet rate).

5.3.2 Proposed method with predictive control

Fig. 5.4 shows the behavior of the proposed system. As in Fig. 5.3, con-

trol is carried out every Ts = 1/240[s]. However, in the proposed system no

transmissions are carried out during the instants in which Pe[k] is large, in

other words, when k is an odd number. On the other hand, when k is an even

number, the controller sends u[k] and also

ũ[k + 1] = −Kd (Adx̂[k] + Bdu[k] − r[k + 1]) (5.6)

which is the predicted control information for the time instant k+ 1 calculated

from a mathematical model, at the same time. In Eq.(5.6), the term Adx̂[k] +

Bdu[k] represents the predicted state information for instant k + 1. r[k + 1] is

the future value for the reference signal r[k] at instant k + 1. In this work it

is assumed this future value can be known or determined by the user. In this

manner, the transmission rate is 120 packets/s as in Fig. 5.2.

In this proposed system with a predictive control scheme, when k is even,

its behavior is similar to that of the conventional scheme. However, when k

is odd, the plant will either use the pre-calculated and previously sent next-

sample value ũ[k + 1] or 0. The algorithms are summarized as follows. In
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the plant, the estimated control signals û[k] and û[k + 1] where k is an even

number, are represented as follows:
û[k] =

 u[k] no packet loss

0 otherwise

û[k + 1] =

 ũ[k + 1] no packet loss at instant k

0 otherwise

. (5.7)

The estimated signal û[k] is input to the plant and the state information x[k]

is sent back as packets to the controller also only when k is an even number.

Similarly at the controller the estimated state information signal x̂[k] where k

is an even number, is given by:
x̂[k] =

 x[k] no packet loss

Adx̂[k − 1] + Bdu[k − 1] otherwise

x̂[k + 1] = Adx̂[k] + Bdu[k] always

. (5.8)

5.4 Numerical Examples
In this section computer simulation methods and physical parameters for

the conventional and the proposed methods are the same as in Section 4.2.
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The simulation parameters for this Section are given in Table 5.1.

In Fig. 5.5 the bound-output stability of the system is tested by rating how

many times the pendulum falls out of the given |θ[k]| > π
6 range for the con-

ventional control method and the proposed predictive control method. The

tests were carried out against various levels of average signal-to-noise ratio γ

and plant disturbances w[k] (for more details on w[k] see Chapter 2) of vari-

ance values: σ2
dist = 10−4 for the high disturbance level, and σ2

dist = 10−5 for

the low disturbance level. The simulation trials were repeated 1000 times and

each trial lasted 20 seconds.

From Fig. 5.5 it can be seen that with the high level of disturbance, the

conventional method with low and high packet rates shows little difference in

performance. However, the system applying the predictive control method has

a better performance for low SNR levels. For the low disturbance level, the

conventional method fails at very low γ values, but quickly improves. How-

ever, the system with the proposed predictive control method has a virtually

perfect performance (the fall rate values lower than 10−3).

In Fig. 5.6 the accuracy of control rated as the pendulum arm Root Mean
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Table 5.1 Simulation parameters.
Meaning Value

Modulation scheme BPSK

Packet length 40 bits

Packet rates 240 and 120 packets/s

Frequency of AC signal 60 Hz

Pendulum angle target value 0 rad

Arm’s period of motion 10 s

Arm angle target values 0 to π rad

Square Error (RMSE) is tested. The system applying the conventional method

of control for both low and high packet rates, in general showed little differ-

ence in performance, regardless of the level of disturbance. However, even

with the high level of disturbance, the proposed predictive control method

showed a better performance under low SNR levels. Under the low distur-

bance level, the accuracy of the proposed predictive control method was better

for low γ values.

It can be seen how in both Fig. 5.5 and in Fig. 5.6 the conventional and

proposed schemes have a performance floor. This is due to the fact that the

plant disturbance w[k] limits the improvements that can be achieved with bet-

ter SNR levels. This tendency is shown as the values of plant disturbance

variance σ2
dist are decreased. In Fig. 5.7 the RMSE is evaluated for the pre-

dicted control information ũ[k + 1] for high and low disturbance levels. The

horizontal axis represents varying values of average SNR. It can be seen how

the level of plant disturbance w[k] greatly affects the accuracy of ũ[k + 1]

and sets a performance floor that limits accuracy improvements after a certain

SNR value.
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Figure 5.5 Evaluation of the pendulum fall rate for the conventional and pro-

posed methods with varying average SNR γ and disturbance levels of variance

10−4 and 10−5.

5.5 Summary
In this chapter it was shown how the cyclostationary features of noise can be

exploited to improve the control performance of a single machine under low

SNR conditions. The predictive control scheme was proven to excel at low

SNR conditions in contrast to conventional methods with low and high data

transmission speeds. This is due to the fact that at low SNR conditions, the

delivery of correct commands in the conventional method is greatly impaired

by the noise in the channel. However in the predictive method case, deliv-

ery of correct information is assured even at low SNR conditions. At high

SNR conditions, the conventional methods proved to have little difference be-

tween them in the case of stability and they are both better than the predictive

method when it comes to accuracy. This is mainly due to the fact that even
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at high SNR conditions, the accuracy of the predictive method is still affected

by the presence of plant disturbance. On the other hand, in the case of the

conventional methods, the low noise/high SNR condition allows the delivery

of the real correct information to the plant.
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Chapter 6

Multiple machine control using
narrowband PLC[44]

The ubiquity of power lines makes them considerable for applications related

to the future smart grid and the control of machines in industrial environ-

ments [4]. For the realization of the future smart grid, communications for

continuous sensing and control of multiple devices are very important [3]. In

this research the focus is to provide improved control quality and fair medium

access for multiple machine control systems sharing a power line for the com-

munication of their control signals. There are many works on access schemes

for power line communication (PLC) systems. For example, [26] employs in-

telligent time division multiple access (TDMA) to offer broadband access to

various devices sharing home power line communications. In [27], orthogonal

frequency division multiple access (OFDMA) along with a proposed carrier-

sense multiple access and a collision-avoidance (CSMA/CA) protocol consid-

ering channel condition are applied. However, in none of the previous works,

the issue of fair medium access for multiple machine control in narrowband

power line communications has been addressed.

In this chapter, multiple machine feedback control systems sharing a power

line serving as the feedback loops between the controller and the plants are

considered. The noise and attenuation in the power line are assumed as cyclo-
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stationary [25],[38], therefore the signal-to-noise ratio (SNR) and the bit error

rate (BER) are also cyclic.

6.1 Feedback control system for multiple ma-

chines
Fig. 6.2 shows a general layout of a discrete-time feedback control system

with a power line used for its feedback loops. In this system M plants are

controlled. In the system, the discrete state information at time instant t =

kTD, xm[k] is transmitted from the m-th plant to the controller and the discrete

control information um(k+1) is sent back as packets from the controller to the

plant m at t = (k + 1)TD, where TD is a constant value, k is an integer, and

m = 1, 2, ...M. In Fig. 6.2, TX denotes a transmitter and RX is a receiver. If

there are no errors in the PLC channel, the output of RX on the plant side ûm[k]

is identical to um[k] and the output of RX on the controller side x̂m[k] is xm[k].

If at least a one-bit error occurs in a packet, RX discards the received packet

and calculates a substitute value as described in Section 6.3.1.

As an example of each plant, a rotary inverted pendulum that requires feed-

back control for its proper operation [8] is employed. Details on the pendu-

lum’s physical properties are the same as in Chapter 5, however the expla-

nation for the multiple machine case is shown below. The pendulum’s rod

mass is defined as Mp, and the rod’s length is defined as L. The pendulum’s

arm length is R and the arm’s central moment of inertia is defined as Jb. In

Fig. 6.1, θm[k] and φm[k] are defined as the angles of the pendulum and the

arm. The digital state information is denoted as:

xm[k] = [ θm(t) φm(t) θ̇m(t) φ̇m(t) ]T (6.1)

of the m-th rotary inverted pendulum at time instant t = kTD. The objective

of the control is to make xm[k] follow the reference vector function rm[k]. In
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Figure 6.1 Basic structure of the rotary inverted pendulum considered in this

work.

order to achieve this objective, the controller calculates the necessary input

value, or the voltage to the motor um[k]. Further details on the behavior of the

plant and the derivation of um[k] are given in Section 6.3.1 and in Chapter 2.

6.2 Communication Quality of Time Slots
As in Chapters 3, 4 and 5, the noise is assumed to be the dominant fac-

tor for the cyclic features of communication quality and its SNR is 1/σ̂2(t)

where σ̂2(t) is the noise power as a time function. The SNR is also assumed

to be constant throughout the duration of each packet.

Under the above assumption, in [38], the model for the PER is derived at

t = kTD in Eq. (5.1) where the BER considering BPSK modulation is Eq.(5.2)

and the noise power is Eq. (5.3) based on the noise model of [25].

According to Eq. (5.1) and Eq. (5.3), the behavior in the channel theoreti-

cally repeats every TAC/2. This periodic behavior of noise and the fact that in

machine control high data rate is not such a critical factor, allow the implemen-

tation of Time Division Multiple Access to assign time slots to each machine.
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Figure 6.2 Block diagram of a discrete multiple machine control system with

a power line as the feedback loops.

This division into time slots of varying qualities is illustrated in Fig. 6.3.

Each period of cyclostationary noise is named as a frame and each frame

is further subdivided into 2M time slots, each with a different quality. The

duration of each slot is TD =
TAC/2

2M = TAC
4M . In the next sections, the assignment

of these slots will be further explained.

6.3 Medium access for multiple machine control

in PLC
After receiving x̂m[k], the controller calculates discrete control information

and sends it back to the m-th plant in the next slot as um[k+1], hence two time

slots are necessary for this pair of packets. Since each frame has 2M slots,

each machine gets a pair of slots assigned to it in each frame. This section

describes two schemes of assignment.
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6.3.1 Fixed Time Slot Assignment Scheme

In the case of the fixed time slot assignment scheme, a pair of state and

control information packets are transmitted once a frame with the fixed in-

terval 2MTD. We define the order of this pair of state and control informa-

tion packets in the frame as S . In the case of the fixed time slot assignment

scheme, S = m. We must also define the frame number f = bt/(2MTD)c and

k = 2M f + 2S . Thus if a plant sends data in the k-th slot, the next transmis-

sion is at t = (k + 2M)TD. In other words, the location of a pair of time slots

assigned to each plant is fixed in a frame in position S = m as in Fig. 6.4. In

our model we do not consider transmission delays, therefore the arrows that

represent packet transmissions are perfectly vertical.

The state information of the m-th plant is sent to the controller in the k-

th slot, then the output of RX on the controller side, or the estimated state

information signal is given by:
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x̂m[k] =


xm[k] no packet loss

Adx̂m[k − 2M]

+Bdum[k − 2M + 1] otherwise

. (6.2)

Details on the vectors Ad and Bd are shown in the Appendix.

After having x̂m[k] the controller calculates the control information and

sends it to the m-th plant in the (k + 1)-th slot. At the plant side, RX out-

put, or the estimated control signal is represented as:

ûm[k + 1] =

 um[k + 1] no packet loss

0 otherwise
. (6.3)

This estimated signal ûm[k] is input to the plant, at t = (k + 1)TD.

6.3.2 Cyclic Time Slot Assignment Scheme

In the case of the cyclic time slot assignment scheme, a pair of state and

control information packets are transmitted once a frame with varying inter-

vals. The frame number f and k are defined as in the fixed time slot assign-

ment scheme. However, for the cyclic time slot assignment scheme, the or-

der of the pair of state and control information packets in the frame is S =
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Figure 6.5 Cyclic time slot assignment for M machines.

mod (m + f ,M). In this way the position of a pair of time slots assigned to

each plant is cycled as shown in Fig. 6.5.

The state information of the m-th plant is sent to the controller in the k-

th slot, then the output of RX on the controller side, or the estimated state

information signal x̂m[k] and ûm[k+1] are calculated as in the fixed assignment

scheme in Eq.(6.2) and (6.3), however, the intervals between commands are

not fixed.

6.4 Numerical Examples
The control quality of the system, or in other words the ability of the plant

to keep its stability as well as to accurately follow desired values is evaluated,

to know the performance of the system.

In this the fixed and the cyclic assignment schemes are simulated and then

63



the stability and control accuracy of each system is compared. The settings

for the simulations performed are the same used in Section 4.2.

A very low value is used for the plant disturbances w[k] variance σ2
dist =

10−8. The simulation trials were repeated 50 times and each trial lasted 25

seconds.

From Fig. 6.6 it can be seen that the performance for machine 1 is better

than that of machine 2 and machine 3. Also, the performance of machine 2

is the worst among the three. This behavior is due to the fact that all ma-

chines fall under the same slots every frame, and each slot has a probability

of error that virtually repeats itself in each frame. This is caused by the cyclic

communication quality feature of PLC. From Fig. 6.7 it can be seen how the

performance of all machines is approximately the same regardless of the SNR

level. This is due to the fact that all machines make use of the slots in a fair

manner. The influence of variable intervals between control commands is not

noticeable.

In Fig. 6.8 and Fig. 6.9 the accuracy of control is rated as the Root Mean

Square Error (RMSE) of the angle of the pendulum arm that is affected by

errors in the communication channel and disturbance, against the no chan-

nel error and no disturbance case. The system applying the fixed assignment

scheme shows us that machine 2 has a very bad performance when compared

to machine 1 and machine 3. In the system applying the cyclic assignment

scheme it is seen that for low SNR values the performance for most machines

is a little worse than for machine 3 in the fixed assignment system. This is due

to the influence of the variable command timing intervals in the cyclic assign-

ment scheme. However, in this system all machines show approximately the

same behavior.
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Figure 6.6 Evaluation of the pendulum fall rate for the three machines for the

fixed slot assignment scheme for varying SNR γ.

6.5 Summary
In this chapter, the performance of a control system that is influenced by

the cyclic packet losses in power line communication channels connecting its

controller and plants, was evaluated. The fixed time slot assignment method,

showed a very bad stability performance for some of the plants in compari-

son to the cyclic time slot assignment scheme, in which all plants showed a

similar stability. In the case of the accuracy, we could see that there was an

improvement for some plants for the case of the cyclic time slot assignment

scheme, however the effect of the variable timing of the control commands is

notable. This proves that a cyclic slot assignment scheme provides fair access

to all machines, but not necessarily good quality of control.
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Figure 6.7 Evaluation of the pendulum fall rate for the three machines for the

cyclic slot assignment scheme for varying average SNR γ.
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slot assignment scheme for varying SNR γ.
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Chapter 7

Conclusion

7.1 Summary of the dissertation
In this research, the influence of packet losses in a feedback control sys-

tem using narrowband power line communication was explored. Narrowband

power line communication presents advantages such as longer propagation

distances and less interference when compared to broadband power line com-

munications. This is beneficial as it eases its application to control indoors and

outdoors (for industrial environments or the smart grid for example). How-

ever, narrowband sets limitations on the data rate which can be achieved,

therefore the efficient use of the medium is necessary. Additionally, PLC in

general presents cyclostationary features in its noise and attenuation, and such

a structure in the noise proved to be beneficial in the application of a predictive

scheme.

In this study it was proven in Chapter 4 there is indeed an advantage in the

application of feedback control in a narrowband power line environment under

low SNR conditions. At low SNR conditions, the cyclostationary environment

allows for more correct information to be delivered to the plant than in the sta-

tionary case. This fact sets a precedent for the exploitation of this feature in

Chapter 5 through the use of predictive control. Predictive control however,

presents limitations in its accuracy due to disturbances in the plant. This fact
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is unavoidable and becomes specially evident at high-SNR/high-disturbance

levels when the non-predictive methods achieve a better performance. It was

shown that from the communication viewpoint there is a limit in the improve-

ments that can be made and a more thorough cooperation with control theory

techniques is neccessary.

To extend the application of the system to reality, an introduction to multiple

machine control through PLC is presented in Chapter 6. The nature of control

signals with transmission rates which are relatively low allows for the appli-

cation of periodic Time Division Multiple Access to serve various machines.

However, the existence of different quality time slots in the cyclostationary

environment requires a fair method to offer access and good control quality to

all machines. Fair access is achieved by assigning time slots to each machine

in a cyclic fashion, unfortunately this does not necessarily assure good control

quality.

As an overall conclusion, this study proved that neither control theory by

itself nor communication theory by itself can solve all the issues of a feedback

control system which considers channel and plant disturbances. Improve-

ments from the communication viewpoint were achieved, however a clear

limit was reached and shown in Chapter 5 and again in Chapter 6.

7.2 Future developments
Throughout this work it was demonstrated that a feedback control system

which is affected by both channel and plant disturbances may require the co-

operation of both control and communication theory. From the control point

of view, the use of a more sophisticated controller may help mitigate the ef-

fects of disturbances in the plant [37]. From the communication point of view,

it was shown in Chapter 5 that there is a limit on how much improvement can

be achieved considering the presence of these plant disturbances. In Chap-
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ter 6 it was also shown that a rearrangement for the access of machines to the

communication medium is not enough to assure good control quality, however

fairness can be assured. To assure such fairness, a single-slot cyclic shifting

scheme to access the medium was proposed, however it is understood that if

the number of machines increases, a single-slot shift may not suffice. To opti-

mize this system, it is necessary to find an optimal value of slots to shift based

on the number of machines. To achieve further improvements, a more sophis-

ticated scheme integrating a better controller together with the observation of

the state of the plant to offer communication priority may be the key.
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