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Abstract 

Decentralized vehicle-to-everything (V2X) potentially supports various road traffic 
problems, like traffic accidents and traffic jams. Such V2X is applied to the crash warning 
system (CWS) to assist drivers in intelligent transportation systems (ITS) for smart 
mobility. In CWS, each node (e.g., a car or a pedestrian with V2X equipment) periodically 
broadcasts its data frames, including its location, speed, and direction. CWS warns the 
user based on its potential crash risks estimated from the received information. CWS 
requires reliable V2X communications to obtain enough frames for accurate warnings; in 
other words, the frame reception reliability of V2X plays a key role in using CWS 
practically. CWS can cover nodes in blind spots of existing sensors under the 
requirements, like radars and cameras. Thus, CWS improves mobility safety levels. 

Two decentralized V2X standards have been actively studied: dedicated short range 
communications (DSRC) and PC5-based cellular-V2X mode 4 (called mode 4). These 
protocols have random access protocols in their medium access control (MAC) layer 
without any infrastructures, like base stations. This infrastructure-less characteristic 
strongly supports CWS in the early deployment stages because communication costs with 
base stations and implementing base stations are unnecessary to use the V2X technologies 
anywhere. DSRC implements a basic random access protocol, carrier sense multiple 
access with collision avoidance (CSMA/CA), and mode 4 implements an advanced 
random access protocol, sensing-based semi-persistent scheduling (SPS). Mode 4 
provides more reliable communications than DSRC. In contrast, mode 4 commercially 
consumes higher costs than DSRC because the standard is still being developed. 
Practically, adopted technologies depend on industry requirements or every country's 
networks. For these reasons, advancing both protocols are necessary. 

However, such V2X potentially experiences a channel congestion problem. Such a 
problem occurs in crowded environments, like intersections. The problem causes frame 
collision errors more frequently than in non-congested cases, and as a result, CWS may 
fail to satisfy its CWS requirements. Some related works focused on channel congestion 
as follows. Few related works have focused on the congestion problem considering the 
number of obtained frames required in CWS; in particular, no related works have 
evaluated the performance characteristics of mode 4 under its channel congestion by 
CWS requirements. Some related works also proposed the decentralized congestion 
control (DCC) for V2X. Unfortunately, most of the existing DCC methods reduce the 
number of transmitted frames to mitigate channel congestion. The mechanism efficiently 
decreases frame collision errors but also reduces the number of received frames per node. 
As a result, no related works have essentially addressed channel congestion in the use-
cases of CWS. Mitigating channel congestion is necessary to use CWS practically. 

The author studies the channel congestion problem of the decentralized V2X in this 
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paper. To this end, the author challenges the following three contents: proposing a 
congestion control for DSRC, evaluating the performance of mode 4 under channel 
congestion in CWS, and proposing a congestion control for mode 4. The proposed 
congestion controls focus on improving the random access mechanisms without 
decreasing the number of obtained frames, unlike the existing congestion control methods. 
The author then proposes cross-layer approaches for the congestion controls, i.e., 
decentralized cross-layer congestion controls; for example, the author focuses on 
application-MAC cross-layer approaches and physical-MAC cross-layer approaches for 
the V2X standards. 

First, the author proposes a node-clustering method for DSRC, CLASES, which 
incorporates the application layer with the MAC layer. In CLASES, multiple nodes form 
a cluster, and then only each cluster head transmits frames of all the cluster members on 
behalf of members; data in frames of the members comply with estimated data from their 
past frames. The proposed method enables nodes to access the V2X channel efficiently 
and thus mitigates channel congestion. The simulation results highlighted that CLASES 
improved 27% better performance under channel congestion than the current DSRC. In 
summary, this research contributes to improving V2X performance without reducing the 
amount of information under the DSRC channel congestion through the efficient node-
clustering method for CWS use-cases. 

Second, this paper presents the performance degradation of mode 4 due to channel 
congestion. The author evaluates the performance in both fundamental and realistic node 
density, strongly related to the channel congestion. Through the simulations, mode 4 
achieved 55% lower performance than the required performance at a large intersection. 
These results supported that mode 4 needs congestion controls. In summary, this study 
contributes to revealing performance characteristics under channel congestion and 
highlighting performance degradation of the current mode 4, compared with the CWS 
requirements. 

Finally, the author proposes a method with the non-orthogonal multiple access 
(NOMA) for mode 4, called DB-NOMA, a physical-MAC cross-layer congestion control. 
DB-NOMA contains two methods. One of them is a frame relaying method using NOMA. 
In the proposed relaying method, each node broadcasts its own frame and the relayed 
frame of another node in a downlink NOMA manner. The other is a parallel transmission 
using NOMA, called SPS-NOMA. In SPS-NOMA, each node selects a spectrum resource 
based on sensing-based SPS, a suitable resource selection for NOMA. Then, multiple 
nodes simultaneously transmit their frames in an uplink NOMA manner. NOMA supports 
multiple nodes to access a spectrum resource at the same time and thus mitigates channel 
congestion. The proposed relaying method improved 94% better performance than the 
current mode 4. SPS-NOMA also boosted 38% better performance than the current mode 
4. In summary, this research contributes to proposing NOMA for the decentralized V2X 
and mitigating the channel congestion problem of mode 4 while keeping the amount of 
information. 



 

3 

 

Decentralized Cross-layer Congestion Controls for DSRC-V2X and 

PC5-based Cellular-V2X Mode 4 in Crash Warning System 
HIRAI Takeshi 

Through this paper, the author contributes to mitigating the congestion problem of 
CWS without decreasing the amount of information and extending decentralized 
congestion controls for both V2X standards to cross-layer congestion controls. First, the 
author demonstrated that the proposed methods supported more wide CWS use-cases 
without reducing the amount of information, unlike the existing DCC approach. Second, 
this paper strongly supports next-generation wireless networks, like the fifth-generation 
(5G) V2X networks, through studying advanced node-clustering method and 
decentralized NOMA. The proposed congestion controls are also expected to support 
other networks for Smart city.  
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I. Introduction 

1. Background 

Mobility and transportation have experienced various problems, including traffic 
accidents (or crashes) and road traffic jams [1]–[3]. These problems cause us to decrease 
the quality of life, like safety, relief, and comfort, in mobility and transportation. These 
problems have been seen over the world. For example, Reference [3] reported that traffic 
accidents caused 3500 deaths every day and 1.27 million deaths every year. Reference [1] 
also reported that traffic congestion caused a loss of US$2.8 billion per year economically. 
These reports have highlighted that we have faced serious problems for people over the 
world. 

2. Intelligent Transportation Systems and Vehicle-to-
Everything Communications 

For solving such various road traffic problems, intelligent transportation systems 
(ITS) [4]–[7] have actively been developed in a part of smart city. Smart city is a concept 
to introduce information and communication technologies (ICT) in various situations. In 
ITS, vehicle-to-everything (V2X) plays a key ICT role in various systems [4], like Fig. 1. 
V2X strongly advanced smart mobility. For instance, driver assistance systems improve 
mobility and transportation [8]–[12]. Autonomous driving realizes safety and comfortable 
mobility. Here, V2X includes various communications, like vehicle-to-vehicle (V2V), 
vehicle-to-pedestrian (V2P), and vehicle-to-infrastructure (V2I).  

One of the important ITS applications has been the crash warning system (CWS) with 
V2X [8]–[12]. In CWS, each node (e.g., a car or a pedestrian with V2X equipment) 
periodically advertises its state data (e.g., its location, speed, and direction) in broadcast 
mode. Each of the data is conveyed in a data frame (called a frame). After receiving 

Fig. 1   A relationship between ITS and V2X and an example of V2X. 
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frames from a node, CWS calculates a potential crash risk between itself and the node. If 
the risk is higher than a threshold, CWS warns its user, such as drivers or pedestrians. In 
CWS, V2X can detect nodes in blind spots of sensors, like cameras or radars. These 
detections boost the safety of mobility. CWS requires enough amount of information to 
detect nodes in real-time. Some works have presented the requirements about the amount 
of information [9]–[12]; specifically, CWS needs a frame reception reliability, like 10 
received frames per second for each node, or a frame reception ratio of 90% or more in 
10 transmitted frames. 

In V2X technologies, decentralized V2X plays a key role [13]–[40]. Such 
decentralized V2X supports device-to-device (D2D) communications without additional 
infrastructures, like base stations. Such decentralized V2X implements ITS applications 
earlier than centralized V2X [41] to require no additional infrastructures in wide areas. 
Decentralized V2X currently includes dedicated short range communications (DSRC) 
[13]–[21] [35] and PC5-based cellular-V2X mode 4 (C-V2X mode 4), called mode 4 in 
the followings [22]–[34] [36]–[40]. Each of these protocols has a random access protocol 
in its medium access control (MAC) layer. DSRC is one of the IEEE802.11 suites, i.e., 
wireless local area networks (WLANs). DSRC has carrier sense multiple access with 
collision avoidance (CSMA/CA) to access frequency resources. This random access 
protocol is one of the most fundamental mechanisms and supports lower implementation 
costs than other complex mechanisms. Mode 4 is an extended version of D2D cellular 
networks out of coverages of base stations, called mode 2 [42]. Mode 4 implements 
sensing-based semi-persistent scheduling (sensing-based SPS). This mechanism 
considers V2X communication characteristics to share spectrum resources, and thus, 
mode 4 has an advantage of V2X performance. Each advantage has attracted many 
researchers and engineers to study both of them. This paper also focused on each protocol 
to support its implementation cost and V2X performance; DSRC has an advantage of 
implementation costs, and mode 4 has an advantage of V2X performance. Practically, 
adopted technologies depend on industry requirements or every country's networks. For 
these reasons, the author motivates to extend both protocols in this paper. 

3. Channel Congestion Problem of Decentralized V2X  

Unfortunately, decentralized V2X potentially experienced a channel congestion 
problem. The problem occurs in crowded environments, such as intersections in urban 
areas. In such crowded environments, many nodes share a V2X channel, like Fig. 2; in 
other words, most portions of the channel are occupied. Then, both random access 
protocols yield frame collisions. At such frame collisions, a receiver fails to receive any 
frame or obtains at most a frame by capture effect [43] [44], depending on its signal-to-
interference-and-noise ratio (SINR); such frame reception errors are called collision 
errors. For example, in Fig. 2, the red car receives two frames transmitted from a blue car 
and a pedestrian near the red car, and then, the frame from the blue car has a smaller SINR 
than another frame. Due to such collision errors, CWS satisfies none of the QoS 
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requirements; in other words, the node cannot collect enough information to recognize 
other nodes accurately. As a result, CWS cannot achieve to warn its user accurately, i.e., 
warning errors. 

4. Related Works and Problems 

Many researchers have focused on channel congestion of decentralized V2X [13]–
[40], like Table 1. Some related works [13]–[16] [20] [21] evaluated the performance 
characteristics of DSRC, and other works [23]–[32] evaluated the performance 
characteristics of mode 4. These works emphasized a frame reception ratio, unlike the 
amount of information. Some works have actively studied a decentralized congestion 
control (DCC) approach to mitigate channel congestion directly. The approach mainly 
reduces the number of transmitted frames per node and thus reduces total frames in air. 
These related works effectively boost the frame reception ratio instead of decreasing the 
number of transmitted frames. For example, some works [17]–[19] focused on DCC 
methods for DSRC. The most fundamental method has been LIMRIC [17]. This method 
reduces in channel utilization metric called channel busy ratio (CBR); especially, such 
DCC suppressed only two transmitted frames per second in severe-congested 
environments. Two works [33] [34] have studied DCC methods for mode 4; mode 4 is a 
new technology, and mode 4 has had smaller related works about DCC than DSRC.  

However, these related works have lost focusing on the required amount of 
information to detect nodes in CWS; in other words, the related works supported no CWS 
requirements, shown in Table 1. As a result, the following problems of related works have 
been highlighted;  

1. The performance degradation of mode 4 considering the amount of information has 
been unknown under channel congestion, although some researchers have evaluated 
the performance of DSRC [20] [21]; 

2. Appropriate congestion controls for safety applications, like CWS, have remained 

Fig. 2   V2X communications under channel congestion. 
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unknown in both DSRC and mode 4. The existing congestion controls, i.e., DCC, 
have been unsuitable for safety applications in terms of the amount of information, 
although DCC has been suitable for non-safety applications. As previously 
mentioned, DCC forces each node to transmit only two frames per second in 
congestion environments. In this case, each receiver obtains at most two frames; in 
other words, each node a location data every 500 milliseconds. At a node approaching 
a node at the relative speed of 120 km/h (i.e., each speed of 60 km/h), the distance 
between the two nodes reduces approximately 33 m per 500 milliseconds. Thus, each 
receiver cannot recognize surrounding nodes in real-time.  

5. Challenges, Approaches, and Contributions 

This paper aims to solve the two problems of related works, pointed out in the above 
sub-section. To this end, the author challenges to study the V2X performance evaluations 
under channel congestion in CWS and study congestion controls without decreasing the 
number of transmitted frames, unlike related works. First, the author needs to reveal the 
performance degradation due to channel congestion of mode 4 using CWS in related 
works. Additionally, the author needs to study congestion control methods for DSRC and 
mode 4 in the MAC layer instead of decreasing the traffic load proposed in related works. 
The challenges in this paper are summarized as follows;  

1. The author studies a congestion control for DSRC for CWS to solve the problem-2 
of DSRC; 

2. The author investigates the performance characteristics of mode 4 under channel 
congestion in the use-cases of CWS to solve the problem-1;  

3. The author studies a congestion control for mode 4 for CWS to solve the problem-2 
of mode 4. 

Table 1  Related works of performance evaluations and proposed congestion 
controls for both V2X protocols. 

V2X protocols Contents Amount of Information Related works 

DSRC 
Evaluations 

Unsupported [13]–[16] 
Supported [20] and [21] 

Proposing 
congestion control 

Unsupported [17]–[19] 
Supported Nothing 

Mode 4 
Evaluations 

Unsupported [23]–[32]  
Supported Nothing 

Proposing 
congestion controls 

Unsupported [33] and [34] 
Supported Nothing 
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To approach the above challenges, the author evaluates the performance 
characteristics of mode 4 and introduce cross-layer technologies for efficient random 
access protocols, like [35]–[40]. In particular, this paper strongly focuses on the new 
cross-layer congestion controls, considering the characteristics of CWS. Cross-layer 
approaches incorporate the MAC layer with other layers, including their physical layer or 
application layer. The approaches enable the MAC protocol to share the channel 
efficiently.  

For DSRC, the author proposes an application-MAC cross-layer approach [35] to 
keep an advantage of its low-complexity random access mechanism, as stated in the above 
section. The approach is a node-clustering method, named CLustering Algorithm with 
meSsage EStimation (CLASES) [35]. In CLASES, multiple nodes create a group (cluster). 
Only each cluster head in the cluster transmits frames of all the group members, including 
frames of the head on behalf of the members; then, the head estimates its members’ data 
based on their past data. The key idea efficiently reduces the number of competitive nodes 
accessing spectrum resources. Thus, the method reduces frame collisions and mitigates 
channel congestion while keeping the MAC mechanism. 

For mode 4, the author proposes a physical-MAC cross-layer approach [37] [38] [40] 
along to an advantage of V2X performance supported by the enhanced communication 
mechanism. In the approach, the random access protocol has the power domain non-
orthogonal multiple access (called NOMA); specifically, the author proposes a concept 
of decentralized broadcast NOMA (DB-NOMA) [38]. DB-NOMA has the following two 
methods with NOMA: a frame relaying method with NOMA (RM) [38] and a parallel 
transmission method with NOMA (PTM or also called SPS-NOMA) [37] [38] [40]. 
NOMA has two types of existing cellular networks: uplink NOMA (UL-NOMA) and 
downlink NOMA (DL-NOMA). DB-NOMA includes both types. RM is based on DL-
NOMA, and SPS-NOMA is based on UL-NOMA. DB-NOMA allows a node to receive 
multiple frames in a spectrum resource at the same time. The characteristic converts 
negative impacts due to frame collisions to positive impacts on V2X performance and is 
expected to mitigate channel congestion. In summary, the author focuses on the following 
approaches and presents the following contributions; 

1. The author proposes a node-clustering method with location estimation, CLASES, 
for DSRC [35] in Section III. The new clustering approach provides an efficient 
random access protocol and thus mitigates the channel congestion problem without 
decreasing the amount of information; 

2. The author evaluates the performance characteristics of mode 4 under channel 
congestion in CWS through simulations [36] [39] in Section IV. Through these 
performance evaluations, the author highlights the disadvantage of the current mode 
4 under channel congestion and the difference between the performance and the QoS 
requirements; 

3. The author proposes two NOMA methods with a frame relaying mechanism and a 
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parallel transmission mechanism for mode 4, called DB-NOMA [37] [38] [40] in 
Sections V and VI. The proposed methods successfully receive multiple frames in a 
slot and contribute to mitigating the channel congestion problem without reducing 
the number of transmitted frames.  

The following sections are organized as follows. Section II shows related technologies 
(i.e., the current decentralized V2X standard protocols and the system model of CWS) 
and related works about this paper. Section III shows DSRC performance evaluation 
under channel congestion and describes a congestion control protocol, named CLASES, 
based on a node-clustering method. Section IV shows mode 4 performance evaluation 
under channel congestion. Section V introduces DB-NOMA for mode 4 and mainly 
focuses on the RM in the DB-NOMA. Section VI introduces SPS-NOMA or PTM in the 
DB-NOMA at the detail and confirms the performance characteristics. Finally, Section 
VII concludes this thesis. This paper is based on my three published open access papers 
[35]–[37] and my published conference paper [38]. The second and third papers give me 
their copyrights. Additionally, I denote the following copyrights to reuse the first paper 
[35] and conference paper [38]; © 2019 IEEE. Reprinted, with permission, from T. Hirai 
and T. Murase, Node Clustering Communication Method With Member Data Estimation 
to Improve QoS of V2X Communications for Driving Assistance With Crash Warning, 
Mar. 2019, and © 2019 IEEE. Reprinted, with permission, from Takeshi Hirai and Tutomu 
Murase, NOMA Concept for PC5-based Cellular-V2X mode 4 in Crash Warning System, 
Sep. 2019. In reference to IEEE copyrighted material which is used with permission in 
this thesis, the IEEE does not endorse any of Nagoya University's products or services. 
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II. Related Technologies and Related Works 

This section shows related technologies, i.e., decentralized V2X protocols and CWS, 
and related works for this paper. This section highlights the problem of these related 
works and the novelty of this paper. The following subsections provide related works of 
node-clustering methods, performance evaluations of mode 4 under channel congestion, 
and power domain NOMA in this order. 

1. Decentralized V2X Standard Protocols 

The current decentralized V2X standard protocols are divided into the following two 
protocols: DSRC and PC5-based C-V2X mode 4. Each protocol has a random access 
protocol. DSRC uses a basic CSMA/CA protocol. In contrast, mode 4 uses sensing-based 
SPS, which is different from the CSMA/CA protocol. In the following subsections, I 
briefly describe these protocols. These V2X protocols are typically deployed in broadcast 
networks and then have no acknowledgment (ACK), unlike unicast networks. Based on 
the characteristics, these protocols support no retransmissions. 

A) DSRC 

DSRC uses IEEE802.11p in its MAC layer protocol [13]–[15]. IEEE802.11p is based 
on IEEE802.11a. Unlike IEEE802.11a, IEEE802.11p can use a lower data rate, i.e., 3 
Mbps. IEEE802.11p complies with the basic CSMA/CA protocol, or distributed 
coordination function (DCF). This protocol tries to prevent nodes from using the busy 
channel by the following two steps. The first step is to sense the carriers. The step explores 
non-busy channels based on the received signal power. In the step, each channel is sensed 
during a pre-defined time, called DCF inter frame space (DIFS). At the sensing, its 
received power is lower than a pre-defined threshold, and then the process regards the 
channel as a non-busy channel. The second step is to wait back-off time associated with 
a contention window selected at random. This contention window is lower than sixteen 
to suppress the latency due to waiting time. 

B) PC5-based C-V2X mode 4 

Mode 4 has an extended random access protocol, sensing-based SPS [22]–[25]. The 
protocol is more complicated than the CSMA/CA protocol. Mode 4 does not require any 
base stations to communicate with the other nodes, unlike other C-V2X standards such 
as Uu-based C-V2X and PC5-based C-V2X mode 3 (called mode 3) [41]. In the Uu-
based C-V2X, each node must negotiate the transmission slots with a base station before 
transmissions. Subsequently, the node transmits data to the base station once, and then 
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the base station transmits the data to the other nodes. In contrast, mode 3 and mode 4 use 
PC5 interfaces to transmit data, i.e., sidelink. Fig. 3 shows a comparison between the 
characteristics of mode 4 and mode 3. Mode 3, the right figure in Fig. 3, requires 
negotiation for a transmission slot but directly transmits data through sidelink. In mode 
4, the left figure in Fig. 3, each node autonomously selects a transmission slot and directly 
transmits data in the slot [22]–[25]. In summary, mode 4 has no additional infrastructures 
and no control signals, unlike mode 3; it reduces communication costs compared to the 
other C-V2X standards. We explain the algorithm of mode 4 as follows. 

For communications without base stations, each node executes Sensing-based SPS, a 
new random access protocol. Sensing-based SPS has two different features from 
CSMA/CA as follows: 

 Slot selection based on history: For selecting a good slot for the transmissions, 
each node uses the history of past slot utilization and estimates the interference 
of each future slot. The history includes the sensing information of all the slots, 
despite transmitting or not; that is, each node senses all the slots. This sensing 
information includes the received signal, the remaining number of slot utilization 
[23] (related to the next feature), and others. 

 Semi-persistent slot utilization: For boosting the above estimation accuracy of 
the interference pattern, each node uses the same slot in a semi-persistent manner; 
in other words, each node successively uses the same frequency resource at 
specific times. 

The basic procedure of the Sensing-based SPS has seven steps. The first four steps 
reduce the candidate slots using some carrier sensing mechanisms (Step 1–4). Specifically, 
each node filters the estimated slots with high interference in Steps 2–4. The last three 
steps operate successive transmissions (Step 5–7). We describe the steps in the following 
paragraphs. 

Fig. 3   The characteristics of mode 4, as compared to mode 3. 
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Step 1. Initialization: When a frame is generated, each node initializes a set of 
candidate slots, 푆 . The initial set includes all the slots during the selection window—as 
shown in the right part of Fig. 4. The selection window is during a transmission interval 
i, e.g., 100 milliseconds for ten frames/s, which is after its generated time 푡   of the 
periodic frames. In contrast, the sensing history includes all the slots during the sensing 
window—as shown in the left part of Fig. 4. As shown in Fig. 4, the length of this window 
is standardized at 1000 milliseconds.  

Step 2. Filtering 1 (half-duplex): In this step, each node excludes non-sensed 
candidate slots during the sensing window from the initial set 푆 . For example, each node 
cannot receive frames in the transmission slot. In these non-sense slots, nodes cannot infer 
the slot usage from the past slots due to the half-duplex. The updated 푆  passes to the 
next step. 

Step 3. Filtering 2 (Reference Signal Received Power (RSRP)): In this step, each 
node excludes specific candidate slots by the RSRP conditions from 푆  . The RSRP 
conditions are as follows; 

 The first condition is that one or more nodes reserve the candidate slot in the 
sensing window. Each node refers to the remaining number of sensing 
information in the past slot. Note that the frame must be decoded successfully. 

 The second condition is that the RSRP of the above slots, reserved by the other 
nodes, is higher than the threshold. Note that when the same transmitter reserves 
a transmission slot, the RSRP of the most recent slot is used. 

From these two conditions, each node can exclude the candidate slots with 

Fig. 4   The illustration of the sensing window and selection window. 

Fr
eq

ue
nc

y

・・・

Selection window
(1 transmission interval i) 

(↑ variable)

・・・・・・ ・・・

Time

Sensing window
(1000 milliseconds)

Periodic frame generated timePeriodic frame generated time

푡



 

21 

 

Decentralized Cross-layer Congestion Controls for DSRC-V2X and 

PC5-based Cellular-V2X Mode 4 in Crash Warning System 
HIRAI Takeshi 

deterministically high interference in this step. Fig. 5 illustrates an example of Step 3. In 
Fig. 5, in the three past slots, the nodes reserve a candidate slot of time t. This step is 
iterated until the size of 푆  becomes 20% or higher of the initial size in order to ensure 
that a sufficient amount of candidate slots are handed over to the next step. With each 
iteration, the RSRP threshold is reduced by 3 dB of the standard.  

Step 4. Filtering 3 (Received Signal Strength Indicator (RSSI)): Each node 
excludes the candidate slots based on the average RSSI over the corresponding past slots. 
The corresponding past slots are defined as the slots traced back with the transmission 
interval from the candidate slot in the sensing window. Fig. 6 is an example of a node 
calculating the average RSSI. Then, an individual node puts the N top of the slots with 
the lowest average RSSI into the new set (푆 ). The N is standardized as the value of 20% 
of the number of slots. This step estimates the interference, although the nodes cannot 
fully identify the interference. In other words, the nodes exclude the candidate slots with 
the estimated-high interference.  

Step 5. Random Selection: Each node randomly selects a transmission slot from 푆 . 
This random selection prevents several nodes from selecting the same slot. 

Fig. 5   The abstract image of the RSRP mechanisms at time 푡 .  
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Step 6. Configuration: Each node randomly sets a reselection counter from a pre-
defined range. Nodes reduce the counter by one every transmission. The node 
successively uses the same slot selected in Step 5 until the reselection counter becomes 
zero. The random selection of the counters is effective in avoiding simultaneous 
reselections with other nodes. As a result, the possibility of the node selecting the same 
slot with other nodes is decreased. 

Step 7. Successive transmissions and Reselection: Each node successively uses the 
selected slot and probabilistically reselects the next slot after the reselection counter 
becomes zero. The node returns to Step 1 at a probability, called resource keeping 
probability. The probability is pre-defined in the range of 0–0.8; otherwise, each node 
maintains and uses the same slot. 

2. Crash Warning System  

A)   How to Warn 

In CWS, each node advertises (broadcasts) its own state data periodically and 
calculates the crash risks in the near future (i.e., potential crash risks), based on the 
obtained state data from other nodes. Fig. 7 shows an example of a warning in CWS. The 
left illustration shows a periodical advertisement phase, and the right illustration shows a 
calculation phase. 

In the periodical advertisement phase, each node broadcasts a frame, including its 
own state data in every transmission period. Each data includes the node’s location, speed, 
direction, time, and other information related to its mobility. The data can be obtained 
from some sensors, such as GPSs and gyro sensors. In Fig. 7, node-A broadcasts its own 
state data to notify other nodes of its existence.  

In the calculation phase, CWS calculates the node’s potential crash risks in every 
received frame. Such a frame contains a node's location information, called node-A, and 
thus, CWS enables to calculate node-A's future location based on the physics laws. From 
the future location, CWS calculates such risks between the node-A and the node with the 
system. If the risks are higher than a pre-defined value, which depends on CWS, the 
system warns the user, such as the driver or pedestrian, with V2X equipment. In Fig. 7, 

Fig. 7   The procedures of CWS: broadcast to surrounding nodes and warn the users. 
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the node-B detects the potential crash risks with node-A from the obtained frame and 
warns the driver. The warned driver may apply the break or operates the handle to avoid 
potential crashes. Note that this paper does not focus on the detailed calculation ways. 

B) QoS Requirements 

CWS has the following three QoS requirements to detect potential crash nodes, which 
are likely to collide with other nodes. Fig. 8 illustrates an outline of the QoS requirements 
for the node-B to detect the node-A. Note that CPU processing is out of this paper’s target. 

Frame reception reliability: Potential crash nodes must receive frames at high 
reliability. The reliability is measured as either the following two metrics: the number of 
received frames or frame reception ratio (FRR). For the first metric, each potential crash 
node needs to meet ten frames/s from the corresponding potential crash nodes. Reference 
[10] standardizes the number of transmissions to 10 frames/s. This paper interprets this 
specification as a requirement concerning the number of received frames because 
receiving all of the transmitted frames is typically necessary and important in warning of 
potential crashes; namely, the nodes need to obtain enough information to predict their 
future location in a real-time manner accurately. In Fig. 8, the node-B needs to receive at 
least ten numbers of the node-A’s frames per second. For the second metric, each 
potential crash node needs to satisfy a reception ratio of 90% or more at ten transmitted 
frames or more per second [11]. As well as the first metric, in Fig. 8, the node-B needs to 
receive frames from node-A’s frames at a higher ratio than 90%. 

Warning period: CWS can safely warn the user during this period. A guideline of the 
period [9] is during 2.5–9.5 s before potential crashes, i.e., during a time-to-crash within 
2.5–9.5 s. In the guideline, the final warning opportunity is a time-to-crash of 2.5 s. For 
the opportunity, each potential crash node needs to satisfy the frame reception reliability 
during 2.5–3.5 s before its potential crash; for example, in Fig. 8, the node-B needs to 
detect the node-A during this final period at least. This requirement is reflected in the 
communication distance between potential crash nodes in our simulations. Such a longer 
distance decreases frame reception reliability more significantly. This paper does not 
focus on CPU processing time in the calculation phase and signal processing time. 

Table 2  QoS Requirements of the CWS 
Requirements Required values 

Frame update frequency 10 Hz or more [11] 
(Every 100 milliseconds) 

Frame reception reliability (a) number of received frames: 10 or more [10] 
(b) FRR: 90% or higher [11] 

Warning period 2.5–3.5 seconds [9] 

Maximum end-to-end latency 100 milliseconds [12] 
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Configuring the warning period depends on individual differences of braking actions, 
including driver reaction and breaking, and thus, the guideline also tolerates such 
individual differences. This paper ideally assumes that such processing occupies enough 
short time for the individual differences through the above discussions. 

Maximum end-to-end latency: Each data frame must reach the network layers of nodes 
within 100 milliseconds from generating the data [12] to guarantee the age of information. 
This paper focuses on only queueing latency because the latency mainly tends to be the 
most dominant to end-to-end latency in other kinds of contained latency, like signal 
processing latency, serialization latency, and propagation latency. The other latency is 
typically much smaller than queueing latency. End-to-end latency limits selecting 
transmission resources, especially for retransmissions, like relaying or transmitting by 
cluster head in node-clustering methods. Each frame regulates the latency requirement in 
our simulations. 

In summary, according to the three QoS requirements, each potential crash node must 
satisfy requirements (a) or (b) for frames from the corresponding potential crash nodes 
during 2.5–3.5 s before the potential crashes. To link these requirements and the degree 
of channel congestion, the author introduces a node accommodation capacity (NAC). 
NAC is the maximum number of nodes in the communication range when the potential 
crash nodes can satisfy these requirements. On average, the system can warn accurately 
when the number of nodes in the communication range is equal to or less than NAC. It is 
necessary to increase the NAC related to various factors, such as node density. 

Fig. 8   An abstract image of the QoS requirements of CWS for the node-B to 
detect the node-A. 
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3. Related Works, Challenges, and Approaches 

A)   CLASES 

 Related Works of Node-clustering Methods 

The conventional cluster-based methods usually use intracluster communications and 
intercluster communications. Fig. 9 describes an algorithm of typical conventional 
cluster-based methods. At first, by using intracluster communications, cluster heads 
collect data that the members wish to transmit (Fig. 9 (a)). After collecting all the data, if 
necessary, the data are compressed or fused with the other members’ data, and then by 
using intercluster communications, the heads transmit the data on behalf of the members 
(Fig. 9 (b)). Note that the methods provide the following effects: interference mitigations 
by spatial reuses, routing overhead suppressions, hierarchical controls, and data 
compressions (fusions) in local nodes. 

In conventional methods, intracluster and intercluster communications have been 
assigned to the different communication channels by time, frequency (spectrum), codes, 
and space. If clusters execute both of the communications on the same channels, the 
communications interfere with each other. Of course, there are methods for which the 
communications are executed on the same channel to obtain the above other gains rather 
than interference mitigation gains. Here, this section does not focus on the methods that 
obtain the other gains. 

In methods that divide a bandwidth into intracluster communications and intercluster 
communications by time, each communication is assigned to different time slots. One of 
the methods has been proposed in [45]. The authors proposed a method that some heads 
cooperatively transmit their data through intercluster communications. The 
communication quality improves for time diversity gains. 

The methods also allocate the two communications to different spectra. CBMMAC 
has been proposed as a TDMA-based medium access control [46], which assumes to use 
the multichannel of DSRC. Moreover, the approaches can effectively utilize multiple 
spectra and assign them to different channels. Thus, the methods are effective in data 
dissemination and Internet access. In [47]–[50], the authors also have proposed hybrid 
systems that use several wireless spectra; in other words, the authors added spectrums, 
like 4G and IEEE802.11p.   

In methods that add bandwidth by codes, clusters use the different codes from each 
other. Thus, intracluster communications provide no interference with intercluster 
communications. The methods are usually used for saving the energy of sensor nodes in 
wireless sensor networks. In the networks, sensor nodes transmit data to sink nodes but 
are usually far away from sink nodes, so sensor nodes consume large transmission 
energies. The most popular method is LEACH (low-energy adaptive clustering hierarchy) 
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[51]. To obtain larger energy savings, LEACH has been improved [52]–[57]. 

In methods that divide the bandwidth into two communications by space, clusters can 
make spatial reuses by capture effects, as long as nodes do not need to obtain data 
transmitted from other clusters. In other words, nodes can more correctly receive their 
intracluster communications than intercluster communications. In the methods, 
researchers have focused on forming stable clusters. To form stable clusters, even in 
environments where nodes move dynamically, MOBIC has been proposed [59]. In the 
method, nodes whose relative locations are close to each other make a cluster. The 
following methods have managed clusters by using more complicated metrics of mobility 
(speed, direction, lane, and so on) than those of MOBIC [60]–[63]. 

 Challenge, Approach, and Contribution in Section III 

The above conventional cluster-based methods include either of the following 
disadvantages in CWS. 

 Existing methods consume frequency or time resources to divide the bandwidth into 
an intracluster channel and an intercluster channel. CWS data are exchanged on the 
channel for intercluster communications, but the channel becomes narrow. As a result, 
the number of accommodated nodes is limited. 

 Existing methods use additional bandwidth to separate intracluster and intercluster 
channels. These methods use codes or add spectrums and thus require costs to add 
bandwidth. 

 Existing methods efficiently reuse spaces to separate bandwidth of intracluster and 
that of intercluster communications. These methods are unsuitable for CWS because 
all clusters must listen to data transmitted from other clusters in CWS. Therefore, 
each member cannot conduct intracluster communications and intercluster 
communications in parallel.  

To solve the above problems, the author proposes a new cluster-based communication 
method, CLASES [35], which suppresses smaller traffic loads for intracluster 
communications than existing methods. In the proposed method, cluster heads estimate 
the members’ data and never regularly collect them. Members just broadcast their own 
data to correct data that the heads transmitted on behalf of the members. The idea allows 
each cluster to execute intracluster communications if necessary and thus enhances the 
quality of intercluster communications at a low cost. Section III presents the procedures 
and evaluates the performance while considering the impacts of various parameters. 
Finally, the contributions of Section III are as follows: 

 The author proposes a new cluster-based method with a member’s data estimation 
mechanism. The proposed method can suppress interference between intracluster 
communications and intercluster communications at a low cost and thus access 
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spectrum resources efficiently; 

 The author significantly increases the NAC of the current DSRC in CWS through 
computer simulations. The simulation results mitigate the congestion problem 
without decreasing the number of transmitted frames. 

B) Performance Evaluations of Mode 4 in CWS under 
Channel Congestion 

 Related Works of Performance Evaluations of Mode 4 

Table 3 summarizes the existing works related to mode 4 [23]–[40]. Some works 
[23]–[32] evaluated the performance of PHY, MAC, or the application (such as 
cooperative awareness and platoon) layers of mode 4 rather than the performance in use-
cases of CWS using mode 4. Our previous works [38]–[40] focused on the performance 
of mode 4 in CWS but did not cover feasibility. The following paragraphs briefly show 
the related works. 

Some related works have focused on the performance of mode 4 in the PHY and MAC 
layers. The work in Reference [23] summarized the mechanism of mode 4. In Reference 
[23], the authors evaluated the packet delivery rates of the distance between a transmitter 
and a receiver. The study in Reference [24] simulated the performance of some mode 4 
configuration parameters for slot selection. In Reference [25], the authors mathematically 
analyzed the performance of mode 4 in terms of the error and the distance between a 

Fig. 9   The algorithm of the conventional cluster-based method. 
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transmitter and a receiver. Reference [26] simulated the performance of mode 4 for frame 
sizes. In References [27] and [28], the authors also simulated the performance of mode 4 
for its key configuration parameters. The work in Reference [29] enhanced the 
mechanisms of mode 4 to reduce collision errors by slot reselections. 

The other works in References [30]–[40] evaluated the performance of mode 4 while 
considering the application layer. In References [30] and [31], the authors evaluated the 
performance of mode 4 in terms of cooperative awareness. The paper in Reference [30] 
revealed that mode 4 is characterized by greater delay and less packet delivery rates than 
those of IEEE802.11p. The work in Reference [31] concluded that it might be possible to 
utilize mode 4 for practical uses in terms of cooperative awareness by optimizing the 
modulation and coding scheme (MCS). In Reference [31], the authors simulated the 
performance of mode 4 in the platoon use cases and concluded that mode 4 outperforms 
IEEE802.11p in the use cases. The work considers traffic accidents in terms of platoon. 
However, the relative speed between platooned trucks is smaller than that in CWS. Our 
previous works [38]–[40] focused on CWS using mode 4. In References [38] and [40], 
the author proposed NOMA to overcome the congestion problem of mode 4. In Reference 
[39], the author investigated the behaviors of the slot selection mechanisms of mode 4. 
Our previous works did not cover investigations into the feasibility of mode 4 in various 
crash scenarios. The previous works focused on comparing communication systems 
rather than the feasibility evaluations of mode 4 in CWS. 

 Challenge, Approach, and Contribution in Section IV 

According to the above discussions, the existing works have not investigated the 
feasibility of mode 4 in CWS. In Section IV, the author investigates the feasibility of CWS 
in terms of the congestion caused by crash scenarios. The author models crash scenarios 
in crowded intersections or high-speed vehicles and then evaluates the performance 
characteristics of mode 4 in the modeled scenarios. The former scenarios are mainly 
related to the density of the nodes. This section covers two densities: the uniform node 
distribution for revealing the performance limitations of mode 4 against the number of 

Table 3  Summary of related works in terms of evaluated layers. 

Layer Crash 
Scenarios Related works 

PHY and MAC Layer 

Not assumed 

[23]–[29] 

Application 
Layer 

Awareness [30] [31] 

Platoon [32] 

CWS 
Not assumed Our previous works [38]–[40] 

Assumed This work 
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nodes, i.e., NAC, and realistic node distributions for investigating the performance 
characteristics of mode 4 in realistic intersections. The latter scenarios depend on the 
relative speed of two nodes related to a potential crash, which is dominant to the 
performance limitations of mode 4. In summary, Section IV mainly contributes to 
investigating the NAC of mode 4 in various crash scenarios in CWS to show the 
feasibility of congestion conditions and highlights the performance degradation of the 
current mode 4 under channel congestion. 

C) DB-NOMA and Frame Relaying Method with NOMA 

 Related Works of Power Domain NOMA 

Section IV comprehensively focuses on the power domain NOMA in cellular 
networks, which effectively uses the power domain in a slot; Section V covers both UL-
NOMA and DL-NOMA. Such NOMA technologies enable nodes to receive several 
frames in a transmission slot at the same time. In the NOMA, one or more transmitters 
superpose several signals at the transmitters’ side; at the receivers’ side, each receiver 
decodes the superposed signals by using SIC technologies [64]–[71]. The receiver must 
guarantee sufficiently high SINR in each SIC iteration. 

The author categorizes the conventional NOMA technologies into 
centralized/decentralized and unicast/broadcast. Table 4 summarizes them. As shown in 
the following discussions and Table 4, the related studies have proposed no NOMA 
technologies for decentralized broadcast systems. 

 NOMA for centralized unicasts: [64]–[66] has studied it in cellular networks. In this 
NOMA, a base station superposes several signals and transmit superposed signal. 
The base station controls the superposed transmission for a specific node to receive 
the superposed signal correctly because of unicast systems. 

 NOMA for centralized broadcasts: [64] [67]–[69] have proposed it. In [64] and [68], 
a base station assigns several nodes to a transmission slot. In [69], a base station 
superposes several signals and transmits the superposed signal to all nodes within its 
cell. In [67], a car superposes two frames under a base station. In these methods, a 
base station manages all transmitters, and thus no collisions occur in the cell. 

 NOMA for decentralized unicasts: [70] [71] has considered NOMA technologies for 
grant-free cellular networks. In the networks, each node does not need to send a 
request to acquire a transmission grant. In [70] [71], several nodes simultaneously 
send their frames to a base station, and as a result, signals are superposed. 
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 Challenge, Approach, and Contribution in Section V 

We cannot apply the existing NOMA technologies to mode 4 directly because mode 
4 is the decentralized broadcast system. Mode 4 cannot use the existing centralized 
NOMA methods because mode 4 depends on no base stations managing all transmissions. 
Mode 4 cannot use the existing unicast NOMA methods because these algorithms focus 
on a single destination node. Additionally, we need to devise superposing signals to use 
NOMA in mode 4 by the two characteristics as follows. Due to the decentralized system, 
frame collisions coincidentally occur. Thus, the unexpected frame collisions significantly 
decrease NOMA performance; due to the broadcast system, many destination nodes need 
to sense high SINR of superposed signals. This constraint decreases the possibilities of 
signal superposition. We need a new NOMA that superposes signals suitably considering 
these constraints. 

Considering the characteristics of mode 4, Section V proposes a new NOMA concept 
for decentralized broadcast cellular systems and applies it to mode 4. The author defines 
the concept as DB-NOMA. Then, the author proposes two methods using DB-NOMA for 
mode 4, called the enhanced mode 4. The first method is a parallel transmission method 
with DB-NOMA based on UL-NOMA, called PTM. The second method is a relay method 
using DB-NOMA based on DL-NOMA, called RM. The enhanced mode 4 can boost 
bandwidth utilization efficiency or can expand the high-quality broadcast range. Section 
V also analyzes the characteristics of the suitable signal superposition in the enhanced 
mode 4. Additionally, this section highlights that enhanced mode 4 increases the NAC of 
the original mode 4 by using suitable signal superposition parameters. In summary, the 
contributions of Section V are as follows; 

 The author proposes a new concept, i.e., DB-NOMA, and basic design of an 
enhanced mode 4, i.e., two methods based on the concept, to improve CWS 
performance. The proposed method efficiently supports multiple frames at a 
spectrum resource on a NOMA basis in C-V2X mode 4. 

 The author analyzes the performance characteristics of the two NOMA types. The 

Table 4  Summary of related works for the existing NOMA methods in cellular 
networks 

Index Related Work 

Centralized 
Unicast [64]–[66] 

Broadcast [64] [67]–[69] 

Decentralized 
Unicast [70] [71] 

Broadcast Only our work 
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analysis is useful to design the detailed algorithm. 

 The author demonstrates that the proposed method enables to increase the NAC of 
the current mode 4 and promotes the practical uses of CWS to suppress the channel 
congestion. 

D) SPS-NOMA 

 Related Works of UL-NOMA 

Section VI focuses on UL-NOMA in various networks. This subsection highlights the 
differences between Section VI and related works [68] [70]–[77], [38], and [40]. The 
related works are divided into two groups. The first group is unicast-based UL-NOMA 
[70]–[74]. The second group is broadcast-based UL-NOMA [68] [75]–[77], [38], and [40]. 
Table 5 summarizes the related works. This table emphasizes that the related works except 
for our works [38] and [40] have not focused on UL-NOMA in mode 4. In our previous 
works, the author proposed the concept of UL-NOMA in mode 4 in our conference papers. 
Section VI significantly extends the concept. 

The first group is unicast-based UL-NOMA. The main topic of the group has been 
unicast cellular networks [70]–[74]. In the group, each of the unicast networks has a 
destination node, such as a BS or a D2D user. The authors [72] [73] proposed typical UL-
NOMA systems in cellular uplink networks and evaluated the fundamental performance. 
The researchers [70]–[74] improved the SINR at each SIC iteration to boost the 
performance of UL-NOMA in the networks. The authors [70] proposed a layered user-
pairing scheme. The scheme creates layers based on the distances between BSs and users. 
Selecting users in different layers provides the differences in BS–user distances, and thus, 
the scheme upgrades the SINR at each SIC iteration. The authors [71] used multiple 
antennas to improve the SINR. Providing space diversity by multiple antennas improved 
the SINR. The authors [74] proposed an effective algorithm for paring D2D users with 
cellular users to improve the spectrum utilization efficiency. Unlike these existing works, 
Section VI focuses on broadcast systems with multiple receivers in a wide area. 
Superposing many signals is challenging to provide high SINRs for such multiple 
receivers, and thus, the performance gains of UL-NOMA may be limited. 

The other group is broadcast-based UL-NOMA. The main topic of this group has been 
V2X networks [68] [75]–[77]. The authors [68] proposed NOMA schemes for D2D-based 
V2X under the control of BSs. Other authors also investigated the schemes to boost the 
SINR at SIC iterations to improve the performance gains in broadcast networks as follows. 
The researchers [75] focused on IEEE802.11p with CSMA/CA and proposed using 
multiple antennas. The authors [76] proposed a distributed multiple access based on the 
distances between target receivers and target transmitters. The authors [77] focused on 
full-duplex NOMA (FD-NOMA) to enhance V2X performance, but the works did not 
focus on the slot selection mechanisms of mode 4. These works are strongly related to 
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Section VI but have not focused on mode 4. Sensing-based SPS in mode 4 is expected to 
boost the SINR at SIC iterations.  

Finally, this section highlights the novelty compared with my previous works [38] 
[40]. In the previous works, the author proposed a basic concept of SPS-NOMA [38] and 
investigated the fundamental performance gains of SPS-NOMA in the uniform node 
distribution model [38] and realistic node distribution models [40]. However, the author 
has not focused on the key factors to improve the SINR at each SIC iteration, i.e., the slot 
selection mechanisms of sensing-based SPS, MCS, and RT. 

E) Challenge, Approach, and Contribution in Section VI 

As previously discussed, related works have not focused on UL-NOMA in mode 4. 
Some related works [70]–[74] evaluated UL-NOMA for unicast networks. Unlike unicast 
networks, broadcast networks limit the performance gain of UL-NOMA because signals 
cannot be superposed for a specific receiver. Other works [68] [75]–[77] focused on 
broadcast networks in UL-NOMA, such as D2D-based V2X broadcast networks, except 
for mode 4. Unlike the other V2X standard, mode 4 implements sensing-based SPS. This 
mechanism may enhance the SINR at each SIC iteration, even in broadcast scenarios. 
Additionally, our previous works [38] [40] have not focused on the key factors to improve 
the SINR at each SIC iteration, i.e., the slot selection mechanisms of sensing-based SPS, 
MCS, and RT. We need to investigate the potential as an extension of mode 4 sufficiently. 

Based on the discussions, in Section VI, the author proposes UL-NOMA in mode 4, 
named SPS-NOMA, and investigate the performance gains of SPS-NOMA compared 
with the current mode 4 (i.e., OMA). To this end, the author analyzes the performance 
characteristics for key factors to improve the SINR at each SIC iteration: the slot selection 
mechanisms, MCS, and redundant transmission (RT). Based on the analysis, the author 
evaluates the performance gains of SPS-NOMA in various node distribution models 

Table 5  Summary of related works of UL-NOMA 

UL-NOMA communication modes and 
wireless technologies Related works 

Unicast Cellular uplink networks [70]–[74] 

Broadcast 

IEEE802.11p-based V2X or 
D2D-based C-V2X 
(except for mode 4) 

[68] [75]–[77] 

PC5-based C-V2X mode 4 
(sensing-based SPS) 

Only our works 
(Section VI and our previous works [38] 

[40]) 
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through computer simulations. Through the simulation results, the author shows that the 
proposed method improves spectrum utilization efficiency. Finally, the contributions of 
Section VI are summarized as follows: 

 The author proposes the detailed system design of the PTM of an enhanced mode 4, 
i.e., SPS-NOMA, as the next generation PC5-based C-V2X. The proposed method 
applies sensing-based SPS to NOMA to support an efficient physical-MAC cross-
layer congestion control for decentralized V2X. 

 The author presents the performance characteristics of SPS-NOMA for critical 
factors, such as the sensing-based SPS mechanisms, MCS, and RT. 

 The author assesses the performance gains of SPS-NOMA in two kinds of node 
distribution models: the average gain in a uniform node distribution model and the 
practical gain in realistic node distribution models. The simulation results contribute 
to mitigating channel congestion and thus highlighting to support more diverse CWS 
situations through SPS-NOMA. 

 

  



 

34 

 

Decentralized Cross-layer Congestion Controls for DSRC-V2X and 

PC5-based Cellular-V2X Mode 4 in Crash Warning System 
HIRAI Takeshi 

III. CLASES for DSRC: Application-MAC Cross-
layer Approach 

Section III focuses on a new node-clustering method, CLASES, for DSRC as a 
decentralized application-MAC cross-layer congestion control. 

1. CLASES: CLustering Algorithm with meSsage 
EStimation 

CLASES introduces a data estimation mechanism instead of explicit intracluster 
communications. The mechanism suppresses intracluster communications and thus uses 
the vacant channel resources for intercluster communications. Hence, the effect of QoS 
improvement is more significant with intercluster communications.  

Fig. 10 shows the algorithm of the proposed method. In the proposed method, nodes 
make a cluster and select the head. The head estimates the members’ data (Fig. 10 (a)) 
and broadcasts them (Fig. 10 (b)). At the estimated data with an unacceptable error, the 
member transmits their own measured data (Fig. 10 (c)). The proposed method reduces 
traffic loads by comparing Fig. 9 and Fig. 10. 

A)   Key Ideas of CLASES Method 

The proposed method has two novel mechanisms for no using explicit intracluster 
communications: 1) data estimation and 2) unacceptable estimation error correction. 
Cluster heads use the data estimation mechanism from received past frames instead of 
collecting the members’ data measured from GPS. Each member modifies the 
unacceptable estimation error by rebroadcasting its sensed data based on the unacceptable 
estimation error correction mechanism. The mechanism is executed at only members 
hearing unacceptable estimation errors in its frames from their cluster head. The limited 
rebroadcasting reduces the opportunity of intracluster communications more significantly 
than the existing methods. Note that the proposed method defines the range of 
unacceptable estimation errors based on CWS functions. The following subsections show 
the detailed procedures. 

 Data Estimation 

The first idea is to introduce an estimation mechanism of the members' current data, 
which the nodes must transmit. Heads estimate the current data from the past data by 
some physics laws. The current data strongly correlate to the past data because the data 
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are the physics state data. For example, the nodes' location can be estimated by the past 
location and the current velocity. The velocity is estimated from the past velocity 
according to the past acceleration. These past data can be received without any additional 
costs because the data are broadcasted. The heads can also refer to the data that is further 
in the past, if necessary. Thus, the cluster heads can generate the members’ current data. 
Confirm that any communications do not yield in this step.  

After estimating the members’ current data, the cluster heads broadcast on behalf of 
the members in addition to their own measured data, i.e., intercluster communications. 
Namely, the cluster head transmits the same number of frames as the cluster size. Let us 
discuss that a cluster head A estimates and broadcasts on behalf of the members (B and 
C). Fig. 11 shows estimations of B's data and unacceptable error corrections of B's data 
in the example. Let us consider the cluster head periodically changes to the other member, 
which becomes A, B, and C in order. During a period t, A transmits Data(A, t), Data(B’, 
t), and Data(C’, t). Data(A, t) is measured by A; Data(B’, t) and Data(C’, t) are estimated 
by A from the past data Data(B’, t - 1) and Data(C’, t - 1), respectively, which are 
transmitted at the previous period t – 1. If necessary, A may compute them by referring to 

Fig. 10  The algorithm of the proposed method. 
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Data(B, t - 2) and Data(C, t - 2) at the further previous period t – 2 as shown in Fig. 11. 

Information ages of data do not decrease by the estimation mechanism because the 
estimation can be conducted fast, and the timing becomes right before frame generation. 
First, estimated data can be calculated from a formula that uses the location and velocity 

of nodes, so the calculation finishes very fast. Second, estimations are conducted directly 
before the estimated data frame generation. From these two things, the real-time 
characteristic of estimated data becomes the same as that of general data frames in CWS. 

Note that the proposed method needs no additional memory and CPU resources. CWS 
must analyze all nodes’ location data and estimate their future nodes’ location after a few 
seconds to detect potential crashes; that is, nodes monitor all surrounding nodes' motion. 
Therefore, nodes can store nodes’ estimated future location data and others calculated 
from the past data. The proposed method can use the data without additional costs. 

 Unacceptable Estimation Error Correction 

The second idea is to correct unacceptable estimation errors by some members as 
necessary, as shown in Fig. 10. The heads' estimated data may sometimes include 
estimation errors. The significant errors prevent warning about crashes at high accuracy. 
The errors in the data exceed the predefined acceptable ranges. Therefore, members must 
replace data that include large errors from the correct data. 

As soon as members detect unacceptable errors in their data estimated by the head, 
they newly broadcast their data measured by themselves. In the following sections, the 
frames are called correction frames. For the detection to include the unacceptable error 
in the head’s broadcasted data, the members must hear the channel in intercluster 
communications; however, this is essential for CWS. In the above example and in Fig. 11, 
at B’s data with an unacceptable error, B must transmit Data(B, t) during a period t; at an 
acceptable error in C’s data, C transmits no frames during the period t. This step may 
yield some communications, but the traffic loads are much smaller than the conventional 
methods. 

Cluster members in the same cluster can communicate with each other at high quality. 

Period
t-1

CSMA/CA channel

time
Period

t

B’B B

Estimate Correct
Data frame

Period
t-2

B’

Estimate

Fig. 11  Node B’s data estimation and unacceptable error correction by node B. 
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This is because the members are near each other than the distance between the members 
and nodes in the other clusters. Therefore, members can listen to the estimated data from 
cluster heads or the corrected data cluster members at high probability considering the 
capture effects. 

The proposed method recovers nodes receiving corrections of members during a few 
transmission intervals. We can consider two cases about the procedure. The first case is 
that the next cluster head receives the corrections. In this case, the next cluster head sends 
the renewed data in the next transmission timing. Nodes can get chances for obtaining the 
correction data every transmission of the new cluster head. Thus, members successfully 
correct their data over long periods. The second case is that the next cluster head receives 
no corrections. In this case, the next cluster head transmits its data that takes over 
unacceptable errors in the data transmitted by the previous cluster head. As a result, the 
member transmits the correction again when the member receives the own data, including 
unacceptable errors. This case occurs at low probability because a member is typically 
near other members in the same cluster. Thus, the communication quality between such 
members is sufficiently strong to obtain the corrections. Incidentally, nodes may receive 
both estimated data and measured data. For addressing the incident, each node establishes 
a flag to its transmitted data, indicating the estimation data. 

B) Causes and Frequencies of Unacceptable Estimation Errors 

Unacceptable estimation errors occur by (1) a large cluster size, (2) difficult 
estimations, (3) the number of estimations of the data of certain nodes, and (4) the narrow 
acceptable range of estimation errors. (1) As the cluster size is larger, the frequency of the 
estimations is larger. Inevitably, unacceptable errors are more likely to occur. (2) Typically, 
cluster heads can estimate members' current data from past data. This is because nodes 
(primarily vehicles) move according to physical laws. For example, nodes cannot sharply 
turn right/left. However, sharp driving operations, such as braking, accelerations, and 
turning right/left, may cause unacceptable errors because cluster heads cannot know such 
operations from the past data. (3) Cluster heads accumulate the data estimations several 
times without measured data, and then the data's errors become unacceptable. Even if the 
error in each estimation is slight, the accumulated errors may exceed the acceptable 
ranges in some instances. In (4), we can easily understand why unacceptable errors occur, 
and thus the author omits a description.  

Unacceptable estimation errors infrequently occur. In the proposed method, heads 
estimate the members' states of the near future, i.e., the states that occur slightly after 100 
ms. On the other hand, in CWS, all nodes estimate the other nodes’ states after 2.5 s–9.5 
s. Based on CWS accuracy, the errors seldom occur, i.e., CWS always works precisely. 
Also, heads can obtain enough data about the states of the members. The above 
discussions show that the unacceptable errors occur only at most a few percentages. 
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C) Data Frame in Intercluster Communications 

Estimtaed frames comply with either the jumbo frame format or the single frame 
format. Users can select either of them according to the advantages and disadvantages. A 
jumbo frame composes of one header and all members' payloads. When a cluster head A 
makes a frame in a cluster formed by A–E as in Fig. 12, the payload size is five, which is 
the same as the cluster size. The advantage is improving QoS more substantially by 
reducing the same number of headers and DIFS slots as the number of members. The 
disadvantage is incurring some costs for changing the BSM standard. 

A single frame composes of a header and a payload. The format follows the BSM 
standard. The heads make the same number of frames as the number of the members, 
which yields five frames, as shown in Fig. 12. The proposed method uses the format at a 
low cost because of the standard frame format. As a disadvantage, the format adds some 
headers and DIFS slots and thus decreases QoS improvement. 

On the other hand, correction frames comply with the single frame format. The 
correction frames based on the jumbo frame consume additional channel resources. At 
transmitting jumbo frames and single frames simultaneously, the collisions wastefully 
consume the resources. The nodes that have correctly received the single frames wait for 
hearing the jumbo frames; in other words, the nodes can transmit nothing for a while. 

Note that the payloads are not fused for CWS at high accuracy. By obtaining nonfused 
state data, nodes can correctly know the number of approaching nodes to themselves. 
Section III does not focus on further discussion about it.  

D) Cluster Management Process 

This section presents a simple cluster management process rather than the optimal 
one because the simple process does not occur frequently and finishes very fast. The 
process means a cluster formation and a cluster deformation. First, the process 
occasionally occurs since the cluster survives for a long time. The proposed method has 
no constraints about the cluster formation except that the members can communicate. As 

Jumbo Frame

Single Frame

B’ C’A D’ E’

Header Payload

A B’ C’ D’ E’

Fig. 12  Data frame composition (jumbo frame and single frame). 
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long as the distances between the members are within the communication range, the 
cluster survives regardless of the locations of the members. For this reason, the 
management process occurs more infrequently than the periodic broadcasting of 100 ms. 
Clusters are formed by nodes whose locations and velocities are close to each other, as 
shown in [59]–[61] to avoid executing the management process. The above discussion is 
shown in some evaluations. Second, the process will finish during a short time; ideally, it 
will finish during just one period. The process is described in the following paragraphs.  

Maybe, cluster members had better conduct to deform clusters when members are far 
away from each other because the performance of the proposed method decreases. This 
section focuses on the two simple triggers of deforming clusters rather than the optimal 
one. The first trigger is for members to receive no frames from the cluster heads many 
times. The second one is for members to know the members go away out of coverage of 
the current joining cluster. Incidentally, it may be better to provide a cluster deformation 
flag if you want to convey the meaning of cluster deformations correctly. 

In the simple management process, each cluster head notifies the cluster management 
to all nodes through its broadcasted frames. Specifically, members are shown in the 
broadcasted frames. To identify the heads, members refer to the MAC address in the 
header. An example of notifications of two clusters is shown in Fig. 13. In the jumbo 
frame case, all nodes joining each cluster in a frame during a period are shown; in the 
single frame case, they are divided into multiple frames during a period. In either scenario, 
the nodes understand the members and the head that form the same cluster; in Fig. 13, A, 
B, and C are forming a cluster, and D, E, and F are forming a cluster.  

For the cluster formation, a node transmits CWS frames containing the data of other 
nodes. The example of the cluster formation by node A–C is described as follows. During 
the first period t, each node transmits only its own data Data(A, t), Data(B, t), and Data(C, 
t) by itself. During the next period t + 1, for example, A wishes to form a cluster with B 
and C, and then A transmits Data(A, t + 1) by itself and transmits Data(B’, t + 1) and 
Data(C’, t + 1), which A estimates. Then, B and C do not need to transmit their own data, 
as long as A’s estimated data do not include unacceptable errors.  

For the cluster deformation, a node transmits CWS frames containing only its own 
data. A sample of the cluster deformation is described by using the above example. During 
the next period t + 2, B transmits Data(B, t + 2) only; then, B intends to form a cluster 
that is only joined by itself. A and C listen to it, and then, for example, C transmits Data(C, 
t + 2) and Data(A’, t + 2) without transmitting B’s data. Note that the frames and 
correction frames are different. The correction frames are transmitted as soon as the 
periodic transmission occurs. Thus, nodes can understand whether each frame means 
cluster deformation or means error correction. 
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E) Cluster Head Selection 

This section focuses on two simple cluster head selections. The selection provides 
small impacts on performance if each member becomes cluster heads regularly 
(randomly). The priority of becoming heads is the same in all nodes except for the 
opportunity of the automatic error estimation. When a node becomes a cluster head, the 
node can automatically correct the accumulative estimation errors without transmitting 
correction frames. This is because heads can transmit their measured data. Let us consider 
that ten nodes create a cluster, and each node advertises its own data every 100 ms. In this 
case, the estimation errors are automatically corrected every 1 s. This section does not 
focus on which solutions are suitable and whether other solutions are better. Considering 
them will be worked in future studies. 

The first way is that members know the next head through the order of the data in the 
head's transmitted frames. For example, a node shown in the first data is the current head, 
and a node shown in the second data is the next head. As seen in Fig. 14, even though 
either frame format is used, the next heads can be known, B and E. In the example of the 
above section, A transmitted Data(B’, t + 1), following with its own data during period t 
+ 1. C also transmitted Data(A’, t + 2), following its own data during period t + 2. During 
the period t + 2, B removed A's cluster, and C knows it through B's frame; therefore, C 
becomes the next head instead of B. As in the successful examples, B's notification of the 
deformation is not listened to by A and C. In the cases, after B's head retried it several 
times, each node forms a cluster joining only itself again, if necessary. 

In the way, members may receive incorrect information, which explicitly specifies the 
next cluster head. In other words, each member of a cluster receives the intended 

Jumbo Frame

Single Frame

B’ C’AA

Header
(MAC address) Payload

AA B’A C’A

E’ F’DD

CSMA/CA channel

One Period
time

time
One Period

DD E’D F’D

Cluster 1 Cluster 2

Cluster 2Cluster 1

Fig. 13  Simple cluster management process through frames. 
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information from the current cluster head. The event occurs when the members fail to 
receive frames due to frame errors. Incidentally, the event does not occur if members 
transmit correction frames to unacceptable estimation errors. Members identify correction 
frames by MAC address in the frame header, as mentioned in the above section. Therefore, 
members can know whether the frames are transmitted by members or by the head. 
Namely, they can know whether the frames are the correction frames or not.  

The event causes several cluster members to become the next cluster heads or none 
of the cluster members to become the next cluster head. For example, the former occurs 
when the next cluster candidate, i.e., the member that the current cluster head specified 
as the next cluster head in frames, can correctly receive the frames. The other members 
cannot receive the frames. For example, the latter occurs when the next cluster candidate 
cannot correctly receive the frames, and the other members can the frames. In the case of 
using the single frame format, both of the events are likely to occur. Using the jumbo 
frame format, the former never occurs, but the latter is likely to occur. 

A member sending a frame earliest becomes the cluster head in a first come first 
served manner to avoid the event. Several heads temporarily exist through this solution, 
but the situation is instantly resolved (in a few times). If members receive frames from 
several heads many times, i.e., the case seldom occurs and is the worst case, members 
transmit their own data by themselves, which means to deform the cluster. Next, the 
author explains a solution for selecting no cluster heads. At this event, none of the 
members transmits frames. Then, members deform the cluster as the solution because 
members receive no frames from the cluster head. Typically, cluster members are 
relatively near each other, and thus, these events may rarely occur as long as the members 
are near each other. 

The second way is the decision based on the MAC address; specifically, members 
become the cluster head in descending or ascending order of their MAC address. Nodes 
need to memorize MAC addresses, but the head is correctly elected even if members fail 
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Fig. 14  Simple head selection process through frames. 
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to receive frames. If communications between members are frequently unable, i.e., 
members cannot receive frames from the cluster head in the pre-defined times, members 
deform the clusters. This is because members cannot detect estimation error corrections. 

F) Samples Operations of CLASES Method 

Let us discuss five nodes (A–E) form a cluster along with the proposed method. The 
algorithm is divided into five steps. Here, Data(X, t) shows measured data that node X 
transmits at period t, and Data(X’, t) shows estimated data of X at period t. Each cluster 
repeats Step 2 to Step 5. 

1) Step 1: Cluster Management 

First, A–E have not joined any clusters. Each node sends its own current data 
containing only its own state; namely, Data(A, t), Data(B, t), …, Data(E, t) are 
broadcasted by themselves. All nodes hear them and know that the nodes do not belong 
to any clusters. A sends Data(A, t + 1), Data(B’, t + 1), Data(C’, t + 1), …, Data(E’, t + 
1) at the next period t + 1. Note that Data(B’, t + 1), Data(C’, t + 1), …, Data(E’, t + 1) 
are the estimated values of Data(B, t + 1), Data(C, t + 1), …, Data(E, t + 1), which A 
estimates in this case. All nodes know that A–E form a cluster because A sent these data. 
This process is repeated, if necessary. 

2) Step 2: Cluster Head Selections 

Then, a cluster elects a cluster head. Each node periodically becomes the head. Here, 
let us discuss the operations of the following steps when A is their cluster head. 

3) Step 3: Data Estimation 

In this step, cluster head A estimates the member's state data. At a period t, A estimates 
the state data of the members (B, C, D, E); namely, Data(B', t), Data(C', t), …, Data(E', 
t). To estimate them, A can use their past state data such as data at period t - 1; namely, 
Data(B, t - 1), …, Data(E, t - 1). A can obtain them by listening to their frames before 
time t. Note that some estimated states are likely to contain unacceptable errors. 

4) Step 4: Intercluster Communications  

In Step 4, A broadcasts the frames conveying its own measured data Data(A, t) or 
members’ estimated data Data(B’, t), …, Data(E’, t). All nodes, however, may still obtain 
state data with the remaining unacceptable errors in this step. 

5) Step 5: Estimation Error Correction 

In step 4, B–E must listen to A’s broadcasted frames to correct their own data. For 
example, E’s state data Data(E’, t) contains an unacceptable error, and then E broadcasts 
Data(E, t) by itself.  
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G) Characteristics of Performance of CLASES Method for 
Four Parameters 

The communication performance of the proposed method mainly depends on the 
following four factors: 1) cluster sizes, 2) the occurring frequency of the unacceptable 
estimation errors, 3) the occurring frequency and the sustaining time of the clustering 
build-up phases, and 4) the total power of wireless interference. Here, the clustering build-
up phases mean the phases, including cluster management.  

 Cluster Sizes 

As each cluster size is larger, the performance is higher at first and then becomes 
lower. The size affects a trade-off between the total power of interference and the 
possibility of parallel transmissions. First, a larger cluster size reduces interference power 
more significantly. Using a larger cluster size decreases the number of active nodes 
waiting for transmissions. As a result, the number of simultaneous transmitters decreases 
and thus decreases interference power. In contrast, decreasing the number of simultaneous 
transmitters involves decreasing the possibility of parallel transmissions by multiple 
cluster heads. Through the above discussions, the appropriate cluster size leads to 
maximizing the performance for improving the spatial uses of V2X communications. At 

Fig. 15  The example of clusters with various cluster sizes. 
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severer channel congestion, the appropriate size is larger to avoid parallel transmissions 
more frequently. Fig. 15 shows the examples in which ten nodes make clusters in the 
proposed method. Fig. 15 (a) shows the cluster size is 10 in a cluster; Fig. 15 (b) shows 
the case where the cluster size is 2, and then 5 clusters are made. The number of active 
nodes in Fig. 15 (a) (i.e., one node) is smaller than that in Fig. 15 (b) (i.e., 5 nodes). In 
the case of Fig. 15 (a), mitigation of the total power of interference is more effective than 
parallel transmissions, especially. In contrast, we can observe the reverse characteristics 
in Fig. 15 (b) by capture effects. 

 Unacceptable Estimation Errors 

The occurrence frequency of the unacceptable estimation errors deteriorates the 
performance. The occurrence of the errors generates additional frames, i.e., correction 
frames. As a result, the total power of interference amplifies, so the performance 
deteriorates. The negative impacts are larger, as cluster sizes are larger. In cases where 
the jumbo frames are used, the negative impacts are larger. The above impacts were 
already described in the previous sections.  

Also, the case that nodes cannot receive corrections occurs depending on the 
occurrence frequency of frame errors in the communications between nodes. In other 
words, nodes fail to receive correction frames more frequently as frame errors more 
frequently occur. However, nodes naturally fail to receive ordinary CWS frames, i.e., 
frames containing measured data, in the conditions that frame errors occur frequently. 
CWS frames yield larger errors than the corrections. On the other hand, when frame errors 
do not happen so frequently, corrections errors also seldom occur, so the impact is small. 

 Clustering build-up phases 

In this section, let us define unsuccessful communications between members in 
addition to cluster formations in progress as the clustering build-up phases. Both events 
cause to deform clusters. In this phase, members are likely to receive estimated frames 
from the cluster head unsuccessfully. As a result, members transmit frames containing 
their own data themselves. Also, if members cannot receive estimated frames from the 
head many times, members decide to deform the cluster. On the other hand, the clustering 
steady phases include the conditions in which communications between cluster members 
in the same clusters, which are not explicitly conducted, are necessarily successful. 

During the clustering build-up phases, the performance slightly deteriorates because 
the cluster size during the clustering build-up phases is smaller than that during the 
clustering steady phases. In most cases, the proposed method with a small cluster size 
may not obtain high performance. The clustering build-up phases do not occur so 
frequently against transmission frequency. This is shown in the rough analysis in the 
following section. Hence, the performance deteriorates slightly. Note that the 
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performance in the proposed process does not deteriorate due to the management 
process’s overheads, unlike the conventional methods. The proposed simple process 
finishes without any additional communications; the conventional processes must 
exchange some additional frames. 

 Comparisons between QoS of CLASES and QoS of Other Methods 

The proposed method provides higher performance than the non-cluster method by 
selecting a suitable cluster size. The proposed method is more effective for reducing the 
power of each interference source and the number of interference sources than the non-
cluster method because of the spatial reuses. Based on the characteristics, as the total 
power of interference increases, the improvements increase and then decrease. Note that 
at environments with much weak interference, the proposed method cannot mitigate them 
further; at environments with high interference, the proposed method cannot also mitigate 
them further. 

The performance is higher than that of the conventional cluster-based methods, as 
long as all the data include unacceptable errors. In the worst case, all cluster members 
transmit their data. Then, the channel resources are overused, and communication 
performance temporarily decreases sharply. The traffic load is the same as conventional 
cluster-based methods. As the advantage of the conventional ones, different intracluster 
and intercluster communication channels provide the irregularity of the frame sizes. The 
advantage leads the proposed method to provide slightly lower performance than the 
conventional ones. Typically, corrections occur much infrequently than the worst case. 
Nodes (especially vehicles) move according to physical laws; for example, nodes cannot 
sharply turn right/left. The author confirmed the characteristics based on the occurrence 
frequencies of the unacceptable estimation errors from the real node mobility data (i.e., 
Bologna data [82] [83]), and then the errors seldom occurred. Thus, the proposed method 
is typically higher performance than the conventional cluster-based methods. 

2. Evaluation Models 

This paper focused on both basic performance and practical performance through 
computer simulations; the basic performance evaluations used a stochastic node 
distribution model. The practical performance referred to models built with real data 
(Bologna data). These evaluations mainly highlighted the impacts of the cluster size and 
frequency of unacceptable errors. These results show performance improvements of the 
proposed method against the non-cluster method. 

This section shows the evaluation models as follows. First, this section presents the 
common model and parameters: node models, wireless communication parameters, and 
CLASES method models. Then, the author derived an analysis model for the performance, 
including clustering build-up phases. Finally, the details of each evaluation are described. 
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A)   Node Model 

This paper assumed the evaluation scenario in which two nodes approach each other 
at a relative speed of 60 km/h and then collide with each other head-on. The two nodes 
were called target nodes. As the distance between the nodes in the warning period is 
longer, NAC is smaller [78]. The distance of the head-on crash scenario is the longest of 
all scenarios, whereas the distance of the fastest node in the system is the longest of the 
other nodes. Here, NAC was based on the QoS of the node moving at the average speed. 
The average speed is approximately 30 km/h; namely, the average relative speed is 60 
km/h. 

Around the target nodes, other nodes were deployed according to the distribution 
models, called neighboring nodes. The nodes play a role in interference sources to the 
target nodes and compete with the opportunities of transmitting frames with the target 
nodes, according to CSMA/CA. The distributions are explained in the following sections. 

B) Wireless Communication Parameters 

The wireless parameters complied with IEEE802.11p, and the MAC frame format 
complies with the BSM format [18] [79], used in CWS typically. The bandwidth was set 
to 10 MHz [14] [79]. The data rate was 3 Mbps for the broadcasting mode [14]. The 
header size of frames was 32 bytes, and the payload size was 250 bytes [18] [79]. Hence, 
the size of the jumbo frames was 32 + 250 × N bytes, where N indicates the cluster size. 
The maximum contention window was set to 15, fixed for the broadcasting mode [79]. 
The transmission power was 20 dBm [79]. 

Other parameters of the wireless communications were set to the following values. 
Nodes transmitted frames at slightly more than 10 per second as in [44]. All nodes used 
the same frequency. The threshold of SINR was set to 3.162 dB. This value was used 
frequently in some studies. The communication range was a circle of a radius of 300 m. 
The signal power followed a free radio propagation model within 300 m apart from a 
transmitter and then is zero; in other words, the signal power depended on only the 
distance between a transmitter and a receiver except for shadowing and fading. The radio 
propagation model is not effective for improvements. This is because the performance of 
both methods seems to deteriorate as well. The authors assumed no specific buildings to 
investigate fundamental performance. Note that the numbers and the materials are various 
in every location, and thus, general cases are difficultly modeled. 

C) Models of CLASES Method 

First, the cluster formation complied with the following model. The cluster size of all 
clusters is the same for the following two reasons. First, the author evaluated the 
characteristics of the performance against it in a fundamental model. Second, clusters can 
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be formed at any cluster size in the dense cases. The readers are not interested in the 
communication characteristics of the sparse cases. The author also assumed that 
clustering build-up phases occur when members cannot correctly listen to each other's 
frames several times or a cluster head selection fails. 

We have not accurately investigated the occurrence frequency of clustering build-up 
phases. It is out of this paper's scope, and the performance, including clustering build-up 
phases, is evaluated in further study in detail. Instead, we investigated the clustering 
build-up phases based on Bologna data and approximately evaluated the performance, 
including the clustering build-up phases. The clustering build-up phases' occurrence 
deeply depends on the distance between cluster members; namely, the clustering build-
up phases occur more frequently as the distance becomes larger. Hence, we computed the 
duration that keeps the distance between two nodes smaller than a certain value from the 
real node mobility data (Bologna data). As a result, nodes can keep the distance of 20 m 
for approximately 133 seconds; namely, the duration is much shorter than transmission 
interval such as 100 ms. This comes only from Bologna data [82] [83], and the results 
depend on data sets and the number of nodes. To cover the negative points, the author 
evaluated the performance at a wide area of parameters about clustering build-up phases 
and used the performance degradation parameter such as 20% as the reference value of 
the tentative upper bound for our performance evaluations. The author also evaluated the 
performance at a wide area of parameters about clustering build-up phases to assume 
clustering build-up phases seldom occur in current road traffic mobility, but they may 
occur more frequently in future ones. 

Second, unacceptable estimation errors probabilistically occurred. The ratio was 
called error occurrence frequency (EOF). As a simple assumption, the errors 
homogeneously occurred for all nodes. The probability was also defined as the absolute 
occurrence frequency during 1 s that estimations of each member's data exceed a certain 
acceptable estimation range. Note that the absolute frequency is fixed with an increasing 
transmission frequency in the assumption. Note that EOF comprehensively expresses the 
occurrences of the errors by three factors in the above sections. The negative impacts 
against cluster sizes, which are written in the above section, are excluded as the cause of 
EOF. The negative impacts are larger when the cluster size is larger, as usual. 

As well as the occurrence frequency of the clustering build-up phases, this paper 
approximately investigated the error occurrence frequency. Analyzing the frequency is 
out of this paper’s scope and will be evaluated in further study. From the real node 
distribution data, the author roughly calculated the expectation of EOF was 0.06; the 
performance evaluations hence referred to this value; unacceptable errors occurred at the 
EOF of 0.06 and fluctuated around this value every second per node on average. The 
calculation steps for expectations of the number of estimation errors between the 
estimated values and the true values are as follows. Firstly, we linearly extrapolated each 
location of a node after t seconds (t varies from 0.1 to 1.0 with 0.1 unit in the case of the 
transmission frequency of 10 frames /s) from the current location and velocity. Secondly, 
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we calculated estimation errors between the extrapolated locations and the true locations 
included in Bologna data. Thirdly, if the estimation errors are larger than 1 m, which are 
much smaller than the accuracy of the current market available GPS, we here defined that 
the estimations include unacceptable estimation errors. Fourthly, the author computed the 
estimation error probabilities corresponding to the number of estimation errors per node 
per second. Finally, the author selected the several nodes, computed the error expectations 
from their estimation error probabilities, and calculated the average of the error 
expectations, which was 0.06. 

The estimation error expectations in the evaluations of this section are expected to be 
smaller than 0.06. The error expectations decrease as transmission frequencies increase. 
The value 0.06 was calculated in the transmission frequency of 10 frames/s. This section 
has evaluated the performance, including estimation errors at transmission frequencies of 
either 12 frames/s or 18 frames/s. 

D) Analysis Model of Performance including Clustering 
Build-up Phases of the CLASES Method 

The author approximately evaluated the performance, including clustering build-up 
phases. Specifically, the author analyzed it based on the weighted summation (1) 
calculated from the duration of the clustering build-up phases and the performance of 
each phase. 

퐼 , = 퐼 , × 푟 + 퐼 , × 푟  (1) 

In Equation (1), 퐼 ,   shows the performance improvement of the proposed 
method from the non-cluster method, including both clustering steady phases and 
clustering build-up phases. 퐼 ,  and  퐼 ,  show the performance 
improvement with a comparison to the non-cluster method. 푟 , 푟  show the 
ratio of the duration of the clustering steady phases to overall and the ratio of the duration 
of the clustering build-up phases to overall. 

 퐼 ,   can be expressed as Equation (2) using 퐼 ,   and 
푟   that shows the performance during the clustering build-up phases to 
performance during the clustering steady phases. The performance decreases in 
comparison with clustering steady phases, so the value becomes small by a ratio 
푟 . 

 퐼 , = 퐼 , × 푟  (2) 

Moreover, 푟   can be expressed using 푟   as Equation (3) because the 
cluster state is either of the clustering steady phases or the clustering build-up phases. 

푟 = 1 − 푟  (3) 

Substituting Equation (2) and Equation (3) to Equation (1), we can obtain Equation 
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(4). 

퐼 , = 퐼 , × 1 − 푟
+ 퐼 , × 푟 × 푟  

(4) 

The author did not focus on revealing the ratio. In the previous section, the author 
explained that not all clusters are deformed simultaneously, and thus the ratio is expected 
not to be so small. 

E) Models and Parameters in Basic Performance Evaluations 

In the evaluations, a performance evaluation metric is NAC, which is defined in 
Section 2. First, NAC in a clustering steady phase was evaluated while mainly changing 
the cluster size and EOF. Next, the performance, including clustering build-up phases, 
was evaluated according to an analysis model. In only the evaluation, the impacts of the 
additional two factors were evaluated, which the impact of the frame composition models 
and the impact of the frequency of periodic transmission. In real performance evaluation, 
the author evaluated the impacts of many real distributions rather than the impacts of the 
two factors. 

In the evaluations, the neighboring nodes were uniformly distributed within a radius 
of 300 m; namely, a random node distribution model. The model is the most basic 
stochastic one. In the model, the author can easily change the number of nodes in the 
system while keeping the distribution. The model supported the general performance 
rather than that in certain distributions. The nodes were set to a slower speed than 30 km/h 
so that the target nodes become the fastest. 

F) Models and Parameters in Practical Performance by 
Realistic Node Distributions Evaluations 

In the evaluations, nodes were deployed according to the real road traffic flow data. 
In addition to the basic ones, this paper focused on the impacts of cluster size, EOF, 
transmission frequency to performance, and clustering build-up phases. This paper 
focused on the various realistic distributions instead of evaluations of the impacts of the 
frame formats. 

In the evaluations, a performance evaluation metric was the average number of the 
frames that a target node correctly receives during a period in which the traffic signal 
changes in seven intersections extracted from Bologna data [82] [83]. The realistic node 
distribution models allowed us to change no number of nodes freely. The data were 
collected in Bologna, Italy, in the project iTETRIS [82] [83]. The data are open data, and 
the URL is http://sumo.dlr.de/wiki/Data/Scenarios.  The data include both road traffic 
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flows of vehicles and pedestrians, so they are suitable for evaluating the performance of 
V2X communication, including both V2V and V2P. Note that the data only include the 
locations, the speeds, and the angles, and so on. They do not include data about wireless 
communication. The data were collected over three days (from November 11 (Tue) to 
November 13 (Thu), 2008) with 636 detectors in Bologna; the data include peak hours in 
the morning. Therefore, many researchers have used the data for the simulation of V2X 
communications [80]–[83]. 

From the data, the author extracted seven intersections, and nodes within 300 m from 
the center of the intersections were deployed as neighboring nodes. The seven 
intersections are named A–G, as shown in Fig. 16. The set of intersections consists of four 
large-scale ones (A–D) and three small-scale ones (E–G). In the former, there are many 
vehicles; in the latter, there are many pedestrians. The author evaluated the performance 
of various distributions.  

In each of the intersections, the author focused on the average number of frames 
during the five periods in which the traffic signal changes. During the periods, the node 
distribution largely changes. Note that the period of the intersections of no traffic signals 
is 112 s, which are the average periods of the other ones. The five periods for the 
evaluations are selected as follows. The number of nodes within 300 m from the center 
of the intersections is relatively large, at 3500 s in the data. Therefore, the author used 
data before and after the time; specifically, the author evaluated it during a period that 
started from 3500 s and from four periods that started from 2500 s, 3000 s, 4000 s, and 
4500 s. A simulation time of a sample was 2 seconds, and the author evaluated samples 
of 2 seconds in about 1000 times. In a sample, the first 1 second was an initialization time 
and the last 1 second was an evaluation time. The first 1 second was used to exclude the 

Fig. 16  Selected seven intersections (via google map). 
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DSRC transition duration. During the duration, the surrounding nodes stopped moving. 
The last 1 second was used for evaluating the DSRC performance. During the duration, 
the surrounding nodes moved along to the Bologna data; the number of the samples is 
different according to a period of traffic signals. Additionally, a simulation scenario was 
conducted in ten times. In CWS, evaluating the QoS between 2.5 and 3.5 seconds is 
important because it is the most recent warning period. The simulation time is sufficient 
enough to generate unacceptable estimation errors. CWS also uses broadcast 
communications, and the communications are stateless. This means that broadcast 
communication at one time and that at another time are independent. 

The author roughly analyzed a relation between the node distributions and 
interference power in the locations. The author introduced system density and nearby 
density. A system density is the number of nodes within a circle with a radius of 300 m 
from an intersection center. A nearby density is the average number of nodes within the 
following circles from an intersection center; a circle is with an radius of 60 m and the 
other circle is with an radius 84 m. These nodes within the circles provided stronger 
interference than the SINR threshold before 2.5 seconds and 3.5 seconds prior to a 
potential crash, respectively. 

Fig. 17 shows the relation between the average system density and the average nearby 
density of the five periods of traffic signals in each location. The horizontal axis expresses 
the average system density. The vertical axis expresses the average nearby density. The 
node distributions of A–F tend to be a higher nearby density than the random one; that of 
G tends to be a lower nearby density than the random one. A node in the former locations 
is interfered with more strongly from other nodes than in a random one when the location 
has the same system density as that of a random one. The author evaluated the impact of 
node distributions based on the analysis.  
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3. Results of Basic Performance Evaluations 

This section shows the performance of the proposed method in comparison with the 
non-cluster method in a stochastic node distribution model.  

A)   Cluster Size and Transmission Frequency 

Fig. 18 and Fig. 19 show a relation between NAC and cluster sizes at every 
transmission frequency. The graphs show the performance during a clustering steady 
phase in the case where unacceptable errors never occur. The horizontal axes express 
cluster sizes. The vertical axes express NAC. Each line expresses NAC against 
transmission frequency. Fig. 18 is a graph of the case using the jumbo frame format and 
Fig. 19 is a graph of the case using the single one. Note that the NAC of the non-cluster 
method shows the value in which cluster size is one. The black lines express it. These 
evaluations reveal the appropriate transmission frequency because of the characteristics 
of V2X communications, and the transmission frequency was utilized in the following 
evaluations. 

The graphs show that the proposed method increases NAC by clustering nodes. Fig. 
18 demonstrates that the proposed method using the jumbo frame format increases it by 
30 % over that of the non-cluster one. The cluster size is eleven, and the transmission 
frequency is 18 frames/s. In Fig. 19, the author revealed that the proposed method using 
the single frame format increases NAC by 12 %. The cluster size is nine, and the 
transmission frequency is 18 frames/s. In the following two types of evaluations, the 
nodes transmitted frames at the frequency of 18 frames/s. 
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B) Unacceptable Estimation Errors 

Fig. 20 and Fig. 21 show the performance in the case where unacceptable estimation 
errors occur. The horizontal axes express cluster sizes, and the vertical axes express NAC. 
Each line expresses a performance against EOF. Fig. 20 is a graph of the case using the 
jumbo frame format, and Fig. 21 is a graph of the case using the single one. As well as 
the above graphs, the black lines express the NAC of the non-cluster method. 

The graphs show that even if the EOF is 0.06, the proposed method effectively 
increases NAC. Fig. 20 shows that the proposed method using the jumbo frame format 
increases NAC by 27 % when the EOF is 0.06. When the EOFs become 0.1 and 0.2, then 
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the performance deteriorates from the above one. On the other hand, Fig. 21 shows that 
the proposed method using the single frame format increases NAC by 12 % when the 
EOF is 0.06. Also, the impact of the frequent errors on the performance is significantly 
small. 

C) Performance including Clustering Build-up Phases 

Fig. 22 and Fig. 23 show the performance improvement ratio, including the clustering 
build-up phases of the proposed method under the maximum performance of the above 
section through the approximate evaluations in Section D). The horizontal axes express 
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Fig. 22  The performance improvement ratio including clustering build-up phases 
(jumbo frame format). 
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the performance ratio of the clustering build-up phases to the clustering steady phases 
(푟 ), and the vertical axes express the NAC improvement ratio in comparison 
with the non-cluster method (퐼 ,  ). Each line expresses the occurrence ratio of 
clustering build-up phases. The graphs show the results using the jumbo frame format 
and the results using the single one. Each line in the following two graphs shows NAC 
improvement ratios compared with DSRC, unlike the above graphs. 

Fig. 22 and Fig. 23 show that the proposed method sufficiently improves the QoS of 
V2X communications even when including clustering build-up phases. In the case using 
the jumbo frame, the proposed method increases NAC by 25 % (i.e., 퐼 ,  is 25 %) 
when clustering build-up phases occupy 20 % of all phases (i.e., 푟  is 0.2) and the 
performance improvement ratio is 60 % (i.e., 푟  is 0.6). In the case that uses 
the single one, the proposed method increases NAC by 11 % in the above parameters.  

4. Results of Practical Performance by Realistic Node 
Distributions Evaluations 

This section shows the performance of the proposed method compared to the non-
cluster method in some specific node distribution models built with the real data. 

A)   Cluster Sizes and Transmission Frequency 

Fig. 24 shows the relation between the cluster size and the average number of received 
frames of all the locations (A–G) in various transmission frequencies. The horizontal axis 
expresses the cluster size, and the vertical axis expresses the average number of received 
frames. Each line expresses the results of various transmission frequencies. In the 

Fig. 23  The performance improvement ratio including clustering build-up phases 
(single frame format). 
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evaluations, unacceptable errors never occur. In the graph, the black line expresses the 
NAC of the non-cluster method. The evaluations also reveal the appropriate transmission 
frequency because of the characteristics of V2X communications, and the transmission 
frequency was utilized in the following evaluations. 

The graph shows that the proposed method effectively improves the quality even in 
the realistic node distribution model. The average performance for which the cluster size 
varies from one to thirty was the highest in the transmission frequency of twelve. For this 
parameter, the proposed method increases the average number of received frames by 37 %. 
At the other frequencies, the proposed method increases it significantly. Note that the 
appropriate cluster size in the model is larger than that in the basic model because the 
power and the number of interference sources are larger. The graphs of the following 
sections show the performance in 12 frames/s. 

Fig. 25 and Fig. 26 show the average number of received frames in the location of the 
highest value of nearby density and system density, respectively. The horizontal axes, the 
vertical axes, and the legends are the same ones as those of Fig. 24. 

In both of the locations, the proposed method was effective for improving quality. In 
the location D, which is the highest nearby density, the proposed method increases the 
number of received frames by 57 % when nodes transmitted frames at the transmission 
frequency of 12 frames/s. In the location G, which is the highest system density, the 
proposed method increases it by 148 % in the same case. Additionally, in the cases of 8 
frames/s in G, it was increased by 39 %. 
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Fig. 24  A relation between cluster size and the average number of received frames 
against different transmission frequencies. 
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B) Unacceptable Estimation Errors 

Fig. 27 shows a relation between the cluster size and the average of the received 
frames against EOF in the realistic node distribution model. The horizontal axis expresses 
the cluster size. The vertical axis expresses the average number of received frames. The 
legends are EOF. 

Fig. 27 reveals that the proposed method improves the quality of V2X 
communications even when slight amounts of unacceptable errors occur in the realistic 
node distribution model. When unacceptable errors occur at the EOF of 0.06, the 
proposed method increases the average number of received frames by 20 %. Even when 
EOF is 0.1, at which the errors frequently occur, it increases by 16 %. 

Fig. 25  The average number of received frames in location D (the highest nearby 
density). 
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Fig. 26  The average number of received frames in the location G (the highest system 
density). 
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Fig. 28 and Fig. 29 show the average number of received frames in the location of the 
highest value of nearby density and system density, respectively. The horizontal axes, the 
vertical axes, and the legends are the same ones as those of Fig. 27. 

In both of the locations, the proposed method was effective for improving quality. In 
the location D, the proposed method increases the number of received frames by 32 % 
when EOF is 0.06. Additionally, it is increased by 21 % even when EOF is 0.1. In the 
location G, the proposed method increases it by 102 % and by 74 % when EOF is 0.06 
and 0.1, respectively. 

C) Performance including Clustering Build-up Phases 

Fig. 30 shows the performance improvement ratio, including clustering build-up 
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Fig. 27  A relation between cluster size and the average number of received frames 
against EOF. 
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Fig. 28  The average number of received frames in location D (the highest nearby 
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phases of the proposed method in the setting of the maximum performance of Fig. 27. 
The vertical axis expresses the ratio of the average number of received frames over the 
non-cluster method (퐼 , ). The horizontal axis and the legends are the same ones as 
that of Fig. 22. 

The graph shows that the proposed method can improve the QoS even in including 
clustering build-up phases. The proposed method increases QoS by 18 % (i.e., 퐼 ,  
is 25 %) in the same parameters, as shown in Fig. 22. Additionally, the proposed method 
increases QoS by 16% even when both of the clustering build-up phases occupy 20 % of 
all phases (i.e., 푟   is 0.2) and the performance improvement ratio is 0 % (i.e., 
푟  is 0), and when clustering build-up phases occupy 50 % of all phases (i.e., 
푟  is 0.5) and the performance improvement ratio is 60 % (i.e., 푟  is 
0.6). 

Fig. 29  The average number of received frames in the location G (the highest system 
density). 
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Fig. 30  The performance improvement ratio including clustering build-up phases 
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5. Conclusion in Section III 

In this section, the author proposed a novel node-clustering method, CLASES, to 
improve the QoS of V2X communications for driving assistance with CWS. The proposed 
method can omit regular intracluster communications through a cluster members’ data 
estimation and estimation error correction mechanism. The key idea supports intracluster 
communications while suppressing reducing the bandwidth for intercluster 
communications, unlike conventional cluster-based methods. The proposed method can 
operate a trade-off between interference power and parallel transmissions, and thus it 
improves the QoS of V2X communications. The drawback of the proposed method is that 
it amplifies interference due to the error correction mechanism involving the members' 
data estimation. The author evaluated the performance of the proposed method in various 
situations while changing various parameters. The evaluation results showed that the 
proposed method improves the QoS. The author also revealed that the proposed method 
could accommodate more nodes by 27 % than the non-cluster method even when the 
estimation errors occur at the realistic frequency. 
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IV. Mode 4 Performance Evaluations under Channel 
Congestion in CWS 

Section IV focuses on the performance characteristics of mode 4 in CWS under 
channel congestion. In this section, the author analyzes the performance characteristics in 
the following. 

1. Performance Analysis of Mode 4 under Congestion 

A)   Crash Scenarios and Congestion Problem 

In this section, the author analyzes the performance of mode 4 in some crash scenarios. 
The following scenarios decrease communication performance; 

Crowded intersection scenarios: crashes in crowded intersections. 

High-speed scenarios: crashes with high-speed nodes, like emergency vehicles. 

To discuss the relationships between the performance of mode 4 and the scenarios, 
the author considers an SINR during the warning period between two potential crash 
nodes: a transmitter t and a receiver r. Equation (5) denotes the SINR 훾 : 

훾 =
푆

퐼 + 푁  (5) 

푁   is noise power. 퐼   is the interference power against the received signal at the 
receiver r. 푆  is the received signal power from t to r. The received signal power is 
formulated as follows: 

푆 = 푃 퐶 푑  (6) 

푃  is the constant transmission power. 푑  is the distance between t and r. 퐶  is the 
fading gain between t and r. 훼  denotes the path loss exponent. In the following 
subsections, the author discusses the performance characteristics of mode 4 in the two 
scenarios. 

B) Crowded Intersection Scenarios 

Crowded intersections amplify the interference from other nodes. The interference is 
formulated as follows: 
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퐼 = 푆
∈ℐ

 (7) 

ℐ  denotes the set of other transmitters at the transmission opportunity of the 
transmitter t. |ℐ| is the number of simultaneous transmitters. From Equations (6) and (7) 
is transformed as follows: 

퐼 = 푃 퐶 푑
∈ℐ

  (8) 

The SINR in Equation (5) is transformed from Equation (8) as follows: 

훾 =
푆

∑ 푃 퐶 푑∈ℐ + 푁
  (9) 

From Equation (9), as 푑  is smaller and/or |ℐ| is larger, SINR is smaller. In crowded 
intersections, i.e., the density of the nodes is high, the number of nodes near the 
transmitter is, on average, larger than in non-crowded intersections. The trends of 푑  
and/or |ℐ| decrease SINR, and as a result, the performance of mode 4 is downgraded in 
such intersections. 

Additionally, |ℐ| is related to the communication traffic load. Thus, the load is related 
to the number of transmissions per second (defined as NTS) is related to |ℐ|, in addition 
to the density of the nodes involved in the crash scenarios. Increasing NTS increases |ℐ|. 
Whereas increasing NTS is expected to improve SINR because of the redundant 
transmissions. The two impacts also operate the degree of congestion. 

C) High-Speed Scenarios 

In high-speed crash scenarios, 푆  is weaker than in low-speed scenarios. In the high-
speed scenarios, potential crash nodes approach each other at high speeds. As nodes move 
at higher speeds, the relative speed 푣  is higher. For example, emergency vehicles run 
at high-speeds. By using time-to-crash 푡  and the relative speed, the communication 
distance during the warning period is shown as follows: 

푑 = 푣 푡  (10) 

From Equations (6) and (10), the SINR is formulated as follows: 
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훾 =
푃 퐶 (푣 푡 )   

퐼 + 푁  (11) 

To recognize the potential crashes, the nodes need to receive frames during the 
warning period, i.e., 푡  is 2.5–3.5 s, at least. As the relative speed is larger at time 
푡 , the communication distance is larger. As a result, the SINR is lower than that of 
the low-speed scenarios. 

2. Evaluation Model 

A)   Crash Scenarios and Performance Metrics 

Fig. 31 depicts an example of the simulations. The author investigated the number of 
received frames during the warning period at an evaluation target receiver from an 
evaluation target transmitter. The two target nodes were the potential crash nodes for each 
other; specifically, they frontally approached each other at a relative speed 푣 . This head-
on crash scenario is the largest relative speed of the other scenarios, and thus, the 
communication distance is the largest in Equation (10). If the QoS requirements are 
satisfied in this scenario, the requirements are also satisfied in the other scenarios. 

Around the target receiver, within 300 m, the other nodes were deployed, as shown in 
Fig. 31. All the nodes, including target nodes, shared spectrum resources in a multiple 
access manner. The manner causes the other nodes to play a role in the interference and 
competitors of slot selections for target nodes. Fig. 31 shows an example in which two 
nodes interfere with a frame from the target transmitter at the target receiver. The signal 
power was strong enough at the target receiver within 300 m. 

Next, the author explains the dynamic ranges of the parameters modeling the crash 
scenarios. For crowded intersection scenarios, two kinds of densities (i.e., node 
distribution models) were given. The first kind of model is the uniform distribution model. 
This model is the most fundamental stochastic model. The model provides us with 
average performance. Additionally, the stochastic model allows us to change the number 
of nodes in order to boost the density of the nodes. The two reasons provide an average 
upper limit of the number of nodes, i.e., NAC. The second one is the realistic distribution 
model. The model is built by Bologna data [82] [83], which is the realistic mobility data 
for cars and pedestrians. From Bologna data, the author modeled three intersections: large, 
medium, and small intersections, named A–C, respectively. The next section explains the 
details of the data. The NTS of each node depends on the degree of channel congestion. 
In our simulations, NTS was also given 10–30 frames/s. Considering high-speed 
scenarios, the author set 푣  at 120–240 km/h. For the scenarios, the author assumed that 
emergency vehicles run at high speeds in urban areas. In our models, the target nodes 
approach at a given relative speed. 
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The author showed the number of received frames during 2.5–3.5 seconds and NAC 
as a performance metric. The first metric was compared to the QoS requirements. For one 
of the references of NAC, the author computed the average number of nodes (ANN), 
which is an average value over the number of nodes used in the three realistic intersections 
from Bologna data. ANN had 488 nodes. The number of received frames were averaged 
over 300 iterations in the uniform node distribution model and over 3 iterations ×  1 
period for the traffic signal. The period of A is 105 s. B and C have no traffic signals, so 
the author defined 112 s as the period because the duration is averaged over other traffic 
signals in the data. The metric was simulated by a simulator that the author made. In our 
investigations, the author could not find suitable mode 4 simulators with the system-level 
performance in the context of CWS. The author confirmed that the simulator outputted 
values along with the characteristics of mode 4. 

B) Bologna Data and Realistic Node Distribution Models 

Bologna data is the open data in iTETRIS [82] [83] 
(http://sumo.dlr.de/wiki/Data/Scenarios). The Bologna data was collected over three days 
from November 11 (Tue) to November 13 (Thu) in 2008 with 636 detectors in Bologna, 

Fig. 31  The abstract image of the simulation model of CWS: the transmitter and receiver 
are potential crash nodes. 
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Italy. The data includes peak hours in the morning. This data includes mobility data of 
pedestrians. The data is suitable to evaluate V2X performance, including Vehicle-to-
Pedestrian. The author obtained the mobility data from the Bologna data by Simulation 
of Urban MObility (SUMO) [84].  

From Bologna data, the author extracted three intersections (A–C) × 9 periods. Fig. 
32 (a) illustrates the geographical map of the target intersections. These densities varied 
with time. To analyze the characteristics of the densities with time, the author introduced 
two densities: central density and system density. The former is defined as the number of 
nodes within 100 m of the center point; the range was within the time-to-crash of 
approximately 3 s at the relative speed of 120 km/h. As the central density is large, 푑  
in Equation (4) is, on average, small. System density represents the number of nodes 
within 300 m. As the density is large, |ℐ| in Equation (3) is also, on average, large. Fig. 
32 (b) provides the average densities of each period. The trends of the system density and 
central density are proportional to the size of the intersections. Additionally, the system 
density is at its peak at 3500 s compared to the other times. The highest central densities 
were 3000 s at A, 1000 s at B, and 3500 s at C. In these periods, the performance is likely 
to be degraded.  

C) Wireless Parameters 

First, the communication system model complied with the mode 4 standard [23]. A 
carrier frequency of 5.9 GHz was used as standard. The bandwidth was 10 MHz. The 
frame size was set to 190 bytes. The author assumed that each frame conveyed accurate 
data that were sufficient to provide a warning. Additionally, the author simply modeled 
the sub-channel of mode 4. To guarantee enough resources to transmit a frame of 190 
bytes, mode 4 can have two sub-channels. Mode 4 has 1000 sub-frames/s at standard, and 
thus, the total number of slots was 2000 slots/s. Also, all the nodes were synchronized 
with GNSS.  

Second, transmitted frames were correctly decoded when the SINRs were equal to or 
more than the threshold, as in References [43] [44]. The threshold was set to 5 dB [35]. 
As for SINR, radio propagation complied with the WINNER+ model [85], as 
recommended by METIS [86]. The author used the LOS model to investigate the 
fundamental model and did not bind specific NLOS environments. The propagation loss 
included a log-normal shadowing loss with a deviation of 3 dB, as established in 
Reference [23]. The author calculated the independent and identically distributed (i.i.d) 
shadowing loss between nodes. In the propagation model, the antenna height of all the 
nodes was 1.5 m, as was used in Reference [29]. The noise power was set to –110 dBm 
[30].  
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Third, Sensing-based SPS was configured as follows. The initial reselection counter 
was calculated at random but within a range. The range was configured so that it 
continued to use a slot within 0.5 s–1.5 s for NTS 푛 ; for example, at ten frames/s, the 
range was from 5 to 15. The standard determined the NTSs of 10, 20, and 50 frames/s. 

(a) Location and size of the three intersections (A–C) 
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Fig. 32  The three extracted intersections (A–C) and the statistic information about 
system density and central density. 



 

67 

 

Decentralized Cross-layer Congestion Controls for DSRC-V2X and 

PC5-based Cellular-V2X Mode 4 in Crash Warning System 
HIRAI Takeshi 

The ranges except for the standard NTS (from 푅   to 푅  ), were set to linear 
values, based on the range of 10 frames/s, as in Equation (12). 

푅 = ⌊푛 × 1.5⌋
푅 = ⌊푛 × 0.5⌋ (12) 

The initial RSRP threshold was set to –110 dBm, which was the same as the noise 
power. The resource keeping probability was set to zero because of the most fundamental 
setting [23]. In other words, the nodes always reselected the next slot when the counter 
became zero. These parameters are summarized in Table 6. 

Table 6  Key parameters in simulations. 

Crash scenario Parameters Values 

NTS 10–30 frames/s 

Node distribution model Uniform, Realistic 

Relative speed 120 km/h–240 km/h 

Wireless Settings Values 

Carrier frequency 5.9 GHz 

Bandwidth 10 MHz 

Frame size 190 bytes 

Radio propagation model WINNER+ (LOS) B1 

Shadowing deviation 3 dB (i.i.d) 

Noise power −110 dBm 

SINR threshold 5 dB 

Configuration Settings Values 

Reselection counter range Linear Average 

Initial RSRP threshold −110 dBm 

Resource keep probability 0 
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3. Number of Received Frames and NAC in Two Crash 
Scenarios 

This section presents the performance characteristics of mode 4 in crowded 
intersection crash scenarios and high-speed crash scenarios. 

A) Crowded Intersection Scenarios 

 Uniform Node Distribution Models 

Fig. 33 shows the number of received frames for the number of nodes at a relative 
speed of 120 km/h. The horizontal axis is the number of nodes, and the vertical axis is the 
number of received frames. The legends in Fig. 33 represent the NTSs. In the evaluations, 
all the nodes were uniformly distributed. 

First, the author explains the performance characteristics of the NTSs. In particular, 
at the NTS of 30 frames/s, the author can observe the performance trend explained in the 
above section. At the NTS, the number of received frames was the largest until reaching 
220 nodes because of the redundant transmissions. However, it was the lowest at 500 
nodes due to overloading frames. The performance sharply drops as the traffic load 
increases. In contrast, at the NTS of 15 frame/s, the number of received frames was the 
largest at 420 nodes, although it was the second-lowest at 300 nodes. Therefore, 
configuring the NTS depends on the degree of the congestion situation. 

In terms of CWS, Fig. 33 demonstrates that mode 4, on average, provides less 
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Fig. 33  The number of received frames for the number of nodes in the uniform node 
distribution model at a relative speed of 120 km/h. 
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performance than the QoS requirements. In Fig. 33, using the NTS of 20 frames/s 
provided the best performance of the five NTSs; specifically, the NAC was 26% less than 
the ANN (i.e., 488 nodes). The NAC at the NTS exceeded the NAC at the other NTSs, 
like 15 frames/s or 25 frames/s, by 6%. It was also 12.5% above the NAC at the NTS of 
30 frames/s. Therefore, the author highlighted that mode 4 showed the best performance 
at the NTS of 20 frames/s but was not able to satisfy the requirements. 

 Realistic Node Distribution Models 

Fig. 34–Fig. 36 depict the number of received frames in the large–small intersections 
at the five NTSs, respectively. The horizontal axes are the initial times of the periods of 
the traffic signal in each intersection. The vertical axes are the numbers of received frames. 
In the simulations, the relative speed of the target nodes was 120 km/h, which is to be 
assumed in urban areas.  

Fig. 34 demonstrates that the number of received frames did not satisfy the CWS 
requirements at any initial time in the large intersection at any NTS. From the results, 
using 10 frames/s and 15 frames/s showed better performance than performance at the 
other NTSs because the scenarios had many nodes, as compared to the other scenarios. 
At the initial time of 3000 s, using the NTS of 10 frames/s provided the best performance, 
and the number of received frames was 55% less than the QoS requirements. At the initial 
time of 3500 s, the suitable NTS was 15 frames/s, and the number of received frames was 
52% less than the QoS requirements. The results emphasized that mode 4 failed to satisfy 
the requirements in the large intersection. 

Fig. 35 shows that mode 4 failed to satisfy the QoS requirements during many periods 
in the medium intersection. In particular, the performance at the initial time of 1000 s or 
3500 s was lower than the performance at the other periods. In the former period, mode 
4 suppressed 42% fewer numbers of received frames than the QoS requirements. In the 
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Fig. 34  The number of received frames in the large intersection. 
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latter period, using the NTS of 15 frames/s provided the best communication quality, but 
the number of received frames was 36% less than the QoS requirements. At the periods 
of the initial time of 4500 or 5000, mode 4 showed enough performance to satisfy the 
requirements at the NTSs of 15, 20, and 25 frames/s. 

As observed in Fig. 36, the target node satisfied the QoS requirements at many periods 
at the small intersection. At periods except for the periods of the initial time of 3000 s or 
3500 s, the number of received frames exceeded 10 frames/s. At the initial time of 3500 
s or 3000 s, the target node did not receive a smaller number of frames than 10 frames at 
any NTS. In particular, at the initial time of 3500 s, the optimal NTS was 15 frames/s, 
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Fig. 35  The number of received frames in the medium intersection. 
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and the number of received frames was 18% less than the QoS requirements. Therefore, 
the author showed that mode 4 needed to improve the performance even in the medium 
and small intersections. 

B) High-Speed Scenarios 

Fig. 37 and Fig. 38 depict the performance characteristics in high-speed scenarios. 
Fig. 37 shows the number of received frames for the number of nodes at a relative speed 
of 240 km/h. The horizontal axis, vertical axis, and legends are the same as in Fig. 33. 
Fig. 38 provides NAC characteristics for the relative speed between the target nodes. The 
horizontal axis is the relative speed, and the vertical axis is NAC. These results were 
evaluated in the uniform node distribution model to observe the average performance. 

The two graphs highlight that the performance of mode 4 was sharply downgraded in 
high-speed scenarios. At first, Fig. 37 shows that the NAC was significantly less than the 
ANN. The most effective NTS for NAC was 15 frames/s, and the NAC was, at most, 140 
nodes. The resultant NAC was 71% less than ANN. After the number of nodes was 160, 
the best NTS was 10 frames/s, but the performance was much below the QoS 
requirements. Therefore, high-speed scenarios were provided to decrease performance. 
Fig. 38 demonstrates that the performance sharply dropped as the relative speed increased. 
At the NTS of 15 frames/s, the NAC at 240 km/h was 43% below that at 120 km/h. 
Therefore, concerning high-speed nodes, like emergency vehicles, it is necessary to 
significantly improve the performance of mode 4 for effective crash warning. 
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4. Conclusion in Section IV 

This section investigated the feasibility of mode 4 in modeled crash scenarios in 
performance under congestion conditions. The evaluation results highlight that mode 4 
failed to satisfy the QoS requirements in many crash scenarios. At first, in crowded 
intersection scenarios, mode 4 provided low-reliable communications. In the uniform 
node distribution model, which evaluated average performance, the results demonstrated 
that NAC was 26% lower than the ANN. As well as the average performance, the author 
evaluated more practical performance in the realistic node distribution model built by 
Bologna data. In the realistic large intersection, the number of received frames was 55% 
smaller than the QoS requirements. The high-speed scenarios, like emergency cars in 
urban areas, also cause congestion. When nodes collided with each other at a relative 
speed of 240 km/h, the NAC was 71% below the ANN. Our feasibility evaluations 
highlight the necessity to improve communication performance of mode 4 by new 
mechanisms like Decentralized Congestion Control to use CWS in the real world. 
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V. Decentralized Broadcast NOMA and Frame 
Relaying with NOMA for Mode 4: Physical-
MAC Cross-layer Approach 

Section V comprehensively proposes DB-NOMA for mode 4 as a decentralized 
physical-MAC cross-layer congestion control. Notably, this section focuses on the 
performance characteristics of the RM with NOMA. 

1. Enhanced Mode 4 with DB-NOMA 

The author proposes DB-NOMA, which is a concept that applies NOMA to the 
decentralized broadcast system. To apply the concept in practice, the author proposes the 
enhanced mode 4 with two NOMA methods. Unlike the existing NOMA methods, the 
concept and proposed methods try to superpose broadcasted signals autonomously. The 
following subsections describe the overview, ideas, basic designs, and characteristics. 

A)   Overview of Enhanced Mode 4 

Fig. 39 shows the flow chart of the enhanced mode 4. The enhanced mode 4 has a 
parallel transmission method (PTM) and a relay method (RM). (1) Each node decides 
whether to act as a relay node according to some conditions by RM. One of the necessary 
conditions is to relay only frames transmitted from potential crash nodes because the 
author needs to improve the QoS while suppressing the overflowing of relay frames. Each 
node can detect potential crash nodes from the transmitted advertisements. (2) After a 
relay node generates its own advertisement, the node superposes the relay and the 
advertisement by RM. (3) Each node broadcasts the superposed signal (its advertisement 
signal if the node does not relay any frames) by PTM. 

Fig. 39  The flow chart of DB-NOMA. 
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B) Parallel Transmission Method using DB-NOMA (PTM) 

 Key Idea and Basic Design of PTM 

In PTM, multiple transmitters autonomously use the same slot, and each receiver 
decodes the superposed signal by SIC; all nodes apply SIC to all received frames. Fig. 40 
illustrates the example of PTM. In Fig. 40, node-A and node-B use the same slot, and as 
a result, a signal of node-A’s advertisement and a signal of node-B’s advertisement are 
superposed at the receiver side.  

PTM may improve the spectrum utilization efficiency to boost the number of nodes 
using a slot by suitable decentralized signal superposition, unlike the conventional 
NOMA methods. The decentralized signal superposition depends on the decentralized 
slot selection in which many destination nodes sense the SINR of superposed signals high. 
Additionally, PTM can resolve the two constraints by the decentralized slot selection 
mechanism. To explore the suitable mechanism, the author discusses the characteristics 
in the following subsection. 

 Performance Analysis of PTM 

To investigate the characteristics of the slot selection strategy, the author focus on the 
SINR in the following equation (13). In the SINR, two nodes (node-A and node-B) 
simultaneously use a slot, and a receiver j senses node-A’s signal larger than node-B’s 
signal. 푃  denotes a transmission power, and all nodes use the same power in mode 4. 
푁  is noise power. 푃퐿  is a radio propagation loss from a transmitter i to a receiver j. 
Here, i denotes node-A (A) and node-B (B). 

SINR =
푃 × 푃퐿

푃 × 푃퐿 + 푁  (13) 

To analyze the SINR simply, the author considers the propagation loss as the only 
path loss. The author assumes that 푃퐿  is a decrement function for the distance between 
i and j as the following equation (14). C denotes a constant coefficient of the path loss 
model, and 푛 denotes a path loss exponent. By substituting Equation (14) to Equation 
(13), Equation (15) is obtained. 

푃퐿 = 퐶 ∙ 푑  (14) 

SINR =
푃 × 퐶 ∙ 푑  

푃 × 퐶 ∙ 푑 + 푁
 (15) 
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The performance is dominated by the difference between the distances (푑  and 푑 ). 
The difference is yielded due to the decentralized slot selection. A better slot selection 
strategy is that each node selects a slot used by moderately far away nodes from itself. At 
first, the author discusses the case where node-A and node-B are near each other, and then 
they use the same slot. Unfortunately, this simultaneous transmission causes many 
receivers to sense a small SINR of Equation (15) to receive both frames incorrectly. 
Whereas the author discusses the case where node-A and node-B are too far from each 
other, and then they use the same slot. In this case, many receivers obtain sufficiently high 
SINR, but the improvements in spectrum utilization efficiency become small. The most 
naive slot selection method is Sensing-based SPS, though this method does not fully 
select a slot to use NOMA effectively.  

C) Relay Method applying DB-NOMA (RM) 

 Key Idea and Basic Design of RM 

In RM, a relay node autonomously superposes its own advertisement signal and the 
received advertisement signal from a potential crash node. Then the node broadcasts the 
superposed signal. The receiver uses SIC for all received frames; then, the receiver does 
not identify the relay frames. Fig. 41 is an example of RM. In Fig. 41, a relay node 
superposes the two advertisements (orange and blue circles). 

RM may expand the broadcast ranges of potential crash nodes without consuming 
additional slots of relays by suitable decentralized relay with signal superposition. 
Whereas, RM has a negative impact that decreases the advertisement range of relay nodes 
due to decreasing transmission power for its own advertisement. From the above 
discussions, the suitable signal superposition is defined as maximizing the QoS 
improvements under suppressing the negative impact. The key mechanisms are the 
autonomous superposed transmission power distribution and relay node decision. 
Additionally, RM guarantees SINRs for broadcasting by introducing relay and the first 

Fig. 40  The example of PTM and the superposed signal by PTM. 
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algorithm and resolves the decentralized constraints by the two algorithms. To explore 
the suitable algorithms, the author analyzes the characteristics in the next subsection. 

 Performance Analysis of RM 

The author investigates the characteristics of the two algorithms from two SINRs of 
Equations (16) and (17), in which Equation (14) is substituted. Equation (16) shows the 
SINR of the advertisement of the relay node, and Equation (17) shows that of the relay 
frame of the relay node, in both of which the only relay node transmits a superposed 
signal. Equations (16) and (17) use the same parameters as Equation (15). Here, 푖 denotes 
the relay node 푟. α shows a relay power ratio to the total power, and thus, α ∙ 푃  is the 
relay power, and (1 − α) ∙ 푃  is the advertisement power. 

푆퐼푁푅 =
(1 − α) ∙ 푃 × 퐶 ∙ 푑
α ∙ 푃 × 퐶 ∙ 푑 + 푁

 (16) 

푆퐼푁푅 =
α ∙ 푃 × 퐶 ∙ 푑

푁  (17) 

From Equations (16) and (17), the performance depends on α  and 푑  . The two 
parameters are dominated by the following two mechanisms. 

 α:  This value is operated by a superposed transmission power distribution 
mechanism, in which relay nodes autonomously distribute the available transmission 
power. 

 푑 : This value is operated by the relay node decision mechanism, in which nodes 

Fig. 41  An example of a superposed signal by RM.  
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judge to relay a received frame in a distributed manner. 

Suitable α  improves performance. α  dominates the tradeoff between enhancing 
푆퐼푁푅   and deteriorating 푆퐼푁푅  . As this algorithm applies large α , 푆퐼푁푅  
improves, but 푆퐼푁푅   deteriorates. Besides, α  is dominated by the following two 
constraints (a) and (b). (a) Each node needs to use small α enough to guarantee high 
푆퐼푁푅 . (b) The relay node needs to set up so high α that 푆퐼푁푅  becomes more 
than 푆퐼푁푅 , of which is direct communication from the transmitter to the receiver as 
Equation (18). 푑  is the distance between the transmitter t and the receiver j. 

푆퐼푁푅 =
푃 × 퐶 ∙ 푑

푁  (18) 

푑  also fluctuates the performance. 푆퐼푁푅  becomes small even though a relay 
node is too close to the transmitter or too near the receiver. When a node near the 
transmitter relays the frame,  푆퐼푁푅  is likely to become less than 푆퐼푁푅 . When 
a remote node from a transmitter relays the frame, the receiver is also likely to receive 
the original frames, i.e., the relaying is not needed. Therefore, selecting suitable relay 
nodes maximizes the SINR of the transmitter. 

2. Evaluation Models 

This section investigates the fundamental characteristics and impacts of the enhanced 
mode 4 with DB-NOMA. Table 7 summarizes the key parameters. 

A)   Evaluation Metrics 

 The number of received frames: The author investigated the two kinds of it. (1) 
The author evaluated the average number of received frames of a specific node 
(target receiver) from a specific node (target transmitter), called target metric. 
The two nodes are no different from other nodes except for potential crash nodes 
and the target of the proposed relay method. (2) The author evaluated the average 
number of received frames of a node from the relay node, called relay metric. 
The author compares the relay metric with the target metric without relays to 
evaluate the demerits of RM. The relay metric is evaluated in the same case as 
the target metric, such as the distance between the two target nodes. 

 NAC: The author evaluated the upper number of nodes that the target metric is 
10 frames or more. 
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B) Node Distributions 

The target transmitter was put at 100 m apart from the target receiver as Fig. 42. This 
distance is before 3 seconds prior to a potential accident in the case that the two nodes 
frontally approach at a relative speed of 120 km/h. This duration is the middle of the last 
1 second during the required warning period. 

The author uniformly deployed nodes as the center of the target receiver within the 
radius of communication range, i.e., 300 m, as shown in Fig. 42. This distribution is one 
of the most fundamental stochastic. Furthermore, the author assumed that pedestrians also 
exist in various locations, unlike vehicles. All deployed nodes periodically advertise their 
own location and play the role of the interference source. All nodes did not move from 
the initial position to simplify the model.  

The author simply assumed that relays are introduced only for the target transmitter, 
and a node undertakes all relays. The relay node is put on somewhere between the two 
target nodes, as shown in Fig. 42. The relay node also periodically transmits its 
advertisement. The node superposed its own advertisement and a relay when the node 
received the target transmitter’s advertisements. 

C) Wireless Parameters 

The author used the standard parameters of mode 4. The settings of the physical layer 
were the same as other researches [24] [25]. The carrier frequency was 5.9 GHz. The 
channel bandwidth was 10 MHz. The frame size was 300 bytes. Besides, the remaining 

Fig. 42  The abstract of the node distribution of simulations. 
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parameters of Sensing-based SPS complied 3GPP standard. In particular, the transmission 
frequency was set to 20 frames/s, and hence, the number of same slot utilization was 
selected in 10–30 at random [25]. Setting 20 frames/s is because nodes achieve to receive 
10 frames/s even if they incorrectly receive some frames due to collision error. 
Additionally, all nodes used the same transmission power (i.e., 23 dBm [25]) for 
broadcasting.  

The frame reception and radio propagation model was set as follows. A frame was 
assumed to be correctly received when the SINR is the threshold or larger. The threshold 
was set to 5 dB [35]. The radio propagation model was WINNER+ LOS (B1) model [85] 
[86], which was recommended by 3GPP. The author did not incorporate the propagation 
model into shadowing to exclude the impacts. Noise power is −110 dBm as [30]. 

D) Models and Parameters of Enhanced Mode 4 

For PTM, the author just adopted Sensing-based SPS. Sensing-based SPS can select 
a slot with relatively low interference. Therefore, each node can transmit frames with 
relatively remote nodes from itself. The author modeled RM as follows. At first, the 
author used superposed relay signal power to the total power of 1/5–1/60, and the 
denominator increment is 5. Next, the distance to the relay node fluctuates from 12.5 m 
to 87.5 m from the target transmitter to a unit of 12.5 m. In this model, the relay node near 
the target transmitter frequently receives frames from the transmitter and relays them 
because the same node relays frames. This setting averagely reduces the advertisement 
power of the relay node and shrinks the range of its advertisements. To use NOMA, the 
author needs to add reference signals to know Channel State Indicator (CSI) of each signal 
[71]. The author assumed to enable to substitute of the reference signals of mode 4 for it.  

Table 7  Key Parameters  

Basic settings Values 

Distance between target nodes 100 m 

Transmission Frequency 20 frames/s 

SINR threshold 5 dB 

Radio propagation model WINNER+ (LOS) B1 

Enhanced mode 4 settings Values 

Superposed relay power ratio to total power α 1/5–1/60 

Distance to the relay node from target transmitter 푑  12.5–87.5 m 
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3. Number of Received Frames and NAC 

This section presents three graphs about the performance characteristics of the 
enhanced mode 4. The first graph shows the performance for the number of nodes, and 
the other graphs show the performance characteristics for the two parameters of RM. 

A)   Performance for Number of Nodes 

Fig. 43 shows the number of received frames for the number of nodes. The horizontal 
axis is the number of nodes in the communication range, and the vertical axis is the 
number of received frames. The legends of Standard, PTM-only, and PTM+RM denote 
original mode 4 without NOMA, a method using only PTM, and the enhanced mode 4 
with PTM and RM, respectively. Besides, the color points show the target metrics, and 
the white points show the relay metrics. The enhanced mode 4 uses two sets of 
parameters; one set is a suitable one in which the relay power ratio is 1/20, and the 
distance from the target transmitter to the relay node is 75 m. The other set is an unsuitable 
one in which the ratio is 1/5, and the distance is 50 m.  

Fig. 43 demonstrates that our enhanced mode 4 increased the NAC of Standard by 
119% without the analyzed negative impacts by suitable parameters. The breakdowns are 
as follows. By comparing the red point of Standard (the blue line) with PTM-only (the 
orange line), the contribution of PTM was 13%; by comparing the red point of PTM+RM 
with the suitable set (the yellow line with the white square) and PTM-only, RM boosted 
the NAC of PTM-only by 94%. In PTM+RM with the suitable set, no demerits of relay 
node were observed. Specifically, the relay metric (the yellow line with the white square) 
was 12% more than the target metric in Standard, though the relay metric was 15% less 
than the target metric in PTM-only. Unfortunately, the proposed methods using the 
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Fig. 43  The number of received frames for the number of nodes. 
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unsuitable set significantly decreases the relay metric by comparing the green line with 
the white circle with the other line. In summary of the above results, the author points out 
the enhanced mode 4 significantly outperformed Standard though the author suitably set 
to the parameters.  

B) Performance for Superposed Relay Power Ratio 

Fig. 44 shows the number of received frames for the superposed relay power ratio to 
the total power. The horizontal axis is the ratio. The vertical axis, legends, and points are 
similar to Fig. 43. Fig. 44 shows the results in the distance to the relay node from the 
target transmitter of 75 m.  

Fig. 44 demonstrates that the suitable ratio significantly boosted the QoS of 
advertisements of the relay node while improving that of the target transmitter. From Fig. 
44, the author can observe the relay metric (the white square) increases, and the target 
metric (the yellow square) decreases, as the ratio decreases, as analyzed in the above 
section. Then, the suitable ratio was 1/20 for the following reasons. In the white square, 
the relay metric in 1/20 increased by108% over that in 1/5, though the target metric 
decreased by 9%. Additionally, from 1/20, the relay metric became nearly equal to the 
target metric in PTM-only, which is the maximum improvement. 

C) Performance for Distance to Relay Node 

Fig. 45 shows the number of received frames for the distances to the relay node from 
the target transmitter. The horizontal axis is the distance. The vertical axis and legends 
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are similar to Fig. 43. Fig. 45 shows the results of the typical superposed relay power ratio 
to the total power of 1/20. 

Fig. 45 demonstrates that suitable relay nodes significantly improved the QoS of the 
target transmitter’s advertisements. From Fig. 45, the author can observe the target metric 
(the yellow square) increases and then decreases, as the distance increases, as described 
in the above section. In this simulation, the suitable distance is 75 m for the following 
reasons. In the yellow line with the yellow square, the target metric of PTM+RM in 75 m 
was 115% larger than that in 12.5 m; it was 27% more than that in 87.5 m. Additionally, 
the author can observe the relay metric became nearly equal to that in PTM-only. 
Therefore, the suitable distance (i.e., selecting the suitable relay node) of RM successfully 
improves the QoS of advertisements of both of the nodes.  

4. Conclusion in Section V 

The author proposed a novel concept, DB-NOMA, for decentralized broadcast 
systems and mainly evaluated the performance characteristics of the proposed RM in 
CWS. The enhanced mode 4 with DB-NOMA includes a relay method and a parallel 
transmission method. Our analysis demonstrated that the enhanced mode 4 improves the 
performance by using suitable signal superposition parameters. Our simulations 
highlighted that the enhanced mode 4 increased the NAC by 119% over that of the current 
mode 4 by the suitable parameters. In further studies, the author considers the detailed 
procedures based on our analysis and evaluations to provide high performance.  
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VI. SPS-NOMA for Mode 4: Physical-MAC Cross-
layer Approach 

Section VI extends PTM or SPS-NOMA based on UL-NOMA in DB-NOMA, a part 
of a decentralized physical-MAC cross-layer congestion control. In the following sections, 
the author discuss the system model. 

1. Sensing-based SPS with UL-NOMA (SPS-NOMA) 

In this section, the author describes the system design of SPS-NOMA in the first 
subsection and then discusses the performance in the next subsection. 

A)   System Design of SPS-NOMA 

The proposed system aims to support SIC effects by sensing-based SPS. This system 
complies with the standard sensing-based SPS to select slots and transmit frames. The 
system also uses SIC decoders to decode frames in addition to sensing-based SPS 
procedures. 

 Step 1: Sensing-based SPS-aided Slot Selection 

First, the author explains the slot structure of SPS-NOMA. The main structure is the 
same as the standard of mode 4. Each slot contains a piece of sidelink control information 
(SCI) and a transport block (TB) occupied by several resource block pairs (RBPs). Every 
SCI includes the MCS index and the slot utilization counter; each TB conveys a CWS 
frame.  

An RBP has four symbols in a time domain for reference signals. Initially, the 
reference signals are used for nodes to select slots and estimate channel gains for decoding 
frames. In addition to the roles at sensing-based SPS, the signals play roles in detecting 
simultaneous transmitters and estimating the channel gains for SIC decoding. For the new 
roles, the reference signals need to be orthogonal sequences between simultaneous 
transmitters. Methods, such as References [71] [87], can create such sequences. For 
example, the author can assume using Zadoff-Chu sequences for reference signals based 
on [71]. The sequences are used in cellular networks. The author can deploy the sequences 
in time and/or frequency domains, reusing the existing symbols used for reference signals 
of mode 4. The proposed method requires to prepare them enough to avoid collisions of 
them, at which multiple nodes share a reference signal. The collisions increase channel 
estimation errors and thus degrade SIC performance. Note that how to deploy orthogonal 
sequences in detail is out of scope. 
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Next, the author briefly describes the slot selection mechanisms. The mechanisms use 
a history of past slots based on sensing-based SPS. The history is stored sensing 
information during the past 1000 milliseconds. At the beginning of the mechanisms, each 
node initializes the set of candidate slots to all the slots within the selection window 
(called SW), e.g., 100 milliseconds for 10 Hz. Subsequently, the node executes the 
following two mechanisms to exclude slots with estimated high interference from the 
candidate slots. 

 RSRP mechanism: This mechanism excludes slots that satisfy both the following two 
conditions. (a) The decoded SCI of any past slot within SW reserves the slots. Here, 
ℳ shows the set of reserved slots. (b) The average RSRP over RBPs of any slot in 
ℳ is higher than the threshold 푃 . The behavior is shown as:  
The mechanism has been repeated until the number of non-excluded slots becomes 

20% of the SW or more to guarantee the number of candidate slots. At every next 
iteration, the threshold increases by 3 dB. This mechanism passes the non-excluded 
slots to the following mechanism. 

 Received signal strength indicator (RSSI) mechanism: This mechanism filters slots 
with high average RSSI over the corresponding past slots. The corresponding past 
slots are traced back from a candidate slot at a unit of the transmission period, e.g., 
100 milliseconds. The average RSSI 푃  is written as: 

푃 =
1

|풦| 푃
∈풦

, (20) 

where 풦  shows the set of the corresponding past slots. The RSSI in a past slot k is 
represented by 푃 . Based on the average RSSI of candidate slots, this mechanism sorts 
the candidate slots in ascending order. Finally, it selects a slot from the top 20% of the 
sorted slots at random. 

In addition to selecting the slot, the node selects a reference signal to transmit with 
data. The history helps to avoid collisions of the reference signals. The node uses the 
history and selects a sequence unused by other simultaneous transmitters.  

 Step 2: Sensing-based SPS-aided Transmission 

Every node uses the selected slot in a semi-persistent manner. The slot utilization 
counter was selected randomly from a range of 5–15 [22] for 10 Hz as a standard. The 
value decreases by one after every transmission. After using the slot in the selected times, 
the node reselects a new slot by Step 1. 

푃 
∃ > 푃       푚 ∈ ℳ. (19) 
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In SPS-NOMA, nodes can optionally use RT, a potential extension of the 
retransmission mechanism of mode 4. The RT is inspired by Reference [89] and the 
retransmissions. In the reference, nodes alternately used two slots at 10 Hz. Our system 
uses two independent slots at 20 Hz. In other words, a node has two SPS process of 10 
Hz. Unlike the retransmissions, both slots are selected by the SPS mechanism. Fig. 46 
shows the behavior of the RT. In Fig. 46, node-A uses the two reserved slots. The node 
alternately uses the first reserved slot and the second reserved slot every 100 milliseconds. 
The RT provides nodes with selection diversity to improve the SINR by retransmissions 
based on the SPS mechanism, and nodes send their up-to-date location data more 
frequently. Unfortunately, the congestion level also increases. The characteristics are 
shown in detail in the following sections. 

 Step 3: SIC-aided Reception 

Transmitted signals are superposed at each receiver. The mixed signal 푦( )  at 
receiver j is expressed as: 

푦( ) = 푃 푔 푠
∈ℐ( )

+ 푛, (21) 

where 푃  is the transmission power, which is the same power in all the nodes because of 
advertising. ℐ( ) is the set of simultaneous transmitters at the first SIC iteration. Each of 
the transmitters i in ℐ( ) transmits the signal 푠 . 푔  is the channel gain between i and j. 
푛 is the additive white Gaussian noise at j with the spectral power density of 푁 . 

Receivers use SIC and try to decode several signals in the superposed signal. The SIC 
decoder iterates the signal reception and interference cancellation. An example of the SIC 
decoding is as below. First, receiver j tries to decode the strongest signal in the superposed 
signal by the capture effect, in which the signal is correctly decoded under the SINR is 
sufficiently strong for decoding; here, the receiver j successfully decodes the signal from 
a transmitter x. Subsequently, the receiver estimates the channel gain from the reference 
signals. The estimated gain is denoted as 푔 . By re-modulating the decoded signal with 
the estimated gain, the receiver creates the replica signal. Then, the receiver subtracts the 
replica signal from the mixed signal. The subtracted signal is written as: 

푦( ) = 푦( ) − 푃 푔 푠 ≈ 푃 푔 푠
∈ℐ( )∖{ }

+ 푛. (22) 

Repeatedly, the receiver tries to decode the strongest signal in 푦( ) by the capture 
effect. With these procedures, receivers obtain multiple signals, including weaker signals 
than the strongest signal. Note that the author may observe channel estimation errors 
practically, for example, due to collisions of reference signals. In such cases, channel 
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estimation errors cause every SIC iteration to accumulate residual interference in 
Equation (22). As a result, the SIC performance degrades. Thus, the proposed method 
requires the number of available reference signals enough to avoid the collisions of 
reference signals, although the SPS mechanism supports to avoid the collisions. 

Fig. 46  An example of the RT of SPS-NOMA. 
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B) Performance Analysis of SPS-NOMA 

In this section, the author analyzes the performance of SPS-NOMA compared with 
the current mode 4. To the end, the author discuss the number of successful SIC iterations 
per transmission, denoted as L; in other words, L is the number of received signals at each 
slot. The performance of SPS-NOMA becomes L-times as large as that of the current 
mode 4. 

L depends on the SINR at each SIC iteration. The SINR at the l-th SIC iteration is 
represented as: 

훾
 
( ) =

푃 푔

∑ 푃 푔∈ℐ( )∖{ } + 푁
,  (23) 

where the received signal from transmitter x is the strongest power at receiver j. In 
Equation (23), ℐ( ) shows the set of simultaneous transmitters at the l-th SIC iteration. 
ℐ( ) = ℐ( ) − (푙 − 1). Given the channel gain as: 

푔 = 푐 푑 , (24) 

From Equation (24), Equation (23) is transformed as: 

훾
 
( ) =

푃 푐 푑
∑ 푃 푐 푑∈ℐ( )∖{ } + 푁

 . (25) 

푑  is the distance between i and j. 푐  is the coefficient between i and j. 훼 is the path 
loss exponent. Given a frame reception model [43] [44] with the SINR threshold 훾 , L 
satisfies the following condition: 

훾
 
( ) > 훾 ∧ 훾

 
( ) < 훾 . (26) 

Based on the above discussions, L depends on the following parameters: the channel gains 
of simultaneous transmitters to a receiver 푔 , the number of simultaneous transmitters 
ℐ( ) , and the SINR threshold 훾 . In SPS-NOMA, these parameters are mainly operated 
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by the slot selection mechanisms, MCS, and RT. In the following subsections, the author 
discusses the relationship between these parameters and the key factors in SPS-NOMA. 

 Sensing-based SPS-aided Slot Selection 

The first key factor is the slot selection mechanisms of sensing-based SPS. The 
mechanism operates 푔   and ℐ( )  . Based on Equation (25), the author analyze the 
mechanisms and L below. 

 RSRP mechanism 

This mechanism assesses the power contribution of the strongest signal in the 
candidate slots. A node z senses the following average RSRP when the transmitter x in 
Equation (25) reserves a candidate slot in a past SCI under 훾  

( ) > 훾 : 

where 푐̂  is the average 푐  over reference signals in used RBPs. From Equation (19) 
and Equation (27), the filtering condition of this mechanism is written as: 

푃 푐̂ 푑 > 푃 ↔ 푑 >
푃

푃 푐̂ ↔ 푑  <
푃 푐̂
푃 . (28) 

From Equation (28), this mechanism excludes slots that x near z uses. At such a slot, 
the channel difference between 푔  and 푔  is small at receiver j, and thus, 훾

 
( ) is also 

small. As 푃   increases, this effect also increases. In contrast, a 푃   that is too small 
limits ℐ( ) . L depends on the two impacts. 

Unfortunately, this mechanism does not cover slots with the non-decoded SCI, even if the 
slots provide higher interference than the other slots. As collision errors increase, the 
contributions of the mechanism decrease.  

 RSSI mechanism 

This mechanism assesses the expected interference at the future slots, based on the RSSIs 
at the past slots. A node z senses the following RSSI at the corresponding past slot k: 

푃 = 푃 푐̂ 푑 , (27) 
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By this mechanism, z uses a slot with a relatively lower RSSI than other slots. At such a 
slot, the number of simultaneous transmitters is likely to be smaller, and the number of 
transmitters near z is likely to be smaller than the other slots. As a result, 훾

 
( ) is expected 

to decrease on average. 

Unfortunately, this mechanism refers to no reservations. Positively, the behavior 
covers the assessments of the collided slots, which the RSRP mechanism does not support. 
Negatively, the average RSSI of this mechanism in Equation (20) may include RSSIs of 
past slots unrelated to future slots; in other words, 풦  may include nodes that do not 
reserve the candidate slot. For example, transmitters in a slot may not use the same slot 
after 1000 milliseconds. In such cases, this mechanism incorrectly predicts the 
interference, and thus, nodes may not select a better slot for SPS-NOMA. When the 
positive effect is more dominant than the negative impact of this behavior, the mechanism 
enhances L. 

 MCS 

The second key factor is MCS. It operates the trade-off between the SINR threshold 
훾  and the average interference level. At first, low-index MCSs allow nodes to decode 
signals more reliably than high-index MCSs. In a threshold-based model, the effect means 
that the SINR threshold 훾  decreases. Decreasing the SINR threshold is effective for 
every SIC iteration in Equation (26). 

However, low-index MCSs convey fewer data bits per symbol than high-index MCSs. 
This characteristic decreases the number of slots, increasing the number of simultaneous 
transmitters ℐ( )  per slot at each SIC iteration. Increasing ℐ( )  means to amplify the 
interference in 훾

 
( ). Based on these two impacts, low-index MCSs provide larger L than 

high-index MCSs when decreasing the SINR threshold is more dominant than amplifying 
the interference. 

 Redundant Transmission 

The third key factor is RT. The RT provides the trade-off between the SINR selection 
diversity and the average interference level. As the positive impact, using multiple slots 
boosts selection diversity for interference and fading in the time and frequency domains. 
This diversity provides to increase the SINR 훾

 
( ). Fig. 46 illustrates the diversity effects. 

In Fig. 46, node-A uses the first slot with node-B and the second slot with node-C. In the 
first slot, node-A cannot obtain a sufficiently large SINR for the receiver due to 
transmitting frames with node-B. In the second reserved slot, node-A obtains enough 

푃 = 푃 푐 푑
∈ℐ( )

+ 푁 . (29) 
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SINR for the SIC decoding. High-index MCSs are more effective than low-index MCSs 
in terms of the number of available slots. 

As the negative impact, RT becomes twice as many frames as nothing of RT. The 
increase involves increasing the number of simultaneous transmitters ℐ( )  at each slot 
on average, i.e., the interference is amplified on average. As the number of nodes is more, 
the negative impact of the redundancy is more dominant. Although the number of frames 
increases in proportion to the number of nodes originally, the redundancy doubles the 
increasing ratio. Thus, L increases when the selection diversity is more dominant than 
amplifying the interference. 

2. Evaluation Model 

The author focused on CWS scenarios because the system has been one of the most 
important V2X applications. The author implemented SPS-NOMA in our system-level 
simulator [38] [40] and simulated the behaviors of SPS-NOMA in the CWS in crash 
scenarios. The simulator computed the system-level performance based on the simulated 
SINRs. In the first subsection, the author describes the performance metrics and the CWS 
scenarios considering the QoS requirements, summarized in Table 2. In the second 
subsection, the author explains the wireless parameters. Note that the QoS requirements 
in Table 2 are similar to the other V2X applications. The numerical results can also 
support the performance of the proposed method in other applications. 

A)   Performance Metrics and Crash Scenarios (CWS Model) 

The author used the following two performance metrics and used another metric for 
the RT in addition to the two metrics. The first metric is the frame reception reliability 
per time window of 100 milliseconds during the warning period, defined as frame 
receivability (FR). In other words, this metric indicates the probability that a receiver 
correctly receives one or more frames from a transmitter during a time window. The time 
window reflects the first requirement in Table 2 because the target system essentially 
requires reliably periodic frame reception per time window. The warning period included 
ten windows, and thus, the FR 푝  was computed as: 

푝 =
푛

10 ,  (30) 

where 푛  is the number of success windows per second and is divided by the total 
number of windows per second (i.e., ten windows). This metric provides system-required 
performance. This metric is based on the concept of the packet delivery ratio (PDR) used 
in many studies [23] [24]. Note that a packet is the same meaning as a frame. The PDR 
푝  indicates the reception reliability per frame, i.e., the probability, as: 
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푝 =
푛
푛 ,  (31) 

where 푛  and 푛  are the number of received frames and the number of transmitted 
frames, respectively. The FR provides similar characteristics to the PDR at transmissions 
of 10 Hz because a node transmits a frame during a time window of 100 milliseconds. At 
the RT, the FR shows different trends from the PDR. Based on the requirement of periodic 
frame reception of 10 Hz, using the FR is better to observe the system-required 
performance than using the PDR. In contrast, the PDR provides direct SIC gains. From 
the above discussions, the author presented both metrics only at using the RT and focused 
on only the FR in the other evaluations. 

The second metric was NAC. Based on the FR, the author redefined it as the 
maximum number of surrounding nodes under 푝 ≥ 0.9 . This metric shows the 

Fig. 47  The abstract image of the node distribution and communication behaviors 
before 3 seconds prior to the potential crash. 
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performance under the required reliability of the CWS and the feasibility of methods for 
channel congestion. The author mainly compared this metric of each method. Note that 
the author did not measure a maximum end-to-end latency of transmitted frames because 
sensing-based SPS suppresses the latency up to 100 milliseconds. 

The author measured the FR of a node (called a target receiver) from a node (called a 
target transmitter). Fig. 47 presents the behavior of the two nodes before 3 seconds prior 
to their potential crash. As shown in Fig. 47, the two nodes frontally approached each 
other. Such a head-on crash scenario provides the longest distance during the warning 
period in other crash scenarios. Thus, the link undergoes the worst performance. The 
author distributed the other nodes within the range radius of 300 m from the center of the 
circle in Fig. 47. The surrounding nodes played a role in creating the channel congestion; 
specifically, they were competitors of the slot selections and interference for the target 
nodes. In Fig. 47, the target transmitter and the other two nodes used a slot at the same 
time. 

The density of the nodes complied with the uniform model or Bologna models, 
building various crowded environments. The uniform model was one of the fundamental 
stochastic models and thus provided us with the average performance. Additionally, the 
model freely operated the number of nodes, allowing us to evaluate NAC; the author 
investigated the performance at the number of nodes from 60 nodes to 500 nodes. The 
Bologna models were based on Bologna data through the simulation of urban mobility 
(SUMO) simulator [82] [83]. The data are open location data in Bologna, Italy, available 
at http://sumo.dlr.de/wiki/Data/Scenarios. Many researchers have used these data to 
obtain realistic node distribution models [82] [83]. Thus, the model provided us with a 
realistic performance. From the Bologna data, the author selected the intersection shown 
in Fig. 48 (a). Fig. 48 (b) shows that the number of nodes within 300 m varied with time. 
The horizontal axis is the time from the beginning time of the data in seconds. The curve 
shows that the number of nodes was the highest at 3250 s, and the author can observe to 
distribute more nodes around the time than the other time. 

All the nodes moved in their specified directions. The target nodes were assumed to 
move at 60 km/h in urban areas. The surrounding nodes moved as follows. In the uniform 
model, each of the speeds was either 3 km/h for pedestrians or 15 km/h, or 60 km/h for 
cars [88]. The directions were fixed at random. In the Bologna model, the speeds 
complied with the mobility of the nodes in the data. The locations were updated every 50 
milliseconds, in contrast to Reference [88], which updated them every 100 milliseconds. 
The reason for using 50 milliseconds is that the smallest transmission period was 50 
milliseconds in using the RT. 

B) Wireless Parameters 

The author configured the parameters as listed in Table 8. At first, the author describes 
the bandwidth setting. The bandwidth was 10 MHz, divided into 50 RBPs per millisecond 
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[24]. The author assumed that bandwidth was used at the unit of a slot. Each slot has 

Fig. 48  The geographic and stochastic information of the Bologna model. 

(a) The geographical map of the target realistic node distribution model in Bologna, Italy. 

(b) The number of nodes in the Bologna model with time. 
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several RBPs. The number of occupied RBP depends on the used MCS. The author used 
two typical MCSs: MCS 4 as a low-index MCS and MCS 9 as a high-index MCS. The 
two MCSs present the relationship between the number of slots and the SINR threshold, 
as analyzed in the above section. Given the frame size of 190 bytes at the standard of 
CWS [23], each slot consumes 24 RBPs at MCS 4 and 12 RBPs at MCS 9 [90]. Thus, the 
system had two slots per millisecond at MCS 4 and four slots per millisecond at MCS 9. 
The number of slots was 2000 slots/s for MCS 4 and 4000 slots/s for MCS 9. In our 
simulations, all the nodes completely synchronized the timing of the slots by GNSS.  

The channel model was as follows. The transmission power was set to 23 dBm [23]. 
The author assumed that power was divided into occupied RBPs [31]. The transmitted 
signals attenuated along to the WINNER+ B1 model [85], which METIS has 
recommended for mode 4 [86]. In particular, the author used the LOS model to create the 
most severe interference conditions at the node densities. In the model, the antenna height 
was 1.5 m [29]. In our simulations, the propagation model included log-normal 
shadowing gains with a deviation of 3 dB [23]. The gains were independent and 
identically distributed (i.i.d.) values between nodes. In each node, the decorrelation 
distance was 10 m [24] [88]. The shadowing gains were updated with updating locations 
[88], i.e., every 50 milliseconds. Also, the noise power per RB was set to −110 dBm [30] 
[91]. The author assumed that frames were correctly received under the simulated SINR 
was above the SINR threshold. The threshold was 2.7 dB for MCS 4 or 9.6 dB for MCS 
9 [90]. 

Next, the author describes SPS-NOMA parameters. At first, nodes transmitted frames 
at 10 Hz, except for 20 Hz for the RT. The initial RSRP threshold was set to −110 dBm 
[22] by default, which is the same value as noise power. Also, each slot utilization counter 
was 5–15 times for 10 Hz at the standard. The author assumed the perfect channel 
estimation because of the following reasons. First, our main aim is to present the primary 
performance characteristics of the proposed method as the first step. The fundamental 
assumption supports the essential performance of SPS-NOMA; many related works [64]–
[68] also assumed the perfect channel estimation to show the essential performance. 
Second, channel estimation techniques have advanced [92] and will improve the 
estimation accuracy in the future. The third reason is related to the collisions of reference 
signals, which cause channel estimation errors. Reference [87] assumed to use twelve 
orthogonal sequences for reference signals. Also, the ideal assumptions of related works 
[64]–[68] mean that their systems have prepared many reference signals enough to avoid 
collisions of reference signals. Based on the above works, our proposed method can also 
assume to be available to use similar numbers of the signals. Compared with the number 
of available reference signals, at most several nodes simultaneously share a slot because 
of at most 500 nodes per 100 slots at MCS 4 and the RT. In addition to the numbers of 
reference signals, the proposed method uses the sensing history to avoid the collisions of 
reference signals, as described in the above section. Finally, given the system has enough 
numbers of reference signals, the interference is expected to provide more dominant 
impacts to SIC performance degradation than collisions of reference signals. 
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Finally, the author describes how to measure the FR and the PDR. The author 
averaged 2000 outputs to guarantee the computational accuracy of these metrics; 
specifically, the sizes of the errors of the 95%-confidence interval were within ±0.02 in 

Table 8  Summary of Wireless Parameters 

Parameters for bandwidth Values 

Carrier Frequency 5.9 GHz 

Bandwidth 10 MHz (50 RBs) 

Frame size 190 bytes 

MCS index 4 or 9 
 (the default is 4) 

The number of RBPs per slot MCS 4: 24 pairs 
MCS 9: 12 pairs 

The number of subchannels MCS 4: 2 
MCS 9: 4 

Parameters for channel Values 

Transmission power 23 dBm 

Propagation model WINNER+ 

Shadowing model Log-normal 

Shadowing deviation 3 dB 

Noise power per RB −110 dBm 

SINR threshold MCS 4: 2.7 dB 
MCS 9: 9.6 dB 

Parameters for SPS-NOMA Values 

Number of transmissions 10 Hz 

Initial RSRP threshold  
(Default) −110 dBm 

Slot utilization counter 5–15 
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all the plotted data. As reference values of computational accuracy of data, the author 
drew the error bar for each plotted data. Additionally, each simulation ran for 4.1 seconds 
to exclude the transition duration of the sensing-based SPS. Nodes generated the first 
frames within the first 100 milliseconds. During the next 3 seconds, nodes have executed 
their SPS procedures at least twice. After these durations, the FR during the last second 
was investigated. 

3. Performance Evaluation of SPS-NOMA 

The first subsection presents the impacts of the key factors and performance gains of 
SPS-NOMA in the uniform model. The next subsection highlights the practical 
performance gains of SPS-NOMA in the Bologna model. 

A)   Performance Characteristics and Average Performance 

 Slot Selection Mechanisms of Sensing-based SPS 

This subsection focuses on the performance characteristics of SPS-NOMA for the 
sensing-based SPS mechanism. Fig. 49 presents the performance characteristics for the 
initial RSRP threshold at MCS 4 at 360 nodes. The horizontal axis is the initial RSRP 
threshold, and the vertical axis is the FR. Fig. 49 shows the performance trend of SPS-
NOMA for the RSRP threshold discussed in the above section. The small thresholds, such 
as −110 dBm, were effective for the performance improvements. In the simulations, 
avoiding selecting slots used by near transmitters was more effective than decreasing the 
number of superposed signals. 

Fig. 49  The FR characteristics of SPS-NOMA for the initial RSRP threshold at 360 
nodes. 
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Fig. 50 depicts the FR characteristics of SPS-NOMA and UL-NOMA with either of 
the slot selection mechanisms for the number of nodes at MCS 4. In other words, this 
graph shows the contributions of each mechanism in SPS-NOMA. The horizontal axis is 
the number of nodes, and the vertical axis is the FR. The label of RSRP-only or RSSI-
only means methods implementing either of the slot selections. Fig. 50 highlighted that 
the RSRP mechanism was more dominant in the performance of SPS-NOMA than the 
RSSI mechanism. In UL-NOMA, the RSRP mechanism achieved an NAC of 360 nodes, 
which is the performance close to SPS-NOMA; the RSSI mechanism reached an NAC of 
260 nodes. Thus, the RSRP mechanism was 38% larger NAC than the RSSI mechanism.  

Fig. 51 shows the FR trends of each mechanism of UL-NOMA and OMA. The graph 
highlighted the performance gains of UL-NOMA in each mechanism compared with 
OMA at MCS 4. The axes are the same as in Fig. 50. UL-NOMA boosted the NAC of the 
original RSRP mechanism by 29% and the NAC of the original RSSI mechanism by 30%. 
In summary, SPS mechanisms and UL-NOMA are significant synergies. 

 MCS 

Fig. 52 highlights the FR trends of SPS-NOMA for every MCS index in comparison 
with the current mode 4. This graph emphasized the positive and negative impacts of the 
choice of MCS for SPS-NOMA. The axes are the same as Fig. 50.  

Fig. 50  The FR characteristics for slot selection mechanisms of sensing-based SPS at 
MCS 4 in the uniform model. 
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At first, we can observe the trade-off of the choice of the MCS from Fig. 52. In MCS 
4, the current mode 4 accommodated 260 nodes; SPS-NOMA accommodated 360 nodes. 
Thus, SPS-NOMA improved the performance of current mode 4 by 38%. In MCS 9, the 
current mode 4 achieved an NAC of 220 nodes, and SPS-NOMA achieved an NAC of 
240 nodes. The performance gain was limited, and the improvement ratio was 9%. By 
comparing the performance gains for mode 4 at MCS 4 and 9, the author highlight that 
decreasing the SINR threshold contributes to more effective SIC decoding than 
decreasing the number of slots. Notably, these results demonstrated that congestion 
environments needed the ability to cover collisions, which has low-index MCSs.  

Next, the author compares the performance of SPS-NOMA for the choice of MCS. 

Fig. 51  The comparisons between OMA and NOMA every slot selection mechanism at 
MCS 4 in the uniform model. 
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Fig. 52  The FR characteristics of SPS-NOMA with the two MCSs for the number of 
nodes in the uniform model. 
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Based on Fig. 52, using MCS 4 showed better performance than using MCS 9 for SPS-
NOMA; the performance difference was 50%. Thus, SPS-NOMA recommended using 
MCS 4 to improve performance more.  

 Redundant Transmission 

Fig. 53 plots the FR characteristics of SPS-NOMA with/without RT. The axes are the 
same as in Fig. 50. In Fig. 53, we can observe the trend (the positive and negative impacts) 
of the RT, as discussed in the above section. In MCS 4, at small numbers of nodes, less 
than 320, the RT improves the FR above the method without the RT. However, at numbers 
of nodes more than 340, the negative impact of the RT was observed. As a result, the NAC 
decreased by 6% below the SPS-NOMA without the RT. At MCS 9, such a trend was also 
observed, as well as at MCS 4. The negative impact was represented at 360 nodes or more. 
In MCS 9, the method with the RT provided 8% more NAC than the method without the 
RT. Based on these results, amplifying the interference, i.e., the negative impact, was 
more dominant than the impact of selection diversity, i.e., the positive impact, especially 
in MCS 4. In the uniform model, the effects of the RT were limited for increasing the 
maximum NAC.  

In Fig. 54, the author shows the FR and PDR trends in the RT. As a reference, the 
author plotted the PDR trend of the current mode 4 at MCS 9. The horizontal axis is the 
number of nodes. The vertical axis is the FR or PDR. This graph demonstrated that the 
RT at both MCSs showed much lower PDRs than mode 4 at MCS 9 overall. In other 
words, the negative impact of the redundancy reduced the reception reliability per frame, 
even in using SIC. In contrast, we can observe that the redundancy effects increased the 
reliability per time window by comparing the FR and PDR at the same MCSs.  

Fig. 53 and Fig. 54 demonstrated that the RT improved the system-required 

Fig. 53  The FR characteristics of SPS-NOMA with/without the RT for the number of 
nodes in the uniform model. 
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performance, especially in the conditions where the number of nodes is small. 
Comprehensively, SPS-NOMA increased the NAC of the current mode 4 by 38% at MCS 
4 without the RT; at MCS 9, the improvement ratio was 18% with the RT. 

B) Realistic Performance of SPS-NOMA 

Fig. 55 plots the FR characteristics of SPS-NOMA and the current mode 4 in the 
Bologna model. This graph shows the practical performance of SPS-NOMA. The 
horizontal axis is time; the number of nodes varied with time, as shown in Fig. 48. The 

Fig. 54  The FR and PDR characteristics of SPS-NOMA with the RT at both MCSs and 
PDR characteristics of the current mode 4 at MCS 9 in the uniform model. 
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Fig. 55  The FR characteristics of SPS-NOMA with the time in the Bologna model.
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vertical axis is the FR. To emphasize the effects of SPS-NOMA, the author plot the 
performance of SPS-NOMA at only MCS 4 and mode 4 at both MCSs.  

First, the author describes the overall trends. In this evaluation, the SPS-NOMA with 
the RT showed consistently better performance than the other methods. SPS-NOMA 
without the RT followed the above method. These methods outperformed the current 
mode 4. Next, the author compares the number of situations that satisfied the QoS 
requirements. In mode 4, the number of satisfied situations was nine in MCS 4 and three 
in MCS 9. In contrast, SPS-NOMA without/with the RT satisfied the requirements in 20 
or 22 situations, respectively. Particularly, SPS-NOMA with the RT addressed 144% more 
situations than the current mode 4 and satisfied the requirements in most situations in the 
Bologna models. 

For example, the author shows the largest FR gain and the smallest gain between SPS-
NOMA with the RT and mode 4 at MCS 4 under satisfying the QoS requirements. First, 
the SPS-NOMA provided the smallest gain at 250 s. Then, the mode 4 and the SPS-
NOMA provided the FRs of 0.95 and 0.99, respectively; the gain was 5%. Also, the SPS-
NOMA provided the largest gain at 3750 s in other situations, compared with the mode 4. 
At the time, the mode 4 and the SPS-NOMA achieved the FRs of 0.84 and 0.92, 
respectively; the gain was 10%, and the SPS-NOMA became to satisfy the QoS 
requirements.  

Fig. 56 shows the FR and the PDR trends of the RT. The horizontal axis is time, and 
the vertical axis is the same as Fig. 54. As well as Fig. 54, the author referred to the PDR 
characteristics of the current mode 4 at MCS 9. The RT showed smaller PDR than mode 
4 at MCS 9 in most situations, even in the Bologna model because of redundancy. In other 
words, at the level of reception reliability per frame, SIC was not useful to cover the 
negative impact of the redundancy; however, at the reception reliability per time window, 
the RT significantly supported to improve SIC gains. In conclusion, SPS-NOMA also 

Fig. 56  The FR and PDR characteristics of SPS-NOMA with the RT at both MCSs and 
PDR characteristics of the current mode 4 at MCS 9 in the Bologna model. 
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advanced the performance of the current mode 4 in the realistic node distribution model. 
In particular, the RT mechanism was effective in practical uses.  

4. Conclusion in Section VI 

The author highlighted the performance gains of SPS-NOMA in the CWS to explore 
the next generation sidelink C-V2X. SPS-NOMA uses UL-NOMA in mode 4. In SPS-
NOMA, multiple nodes simultaneously broadcast frames, and receivers decode the 
superposed signal by SIC. SPS-NOMA enables nodes to access the V2X channel more 
efficiently than the current mode 4. Our simulation results highlighted that SPS-NOMA 
outperformed mode 4 in the uniform node distribution model and realistic models. In the 
uniform model, SPS-NOMA boosted the NAC of mode 4 by 38%. In realistic cases, the 
proposed method satisfied the QoS requirements of the CWS in 144% more situations 
than the current mode 4. These results demonstrated that SPS-NOMA showed an 
excellent option for the potential extension of sidelink C-V2X mode 4. 
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VII. Conclusion 

This paper focused on the decentralized V2X in CWS to reduce traffic accidents in 
ITS. The current decentralized V2X has actively developed DSRC and PC5-based C-V2X 
mode 4. These technologies require no infrastructures to provide D2D communications. 
The advantage supports ITS in the early stages, in which infrastructures are too small for 
nodes to connect them anywhere. CWS requires nodes to obtain enough frames to warn 
potential traffic accidents. 

The author challenged a channel congestion problem of the decentralized V2X in 
CWS, unsolved in related works. Such a problem occurs in crowded environments, like 
intersections. The problem causes frame collision errors more frequently than in non-
crowded environments, and thus, CWS may fail to satisfy the QoS requirements. Few 
related works have focused on a congestion problem considering the QoS requirements. 
In particular, no related works have evaluated the performance of mode 4 with the QoS 
requirements. Additionally, some related works focused on DCC, but DCC reduces the 
number of transmitted frames (i.e., decreasing the number of received frames) to mitigate 
channel congestion. As a result, related works have essentially addressed no channel 
congestion for the QoS requirements. 

To this end, the author studied the following three contents: evaluating the 
performance characteristics of mode 4 under channel congestion in CWS, proposing the 
decentralized cross-layer congestion controls for DSRC and PC5-based C-V2X mode 4 
in CWS. Our main idea for congestion controls is efficient MAC protocols by cross-layer 
approaches with other layers without reducing the number of transmissions in V2X 
bandwidth, unlike the existing DCC methods. 

In Section III, the author proposed a node-clustering method for DSRC, CLASES, an 
application-MAC cross-layer decentralized congestion control method. In CLASES, 
multiple nodes form a cluster, and then only each cluster head transmits frames of all the 
cluster members on behalf of members; data in frames of the members comply with 
estimated data from their past frames. The proposed method efficiently accesses a V2X 
channel and thus mitigates channel congestion. Through simulations in multiple points of 
view, the author highlighted that CLASES mitigates the channel congestion of DSRC 
efficiently; specifically, CLASES improved 27% better performance than the current 
DSRC. In Section III, the proposed method enables us to mitigate DSRC performance 
degradation due to channel congestion without losing the amount of information. 

In Section IV, the author presented the performance degradation of mode 4 due to 
channel congestion because the degradation remained unknown. The author evaluated the 
performance in both fundamental and practical node density, strongly related to channel 
congestion. Through the simulations, mode 4 has experienced its channel congestion 
problem; especially, mode 4 achieved 55% lower performance than the QoS requirements 
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at a large intersection. Section IV highlighted that the performance degradation of the 
current mode 4 due to channel congestion. 

In Sections V and VI, the author proposed a NOMA method for mode 4, called DB-
NOMA, a physical-MAC cross-layer decentralized congestion control method. DB-
NOMA has two types of NOMA. One of them is a frame relaying method with NOMA; 
each node broadcasts its own frame and the relayed frame of another node in a NOMA 
manner. The other is SPS-NOMA. In SPS-NOMA, each node selects a spectrum resource 
based on sensing-based SPS, a suitable slot selection for NOMA, and multiple nodes 
simultaneously transmit their frames in a NOMA manner. NOMA supports nodes to 
receive multiple frames at a spectrum resource simultaneously and thus mitigates channel 
congestion. Our simulation results highlighted that the proposed relaying method 
improved 94% better performance than the current mode 4, and SPS-NOMA boosted 38% 
better performance than the current mode 4. In Sections V and VI, the proposed method 
allows us to access spectrum resources more efficiently than the current mode 4 and 
improves channel congestion without decreasing the number of transmitted frames. 

In conclusion, this paper achieved to mitigate channel congestion of decentralized 
V2X through decentralized cross-layer congestion control methods. First, this paper 
contributes to advancing wireless communications, ITS, and smart mobility. In particular, 
the author proposed new V2X congestion control approaches without decreasing the 
amount of transmitted information, unlike existing DCC methods. The simulation results 
highlighted the possibility of the proposed congestion control approaches. The proposed 
methods also allow supporting more diverse CWS situations than the current standards 
and thus advanced CWS developments practically for both V2X standards. For the further 
challenges, addressing more severe channel congestion is necessary because the proposed 
methods failed to meet the requirements in some intersections. Additionally, promoting 
practical uses of CWS is necessary through demonstration experiments. Second, this 
paper potentially suggests to extend the proposed methods for other applications on smart 
city or other wireless networks for the fifth-generation (5G) and further next-generation 
communications. 
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