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Abstract

The Standard Model (SM) of particle physics explains various phenomena observed so far.

However, there are phenomena of the Higgs boson which are predicted in the SM but not yet con-

firmed experimentally. One of the Higgs boson’s phenomena not yet well verified is the Yukawa

interaction. It is assumed that “charged fermions in all generations obtain mass proportional

to each coupling strength through Yukawa interaction with the Higgs field”. Couplings of the

Higgs boson to third-generation charged fermions have been observed. On the other hand, the

couplings to first- and second-generation fermions have not been observed yet.

This thesis presents a search for a dimuon decay of the Higgs boson. This decay contains

the Yukawa interaction of the Higgs boson and the muon. The muon is one of the second-

generation fermions in the SM. The dimuon decay of the Higgs boson provides a unique probe

of the coupling between the Higgs boson and the second-generation fermions thanks to a more

clean signature of the muons compared to the charm and strange quarks. Search for this decay

is very challenging due to the huge Z → µµ background events, and this decay has not been

observed in previous studies using
√
s = 13 TeV pp collisions data collected in 2015 and 2016 at

the Large Hadron Collider (LHC).

This analysis uses
√
s = 13 TeV pp collisions data collected with the ATLAS detector at LHC

in 2015–2018. The integrated luminosity is 139 fb−1. The dimuon invariant mass is reconstructed

and a peak around 125 GeV (the Higgs boson mass) above the irreducible background is searched

for. In order to increase the sensitivity of the search, the improvements in the invariant mass

resolution and the separation of the signal events from the background events are crucial. To

improve the mass resolution, the photon from the QED final state radiation (FSR) of a muon is

taken into account. In the events with the FSR, the photon carries away the energy of the muon,

resulting in a smaller dimuon invariant mass. By reconstructing FSR photons and including the

four-momentum in the invariant mass calculation, the number of signal events in the invariant

mass region 120–130 GeV was increased by 1.4% and the mass resolution was improved by

2.8%. To separate signal from background, the events are divided into 20 categories, based on

the different final state particles in each Higgs production process, using multivariate analysis

techniques. The invariant mass distribution of the background events is modeled using the

Leading Order Drell-Yan analytic line-shape multiplied by empirical functions to account for

imperfect modeling by the line shape.

The observed signal significance is 2.0 standard deviations with respect to the background-

only hypothesis. The signal strength, defined as the ratio of the observed signal yield to the

expected one in the SM, is 1.2 ± 0.6. The result is consistent with the SM within the uncertainty.

The CMS experiment reported an observed signal significance of 3 standard deviations. It is

compatible with the result described in this thesis. Both results indicate that the origin of the

muon mass arises from the Higgs mechanism. The results constitute the first evidence of the

coupling of the Higgs boson to second-generation fermions. At present, the measurement of the

signal strength is dominated by the statistical uncertainty. I expect that the Yukawa coupling

to the muon is verified using higher statistics at LHC in the near future.
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Chapter 1

Introduction

In 2012, the Higgs boson was discovered [1, 2] at the ATLAS [3] and the CMS experiments [4] and

all the particles predicted in the Standard Model (SM) are observed. The SM predicts that “the

fermions in all generations obtain mass proportional to each coupling strength through Yukawa

interaction with the Higgs field”. In the SM, the Higgs boson has a unique property, and the

difference in fermion mass, which differs by six orders depending on the generation, is explained

only by the difference in the Yukawa coupling constant. In order to elucidate this unnaturalness,

the measurement of coupling strength of the Higgs boson and the fermions is crucial. After the

Higgs boson discovery, we have verified the Higgs boson properties with further accumulating

the datasets. As a result, the Higgs boson couplings to the gauge bosons (W,Z) and the third-

generation charged fermions (t, b, τ) have been observed. The results are consistent with the

SM. However, the Higgs boson couplings to the first- and second- generation fermions have

not been observed yet. The universality of the coupling mechanism between the generations of

fermions is not confirmed yet. For the confirmation, a search for the Higgs boson coupling to

the second-generation fermions is important.

In this thesis, I report the search for the decay of the Higgs boson to muons. The Higgs

boson decay to muons has larger sensitivity than those to other second-generation fermions

at the LHC. The search allows us to verify the mass origin of second-generation fermions for

the first time. A new physics model which can explain the muon g − 2 anomaly [5] could

enhance and say that the Higgs coupling strength to the muon. The difficulty of this search

is a small H → µµ signal yield above a huge Drell-Yan (DY) background. The cross section

of the pp → H → µµ at
√
s = 13 TeV is 0.012 pb while the cross section of the DY in the

dimuon invariant mass of 120–130 GeV is approximately 6 pb. In the H → µµ search using√
s = 13 TeV pp collisions data collected with the ATLAS detector at LHC in 2015 and 2016

corresponding to 36.1 fb−1, no significant excess was observed. An upper limit on the cross

section of the Higgs boson production times the H → µµ branching ratio was 3.0 times the SM

prediction at the 95% confidence level. Total uncertainty of the previous result is dominated by

data statistical uncertainty.

I performed the H → µµ search using
√
s = 13 TeV pp collisions data collected with the

ATLAS detector at LHC in 2015–2018 corresponding to 139 fb−1. The dimuon invariant mass

is reconstructed and a peak around the Higgs boson mass 125 GeV is searched for above the

1
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irreducible background. In order to improve the mass resolution, I focused on the events in

which a muon emits a photon by the QED final state radiation (FSR). I developed a method to

reconstruct the photons from FSR. In addition, in order to separate the signal from the back-

ground, the events are divided by the difference in the final state particles and further classified

into 20 categories in total using the multivariate analysis. The invariant mass distribution of the

background events is modeled by the Leading Order Drell-Yan analytic line-shape multiplied by

empirical functions to account for imperfect modeling by the line shape.

This thesis is organized as follows.

Chapter 2 The Higgs mechanism and the Yukawa coupling are introduced. The results on the

already observed Yukawa couplings are summarized.

Chapter 3 An overview of the LHC accelerator and the ALTAS detector is given.

Chapter 4 The analysis of the H → µµ search is presented.

Chapter 5 The results are discussed with reference to the results of the CMS experiment.

Future prospects of the search are also described.

Chapter 6 Conclusion is given.



Chapter 2

Motivation

2.1 Theoretical motivation

2.1.1 The Standard Model

The Standard Model (SM) is a theory of particle physics that represents our current best un-

derstanding of the elementary particles and their interactions. In the SM, there are 12 fermions

that compose matters, four gauge bosons that mediate force, and a Higgs boson that is the

quantum manifestation of the Higgs field, which gives mass to elementary particles. Fermions

are further divided into three generations, a pair of quarks and a pair of leptons belong to each

generation. For quarks, up (u) and down (d) quarks, charm (c) and strange (s) quarks, and

top (t) and bottom (b) quarks are in the first, second, and third generations, respectively. For

leptons, electron (e) and electron neutrino (νe), muon (µ) and muon neutrino (νµ), and tau (τ)

and tau neutrino (ντ ) are in the first, second, and third generations, respectively. The larger

generation corresponds to the larger particle mass. These particles interact by three forces: the

electromagnetic, weak, and strong forces. The electromagnetic force is mediated by the photon

(γ). The weak force is mediated by the weak bosons (W and Z bosons). The strong force is

mediated by the gluon (g). In 2012, the Higgs boson was discovered at the ATLAS and CMS

experiments, and the observations of the SM particles were completed. The SM particles are

summarized in Figure 2.1. The spin, the electric charge, the weak hyper charge, and the third

component of the weak isospin for each particle are summarized in Table 2.1.

The interactions and the motions of the SM particles are described by the SM Lagrangian:

LSM = LGauge + LFermion + LHiggs + LYukawa (2.1)

Here LGauge, LFermion, LHiggs, and LYukawa are terms related to gauge bosons, fermions, the

Higgs boson, and Yukawa interaction, respectively.

The LGauge describes the kinematics and self-interaction of gauge bosons. It consists of

three terms related to gauge fields (Bµ, Wµ, and Gµ) required by U(1), SU(2) and SU(3)

3
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Figure 2.1 The SM particles.

gauge symmetries:

LGauge = −1

4
BµνB

µν − 1

4
WµνW

µν − 1

4
GµνG

µν , (2.2)

Bµν = ∂µBν − ∂νBµ, (2.3)

Wµν = ∂µWν − ∂νWµ − gw
2
(WµWν −WνWµ), (2.4)

Gµν = ∂µGν − ∂νGµ − gs
2
(GµGν −GνGµ). (2.5)

Here Bµν , Wµν , and Gµν are the gauge field strength tensors. The factors gw and gs are coupling

strength parameters.

The LFermion describes the kinematics of fermions and interaction between fermions and

gauge fields as

LFermion = ψ̄Lγ
µiDµψL + ψ̄Rγ

µiDµψR, (2.6)

where ψL(R) is the fermion fields of left-handed and right-handed, and γµ is gamma matrix. The
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Table 2.1 The spin S, the electric charge Q, the weak hyper charge Y , and the third

component of the weak isospin T 3. The subscripts of L and R correspond to

the left-handed and right-handed, respectively.

S Q Y T 3

Quark

(
uL
dL

) (
cL
sL

) (
tL
bL

)
1
2

(
+2

3

−1
3

)
+1

6

(
+1

2

−1
2

)
uR cR tR

1
2 +2

3 +2
3 0

dR sR bR
1
2 −1

3 −1
3 0

Lepton

(
νeL
eL

) (
νµL
µL

) (
ντL
τL

)
1
2

(
0

−1

)
−1

2

(
+1

2

−1
2

)
νeR νµR ντR

1
2 0 0 0

eR µR τR
1
2 −1 −1 0

Photon γ 1 0 0 0

Weak boson

(
W+

W−

)
1

(
+1

−1

)
0

(
+1

−1

)
Z 1 0 0 0

Gluon g 1 0 0 0

Higgs boson

(
ϕ+

ϕ0

)
0

(
+1

0

)
1
2

(
+1

2

−1
2

)

global covariant derivative Dµ is represented using local covariant derivative ∂µ as

Dµ = ∂µ − ig
′
w

Y

2
Bµ − igwTwWµ − igsTsGµ, (2.7)

where Y is the hyper charge, g
′
w is the corresponding coupling strength parameter, and Tw and

Ts are the isospin operators.

The LHiggs and LYukawa describe the kinematics of the Higgs boson and the masses of the

Higgs boson, gauge boson, and fermion. These terms are described in the following sections.

2.1.2 Higgs mechanism

In the SM, the Englert-Brout-Higgs mechanism spontaneously breaks U(1) and SU(2) gauge

symmetries and generates mass terms for W and Z bosons and also for fermions.

The Higgs field ϕ is introduced by complex scalar fields as:

ϕ =

 ϕ+

ϕ0

 =
1√
2

 ϕ1 + iϕ2

ϕ3 + iϕ4

 . (2.8)

The Lagrangian related to the Higgs field and the Higgs potential V (ϕ) are described as

LHiggs = |Dµϕ|2 − V (|ϕ|2), (2.9)

V (|ϕ|2) = µ2|ϕ|2 + λ|ϕ|4, (2.10)
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where µ and λ(> 0) are arbitrary constants. Since the complex scalar field is color-singlet, Dµ

is described as:

Dµ = ∂µ − ig
′
w

Y

2
Bµ − igwTwWµ. (2.11)

The Higgs potential shapes for µ2 > 0 and µ2 < 0 are shown in Figure 2.2. It is believed that

the potential before a phase transition had µ2 > 0 and then it changed to µ2 < 0 due to the

transition caused by the cooling of the universe. If µ2 > 0, the vacuum which corresponds to the

minimum potential is ϕ = 0. In this case, the U(1) and SU(2) gauge symmetries are conserved.

On the other hand, the vacuum for µ2 < 0 has the non-zero expectation value v:

ϕ = ±
√

−µ2
λ

≡ v. (2.12)

 

(a)  (b)

Figure 2.2 Shapes of the Higgs potential for µ2 > 0 (a) and µ2 < 0 (b). The axes for ϕ3
and ϕ4 are omitted for simplicity.

The Higgs field at the minimum for µ2 < 0 can be described as:

ϕ0 =
1√
2

 0

v

 (ϕ1, ϕ2, ϕ3, ϕ4) = (0, 0, v, 0). (2.13)

The U(1) and SU(2) gauge symmetries are broken spontaneously.

The field is expanded around the vacuum as

ϕ(x) =
1√
2

 0

v + h(x)

 , (2.14)

where h(x) is the real scalar field corresponding to the physical Higgs boson. In the expansion,

the following local gauge transformations are considered

U(1) : ϕ(x) → eiθ(x)/vϕ(x), (2.15)

SU(2) : ϕ(x) → eiτθ(x)/vϕ(x). (2.16)
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The scalar kinetic energy term is described as

|Dµϕ|2 =
1

2
|∂µh|2

+
1

8
g2w(v + h)2(W 1

µ − iW 2
µ)(W

1µ − iW 2µ)

+
1

8
(v + h)2(−g′

wBµ + gwW
3
µ)

2. (2.17)

The second and third terms are written using the gauge fields of W± and Z as:

|Dµϕ|22nd−term =
g2wv

2

4
W+

µ W
−µ +

g2wv

2
hW+

µ W
−µ +

g2w
4
h2W+

µ W
−µ, (2.18)

|Dµϕ|23rd−term =
(g2w + g

′2
w )v

2

8
ZµZ

µ +
(g2w + g

′2
w )v

4
hZµZ

µ +
g2w + g

′2
w

8
h2ZµZ

µ. (2.19)

The first terms of Eqs. (2.18) and (2.19) are the mass terms for the W and Z bosons provided

by the spontaneous symmetry breaking. The masses of the W and Z bosons are proportional

to the vacuum expectation value:

mW+ = mW− =
gwv

2
, (2.20)

mZ =
1

2
v
√
g2w + g′2

w . (2.21)

The second and third terms describe the interactions of the Higgs boson to W and Z bosons:

triple coupling (W+W−H and ZZH) and quadratic coupling (W+W−HH and ZZHH), re-

spectively.

Similarly, the potential is described as

V (|ϕ|2) =
1

2
µ2(v + h)2 +

1

4
λ(v + h)4

=
1

4
λh4 + λvh3 + λv2h2 − 1

4
λv4. (2.22)

Here the first and second terms describe the Higgs trilinear and quartic couplings. The third

term is the mass term for the Higgs boson. The mass is

mH =
√
2λv =

√
−2µ2. (2.23)

2.1.3 Yukawa coupling

The Higgs field can also provide mass to fermions by mixing right and left chiralities via the

Yukawa couplings. The Lagrangian of the Yukawa coupling is described as:

LYukawa = −yψ̄ϕψ
= −yψ̄LϕψR − yψ̄RϕψL. (2.24)
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For leptons, the Lagrangian is written as

Lℓ
Yukawa = −yℓ(ν̄ℓ, ℓ̄)LϕℓR − yℓℓ̄Rϕ

 νℓ

ℓ


L

= −yℓ(v + h)√
2

(ℓ̄LℓR + ℓ̄RℓL)

= −yℓv√
2
ℓ̄ℓ− yℓ√

2
ℓ̄ℓh (2.25)

where ℓ = (e, µ, τ). The first term is the mass term for the lepton. The lepton mass is

mℓ =
yℓv√
2
. (2.26)

Similarly, the quark mass is provided as mq =
yqv√
2
, where q = (u, d, c, s, t, b). The second term of

Eq. (2.25) is the interaction term for the lepton and the Higgs boson. Since the Yukawa coupling

is proportional to the mass of the particle, a heavier particle has a larger Yukawa coupling.

The masses of the gauge bosons and fermions are provided by the vacuum expectation

value. The strength of the couplings of the Higgs boson to the gauge bosons and fermions

are represented by g and y, respectively, which are proportional to the mass of the particles.

The Higgs self-coupling is provided with the coupling strength λ. Strangely, only the Higgs

field distinguishes the fermion generations, although the fields in the QED and QCD do not

distinguish the fermion generations. In addition, the SM does not predict the structure of the

Higgs potential. In order to determine the structure of the Higgs potential for fundamental

understanding of the Higgs mechanism, the Higgs couplings (g, y, and λ) to all particles need

to be measured.

2.2 Higgs boson studies at LHC

Currently, the SM Higgs boson can be produced directly only at the LHC. In this section, the

phenomena in the pp collisions at LHC are explained, and then the Higgs boson productions

and decays are described.

The cross section of a process pp→ X is described using the factorization theory [6] as

σpp→X =
∑
ij

∫
dx1

∫
dx2 fi(x1, µ

2
F)fj(x2, µ

2
F) σ̂ij→X

(
x1p1, x2p2, α

2
s(µR), µR, µF

)
, (2.27)

which consists of the non-perturbative part fi(x1, µ
2
F)fj(x2, µ

2
F) and perturbative part σ̂ij→X .

The fi(j)(x1(2), µ
2
F) and σ̂ij→X are the parton distribution function (PDF) for partons i(j) and

the cross section of the elementary process, respectively. The PDF provides the parton density

carrying a fraction x1(2) of the first (second) proton momentum at an energy scale µF. The µF,

referred to as the QCD factorization scale, represents the energy scale at the boundary between

perturbative QCD and non-perturbative QCD. The PDFs are measured by deep inelastic scat-

tering experiments since they cannot be derived from calculation due to the non-perturbativity

of the QCD. The PDF distributions of NNPDF3.1NNLO are shown in Figure 2.3.
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Fig. 8 The NNPDF3.1 NNLO
PDFs, evaluated at
µ2 = 10 GeV2 (left) and
µ2 = 104 GeV2 (right)
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proportion of hadronic processes included in NNPDF3.1, for
which NNLO corrections are often substantial, and also, pos-
sibly, methodological improvements.

The overall fit quality with NNPDF3.1 is rather better than
that obtained using NNPDF3.0 PDFs. Whereas this is clearly
expected for LHC measurements which were not included
in NNPDF3.0, it is interesting to note that the HERA mea-
surements which were already present in 3.0 (though in a
slightly different uncombined form) are also better fitted.
The quality of the description with the previous NNPDF3.0
PDFs is nevertheless quite acceptable for all the new data,
indicating a general compatibility between NNPDF3.0 and
NNPDF3.1. Note that NNPDF3.0 values in Table 6 are com-
puted using the NNPDF3.1 theory settings, thus in particular
with different values of the heavy-quark masses than those
used in the NNPDF3.0 PDF determination. Because of this,
the NNPDF3.0 fit quality shown in Table 9 of Ref. [5] is
slightly better than that shown in Table 6, yet even so the
fit quality of NNPDF3.1 is better still. Specifically, concern-
ing HERA data, the fit quality of NNPDF3.0 with consistent
theory settings can be read off Table 7 of Ref. [124]: it cor-
responds to χ2/Ndat = 1.21 thereby showing that indeed
NNPDF3.1 provides a better description. The reasons for
this improvement will be discussed in Sect. 3.4 below.

For many of the new LHC measurements, achieving a
good description of the data is only possible at NNLO. The
total χ2/Ndat for the ATLAS, CMS and LHCb experiments
is 1.09, 1.06 and 1.47 respectively at NNLO, compared with
1.36, 1.20 and 1.62 at NLO. The datasets exhibiting the
largest improvement when going from NLO to NNLO are
those with the smallest experimental uncertainties. For exam-
ple the ATLAS W, Z 2011 rapidity distributions (from 3.70
to 2.14), the CMS 8 TeV Z pT distributions (from 3.65 to
1.32) and the LHCb 8 TeV W, Z → µ rapidity distributions
(from 1.88 to 1.37); in these experiments uncorrelated sta-

tistical uncertainties are typically at the sub-percent level. It
is likely that this trend will continue as LHC measurements
become more precise.

3.3 Parton distributions

We now inspect the baseline NNPDF3.1 parton distribu-
tions, and compare them to NNPDF3.0 and to MMHT14 [7],
CT14 [6] and ABMP16 [8]. The NNLO NNPDF3.1 PDFs
are displayed in Fig. 8. It can be seen that although charm is
now independently parametrized, it is still known more pre-
cisely than the strange PDF. The most precisely determined
PDF over most of the experimentally accessible range of x
is now the gluon, as will be discussed in more detail below.

In Fig. 9 we show the distance between the NNPDF3.1
and NNPDF3.0 PDFs. According to the definition of the dis-
tance given in Ref. [98], d≃1 corresponds to statistically
equivalent sets. Comparing two sets with Nrep = 100 repli-
cas, a distance of d≃10 corresponds to a difference of one
sigma in units of the corresponding variance, both for central
values and for PDF uncertainties. For clarity only the dis-
tance between the total strangeness distributions s+ = s + s̄
is shown, rather than the strange and antistrange separately.
We find important differences both at the level of central val-
ues and of PDF errors for all flavors and in the entire range
of x . The largest distance is found for charm, which is inde-
pendently parametrized in NNPDF3.1, while it was not in
NNPDF3.0. Aside from this, the most significant distances
are seen in light-quark distributions at large x and strangeness
at medium x .

In Fig. 10 we compare the full set of NNPDF3.1 NNLO
PDFs with NNPDF3.0. The NNPDF3.1 gluon is slightly
larger than its NNPDF3.0 counterpart in the x ∼< 0.03
region, while it becomes smaller at larger x , with signif-
icantly reduced PDF errors. The NNPDF3.1 light quarks

123

Figure 2.3 The NNPDF3.1NNLO PDFs, evaluated at µ2 = 10 GeV2 (left) and µ2 =

10 GeV4 (right). Here, µ = µF = µR.
[7]

On the other hand, the cross section σ̂ij→X is calculable by the QCD and EW theories. The

cross section can be represented by a function of the parton momentum x1p1(x2p2) of parton

i(j), the QCD renormalization scale µR, the QCD coupling constant αs, and µF. The µR is

the scale on which the renormalization is performed to avoid the divergence of the perturbation

calculation. The QCD coupling constant αs depends on µR.

Typical products from a pp collision are shown in Figure 2.4. There are many products from

the processes in a pp collision not only from hard scattering.

Parton Shower (PS) Parton involved in a hard interaction causes gluon radiation, photon

radiation, and quark anti-quark splitting. Especially, the radiation of the parton in the

parton-level initial and final state is called initial state radiation (ISR) and final state

radiation (FSR), respectively.

Hadronization Parton transits into colorless hadrons at parton-level final state. This is de-

scribed by the fragmentation function, which uses QCD-inspired phenomenological models.

The most common model is “Lund-String-Model” [8]. The parameters of the model are

derived from experimental results since hadronization is a non-perturbative process.

Underlying event This is from the interaction between the remnants of protons at lower

energy.
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Figure 2.4 Sketch of a pp collision (adapted from [9]).

The main production processes of the SM Higgs boson at LHC are the following:

• gluon-gluon fusion production (ggF): gg → H

• vector-boson fusion production (VBF): qq̄ → qq̄H

• associated production with vector bosons (VH): qq̄ → V H (V =W or Z)

• associated production with pair of top quarks (ttH): qq̄/gg → tt̄H

Feynman diagrams are shown in Figure 2.5. The SM Higgs boson production cross sections

at
√
s = 13 TeV are summarized in Table 2.2. The ggF process is the dominant Higgs boson

production process. The interaction between the gluon and the Higgs boson is mediated pre-

dominantly by a heavy quark loop since the gluon is massless. The second dominant production

process is the VBF process. The VBF process has two forward jets in the final state. The VH

process is the third dominant production process. It has a different final state (number of leptons

and quarks, and missing transverse momentum) between WH and ZH process. The production

cross section of the ttH process is smaller than other processes. It contains the Yukawa coupling

to top quark. The final state of the ttH process has two jets from bottom quarks.

The branching ratios of the main decays of the Higgs boson are summarized in Table 2.3.

Since the Higgs boson has a larger coupling to a particle with larger mass as explained in

Section 2.1, the branching ratio for fermions is larger in descending order of mass, with top
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Figure 2.5 Feynman diagrams of the SM Higgs boson production. (a): gluon-gluon fusion,

(b): vector-boson fusion, (c) associated production with vector boson and (d)

associated production with pair of top quarks.

Table 2.2 The SM Higgs boson production modes and the cross section at mH =

125.09 GeV [10].

Production mode cross section [pb]

ggF 48.517

VBF 3.779

WH 1.369

ZH 0.8824

ttH 0.5065
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quarks excluded (bb > ττ > cc > µµ). For gauge bosons, the branching ratio is relatively

small since it occurs only virtually. The ggF, VBF, VH, ttH production processes and H →
WW ∗,H → ZZ∗,H → γγ,H → bb,H → ττ decay processes have been observed with a

significance of greater than 5σ. Of the processes including the Higgs coupling to fermions, only

the couplings to third-generation charged fermions have been observed. The couplings to the

first- and second- generation fermions have not been observed yet. Of the second-generation

fermions, the charm quark has the largest mass, and the branching ratio for H → cc̄ is the

largest in the SM. However, the discrimination of charm quark from other quarks is difficult at

hadron collider since charm quark produces jets inside a detector. Although the branching ratio

of H → µµ is small, 0.02% in the SM, it is easier to reconstruct the muons. Therefore, H → µµ

decay is the next target for measurements of the Higgs coupling at LHC.

Table 2.3 The main decay modes of the SM Higgs boson and the branching ratios at

mH = 125.09 GeV [10].

Dacay mode Branching ratio (%)

H → bb 58.09

H →WW 21.52

H → gg 8.180

H → ττ 6.256

H → cc 2.884

H → ZZ 2.641

H → γγ 0.2270

H → Zγ 0.1541

H → µµ 0.02171

The ATLAS experiment published the result of the H → µµ search using
√
s = 13 TeV pp

collisions data collected in 2015 and 2016 corresponding to 36.1 fb−1 at LHC [11]. No significant

excess was observed, and an upper limit was set on the cross section times H → µµ branching

ratio to be 3.0 times the SM prediction at the 95% confidence level.

Figure 2.6 shows the result of the Higgs coupling measurements so far [12]. The Higgs cou-

plings to gauge bosons (W , Z) and the third-generation charged fermions (t, b, τ) are consistent

with the SM. For the Higgs coupling to the muon, a preliminary result of H → µµ using partial

Run-2 data of 79.8 fb−1 [13] is considered. The Higgs coupling to the muon has still large uncer-

tainty, and the universality of the coupling mechanism between the fermion generations is not

confirmed yet.
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Chapter 3

The LHC-ATLAS experiment

3.1 The LHC accelerator

The Large Hadron Collider (LHC) [14] is located 100 m underground at the European Organi-

zation for Nuclear Research (CERN) across the Swiss-French border. It is the largest energy

circular proton-proton accelerator in the world with the design center of mass energy up to

14 TeV.

Protons extracted from hydrogen atoms are accelerated in stages by one linear accelerator

and four circular accelerators. An overview of LHC accelerator system is shown in Figure 3.1.

The protons are first accelerated by the linear accelerator LINAC2 to the energy of 50 MeV,

then to 1.4 GeV by the BOOSTER, to 25 GeV by the Proton Synchrotron (PS), and to 450 GeV

by the Super Proton Synchrotron (SPS). The accelerated protons are split into two portions and

inserted into each of the two beam pipes in the LHC ring with a circumference of 27 km. In the

LHC ring, there are 1232 superconducting dipole magnets, which provide a magnetic field of

8.3 T for bending the beams and 392 quadrupole magnets for focusing the beams. The beams

are accelerated in opposite directions up to 7 TeV maximum in the LHC ring. The beams have

a bunch structure. Each bunch contains about 1011 protons. The bunch spacing is 25 ns.

During the data taking periods in 2015–2018, the LHC accelerated the proton beams to

6.5 TeV and operated with a center of mass energy of 13 TeV. The design values of the LHC

beam and machine parameters and of the values used in the operation in 2015–2018 are listed

in Table 3.1.

The LHC beam intensity is described using the instantaneous luminosity defined as:

L =
N2

b nbfrevγr
4πϵnβ∗

F, (3.1)

F =
1√

1 +
(

θcσz
2σ∗

xy

)2 , (3.2)

where γr, σz, and σ
∗
xy are the Lorentz factor, the longitudinal beam length, and the transverse

beam size, respectively. The instantaneous luminosity corresponds to the interaction frequency

of particles per unit time and unit area. Therefore, the expected number of generated events in

unit time for a process with cross section σprocess is L× σprocess.

14
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Figure 3.1 Overview of the LHC accelerator system. [15] The protons accelerated by

LINAC2, BOOSTER, PS, and SPS are inserted in the LHC. There are four

experiments at the four beam collision points on the ring: ATLAS, CMS,

ALICE, and LHCb.

Multiple pp interactions arise per bunch crossing due to the high instantaneous luminosity.

The additional interactions are called “pile-up” and typically arise from the inelastic QCD

interaction. The mean number of interactions per bunch crossing, referred to as average pile-up

< µ >, is calculated by

< µ >=
L× σinel
Nb × frev

, (3.3)

where σinel is the inelastic pp cross section. The pile-up is subdivided into in-time and out-of-

time pile-up. The in-time pile-up is additional pp interactions in the same bunch crossing as

the hard interaction of interest. The out-of-time pile-up is produced by pp interactions in the

bunch crossing before or after the collision of interest. The pile-up affects the performance of

the trigger decision and object reconstruction.

The amount of data taken in a period is described by the integrated luminosity, which is

defined by integrating the instantaneous luminosity during the time of period. The integrated

luminosity of the collisions delivered by the LHC during 2015–2018 is 156 fb−1.
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Table 3.1 Beam and machine parameters of the LHC in 2018 compared to the design [16].

Parameters Design 2018

Nb: Number of protons per bunch [×1011] 1.15 1.15

nb: Number of bunches per LHC ring 2808 2556

1/frev: Bunch spacing [ns] 25 25

β∗: Beta function at the interaction point [cm] 55 30–25

θc: Beam crossing angle [µrad] 285 320–260

ϵn: Normalized transverse emittance at the start of collisions [µm] 3.75 2.0

Ebeam: Beam energy [TeV] 7 6.5

3.2 The ATLAS detector

The ATLAS detector is a huge cylindrical general-purpose detector installed at one of the four

LHC collision points. An overview of the ATLAS detector is shown in Figure 3.2. The size is 25 m

in diameter and 44 m in total length. The weight is 7,000 tons. It covers nearly 4π solid-angle

around the collision point. The ATLAS detector consists of inner detectors, electromagnetic

calorimeters, hadron calorimeters, and muon spectrometers in that order from the inside. In

addition, three superconducting magnets are installed in the ATLAS detector. The design of

sub-detectors differs between the top and bottom parts, referred to as “end-cap”, and the side

part, referred to as “barrel”, of the cylinder.

Figure 3.2 Overview of the ATLAS detector. [3]
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3.2.1 Coordinate system

Figure 3.3 shows the coordinate system used in the ATLAS experiment. The center of the

detector is defined as the origin and two coordinate axes are used: Cartesian coordinate system

and cylindrical coordinate system. In the Cartesian coordinate system, the x-axis, y-axis, and

z-axis are defined as pointing to the center of the LHC ring, as perpendicular to the ground

and upward, and as along the beam line, respectively. In the cylindrical coordinate system, the

radial distance R(=
√
x2 + y2), the azimuthal angle ϕ (−π

2 ≤ θ ≤ π
2 ), and z are used. In the

ATLAS experiment, pseudorapidity η is also used to express the θ (−π
2 ≤ θ ≤ π

2 ) direction

η = − ln tan
θ

2
. (3.4)

In the high energy limit (E ∼ p), pseudorapidity is an approximation of the rapidity y of a

particle with energy E and momentum p as described by:

y =
1

2
ln

(
E + p cos θ

E − p cos θ

)
∼ 1

2
ln

(
1 + cos θ

1− cos θ

)
= η. (3.5)

Similarly, transverse momentum pT (energy ET) defined below is often used since the transverse

momentum (energy) of the particles from the collisions of interest is relatively large.

pT =
√
p2x + p2y = p sin θ (3.6)

ET =
√
E2

x + E2
y = E sin θ (3.7)

⌘ = 1

⌘ = 1

⌘ = �1
⌘ = 0

�

✓

R

x

y

z� = 0

Figure 3.3 The ATLAS coordinate system. The origin of the system is the center of the

detector. There are the cartesian coordinate system (x, y, z) and the cylindrical

coordinate system (R,ϕ, θ). Pseudorapidity η = − ln tan θ
2 is also used.
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3.2.2 Magnet system

Since the momentum of charged particles is measured using the curvature of the trajectory,

magnetic fields are essential in the ATLAS experiment. The ATLAS magnet system consists

of three superconducting magnets as shown in Figure 3.4(a): the central solenoid, the barrel

toroid, and the end-cap toroid.

The central solenoid with 2.5 m diameter and 5.8 m length surrounds the inner detector. It

provides a uniform magnetic field along the beam line with 2 T field strength inside the coil.

The charged particles from the interaction point are bent in the ϕ direction by the magnetic

field.

Each of the barrel toroid and the end-cap toroid consists of eight toroidal magnets located

outside the calorimeter. These magnets provide toroidal magnetic fields along the ϕ direction

inside the coils. The magnetic field integral shown in Figure 3.4(b) is 8-fold symmetric due to the

structure of the magnets. In the transition region (1.4 < |η| < 1.6), the magnetic field integral

is small. In the barrel region (0 < |η| < 1.4), the magnetic field varies 0.15–2.5 T depending

on |η|. In the end-cap region (1.6 < |η| < 2.7), it is 0.2–3.5 T. The charged particles from the

interaction point are bent in the η direction by the toroidal magnetic field.
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Figure 2.9: R- and z-dependence of the radial
(Br) and axial (Bz) magnetic field components
in the inner detector cavity, at fixed azimuth.
The symbols denote the measured axial and ra-
dial field components and the lines are the re-
sult of the fit described in section 2.2.4.

Figure 2.10: Predicted field integral as a func-
tion of |h | from the innermost to the outermost
MDT layer in one toroid octant, for infinite-
momentum muons. The curves correspond to
the azimuthal angles f = 0 (red) and f = p/8
(black).

A number of large magnetisable components, shown schematically in figure 2.11, distort
the Biot-Savart field at different levels. Although amenable to experimental spot-checks (sec-
tion 2.2.5), such perturbations can only be determined using field simulations.

The highly anisotropic structure of the tile calorimeter cannot be satisfactorily modelled us-
ing only a scalar permeability and an effective steel-packing factor: a formalism incorporating a
magnetic permeability tensor, as well as a more sophisticated treatment of magnetic discontinu-
ities at material boundaries, is called for. The problem is compounded by the superposition of the
solenoid and toroid fields in the partially-saturated flux-return girder and in the tile calorimeter it-
self. A novel approach to magnetic-field modelling in such structures has therefore been developed
and implemented in the B-field simulation package ATLM [29]. This package, which incorporates
a careful description of the toroid and solenoid conductors as well as a detailed mathematical model
of the tile calorimeter, is used both to compute the Biot-Savart field by numerical integration (as
described above), and to predict, by a finite-element method, the field distortions caused by the
tile calorimeter, the flux-return girder and the shielding disk in both the ID cavity and the muon
spectrometer. Altogether, these distortions affect the field integral in the muon spectrometer by up
to 4%, depending on |h | and f ; in addition, they induce, at the level of the inner MDT layers, local
field distortions of up to |DB|⇠ 0.2 T.

A few discrete magnetic structures, either inside the muon spectrometer or close to its outer
layers, induce additional, localised magnetic perturbations. Their impact has been evaluated using
the 3D finite-element magnetostatics package TOSCA [30]. The largest perturbations are caused
by the air pads, jacks and traction cylinders which allow the calorimeters, the shielding disks, and
the end-cap toroids to slide along the rails. These affect primarily the field distribution across
the innermost MDT chambers in the lowest barrel sectors (BIL and BIS in sectors 12 to 14, see
figures 2.11 and 6.1), and in addition impact the field integral at the level of up to 10% over small
islands in h�f space.

– 31 –

(b)

Figure 3.4 The ATLAS magnet system (a) and the integrated toroidal magnetic fields as

a function of |η| (b).

3.2.3 Inner detector

The inner detector (ID) is installed in the innermost part of the ATLAS detector and surrounded

by the solenoid magnet. It measures the momenta and directions of charged particles from the

interaction point by reconstructing the trajectories. The ID consists of three sub-detectors

as shown in Figure 3.5: the silicon pixel detector, the semiconductor tracker (SCT), and the

transition radiation tracker (TRT) in that order from the inside.
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(a)

(b)

Figure 3.5 Cutaway view of the inner detector in the barrel (a) and end-cap (b) re-

gions. [17] The ID consists of the silicon pixel detector (IBL and Pixel), the

SCT, and the TRT in that order from the inside.
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Silicon pixel detector

The silicon pixel detector consists of three Pixel layers and the Insertable B-Layer (IBL), which

was newly installed in 2015 [18], in the barrel and three Pixel disks in each of the end-caps. The

silicon pixel detector covers the region |η| < 2.5. The Pixels and IBL have high-granularity pixel

sensors with the size of 50 µm×400 µm and 50 µm×250 µm in the R–ϕ× z plane, respectively.

The total number of readout channels for the Pixels and IBL are 80 M and 12 M, respectively.

Semiconductor tracker

The SCT is a silicon detector with single-sided silicon strip sensors of 80 µm pitch and 128 mm

length. It consists of four SCT layers in the barrel and nine SCT disks in each of the end-caps.

The SCT covers the region |η| < 2.5. In each module, the sensors are glued with a stereo angle of

40 mrad for two-dimensional measurement of hit position. The total number of readout channels

is 6.3 M.

Transition Radiation Tracker

The TRT is installed outside the SCT and consists of polyimide straw tubes with a diameter

of 4 mm. The straws are filled with a gas mixture of Xenon (70%), CO2 (27%), and O2 (3%).

The maximum drift time is 45 ns at the operating voltage of the cathode wire of 1.5 kV. The

intrinsic position resolution per tube is about 130 µm. The tubes are arranged in parallel along

the beam pipe with a 7 mm interval in the barrel. In the end-cap, the tubes are arranged along

the R direction. Since the TRT provides only the information in the R–ϕ plane, the information

from the pixel and SCT are combined for three-dimensional reconstruction of the trajectory.

The total number of readout channels is 350 k.

3.2.4 Calorimeters

The calorimeter system consists of the electromagnetic (EM) calorimeters and hadronic calorime-

ters. The EM calorimeters surround the solenoid magnet and the hadronic calorimeters surround

the EM calorimeters as shown in Figure 3.6. Both calorimeters are sampling calorimeters, com-

posed of absorber material and active material. The calorimeters have crack regions between

barrel and end-caps of 1.37 < |η| < 1.52.

Electromagnetic calorimeters

The EM calorimeters measure the energy deposit and position of electromagnetic shower from

electrons and photons. The calorimeters are divided into the barrel region (|η| < 1.475) and the

end-cap region (1.375 < |η| < 3.2). For both of the calorimeters, lead and liquid argon (LAr)

are used as the absorber and the active material, respectively. These have accordion structure

as shown in Figure 3.7 to be uniform in ϕ with keeping the distance between readout electrodes.

The EM calorimeters are divided into two or three layers in the depth direction. The first layer

(the innermost) has high granularity in the η direction with approximately 4.3 radiation lengths

(X0). The second layer has large depth of about 16 X0 so that most of the energy deposit occurs
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Figure 3.6 Cutaway view of the calorimeter system. The calorimeter system consists of

the electromagnetic calorimeters and hadronic calorimeters.
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in this layer. The third layer (the outermost) measures the shower tail to separate electrons from

π±. In the region |η| < 1.8, the presampler consisting of one LAr layer measures the energy

loss in front of the EM calorimeters. The total thickness of the EM calorimeters is > 22 X0

(> 24 X0) in the barrel (end-caps) region. The calorimeters are designed with energy resolution

of σE/E = 10%/
√
E ⊕ 0.7%. The total number of readout channels is 170 k.

Hadronic calorimeters

The hadronic calorimeters measure the energy deposit and position of hadron shower. It consists

of three calorimeters; tile (|η| < 1.7), end-cap (1.5 < |η| < 3.2), and forward calorimeters

(3.1 < |η| < 4.9).

The tile calorimeters use iron and scintillator as the absorber and the active material, re-

spectively. The tile calorimeters consist of three layers. The ∆η×∆ϕ granularity is 0.1× 0.1 in

the first and second layers and 0.2× 0.1 in the last layer.

For the end-cap calorimeter, copper and LAr are used as the absorber and the active material,

respectively. The end-cap calorimeter consists of four layers. The ∆η×∆ϕ granularity is 0.1×0.1

in 1.5 < |η| < 2.5 and 0.2× 0.2 in 2.5 < |η| < 3.2.

The forward calorimeters consist of one EM calorimeter layer and two hadronic calorimeter

layers. They measure both EM and hadronic energy. For the EM layer, which is the first layer,

copper and LAr are used as the absorber and the active material, respectively. For the hadronic

layers, which are the second and third layers, tungsten and LAr are used as the absorber and

the active material, respectively.

The typical energy resolution is σE/E = 50%/
√
E ⊕ 3%. The energy resolution for the

forward calorimeter is σE/E = 100%/
√
E ⊕ 10%. The total number of readout channels is

14.3 k (Tile: 5.2 k, End-cap: 5.6 k, and Forward: 3.5 k).

3.2.5 Muon Spectrometer

The muon spectrometer (MS) is located at the outermost of the ATLAS detector [19]. Muons

passing through the calorimeter are bent by the toroid magnetic field and then enter the MS. The

MS measures the curvature of the muon trajectories and derives the transverse momentum. The

MS consists of four sub-detectors as shown in Figure 3.8(a). The MS is divided into two types

depending on the purpose: precision chambers and trigger chambers. The precision chambers,

the Monitored Drift Tubes (MDT) and the Cathode Strip Chambers (CSC), are used to measure

the momentum with high precision. The trigger chambers, the Resistive Plate Chambers (RPC)

and the Thin Gap Chambers (TGC), are used to trigger events that contain muons with high

transverse momentum. The trigger chambers are required to have a fast response to provide the

muon trajectory within 25 ns.

Figure 3.8(b) shows the layout of the MS. There are multiple stations in each of the barrel

and end-cap regions. The muon trajectory is derived from the position of the muon in each

station.
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(a) (b)

Figure 3.8 Cutaway view of the muon spectrometers (a). The muon spectrometers layout

at ϕ = π/2 in the R–z plane (b).

Monitored Drift Tubes

The MDT is the main precision chamber. It consists of multiple cylindrical drift tubes with a

diameter of 30 mm. The tubes are filled with a gas mixture of Ar (93%) and CO2 (7%) at 3 bar

absolute pressure. The tungsten-rhenium gold-plated wires with a diameter of 50 µm are used

for the anode wires at a potential of 3080 V. In this condition, each drift tube has about 700 ns

maximum drift time and 2 × 104 amplification factor so that the average resolution is 80 µm.

The MDT subsystem consists of three stations, inner, middle, and outer, in concentric cylinder

shapes around the beam axis in the barrel region (|η| < 1). In the end-cap region (1 < |η| < 2.7),

it consists of three or four stations, inner, extra, middle, and outer, in perpendicular wheels. In

each station, there are six or eight tube layers. In the end-cap inner region, the MDT covers

only |η| < 2.0 due to the higher hit rate of > 150 Hz/cm2 in |η| > 2.0. The total number of

readout channels is 357 k.

Cathode Strip Chambers

The CSC is the precision chamber that covers the inner 2.0 < |η| < 2.7 region. It is a multi-wire

proportional chamber with the anode wires of 2.5 mm pitch parallel to the R direction and the

cathode strips of 5 mm pitch parallel to the ϕ direction. The anode wires have a diameter of

30 µm and are operated at a potential of 1900 V. The gap is filled with a gas mixture of Ar

(80%) and CO2 (20%). The gas gain is 6 × 104. The CSC has a relatively short drift time of

< 40 ns and thus that can be used in the region with the higher hit rate. The CSC consists of

four layers in a perpendicular wheel-shaped station. The position resolution is 60 µm in the R

direction and 5 mm in the ϕ direction. The total number of readout channels is 31 k.
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Resistive Plate Chambers

The RPC is the trigger chamber for the barrel region (|η| < 1.05). It is a gaseous parallel

electrode-plate detector with a gas gap of 2 mm. The gap is filled with a gas mixture of

C2H2F4 (94.7%), Iso-C4H10 (5%), and SF6 (0.3%). A uniform electric field between the plates

of about 4.9 kV/mm produces the avalanche multiplication of the ionization electrons created

by a charged particle. The signal is read out via strips mounted on the outer faces of the plates.

The rise time of the avalanche signal is as fast as several ns. The typical space-time resolution

is of the order of 1 cm× 1 ns. The total number of readout channels is 383 k.

Thin Gap Chambers

The TGC is the trigger chamber for the end-cap region (1.05 < |η| < 2.4). It is a multi-

wire proportional chamber with a thinner distance between the anode wire and cathode strip

(1.4 mm) than that between the anode wires (1.8 mm). The thin gap contributes to the fast

response of the chamber. The strips are arranged parallel to the R direction. The wires with a

diameter of 50 µm are arranged orthogonally to the strips. The TGC provides two dimensional

hit position using the strips and wires. The operating voltage of the anode wires is 2800 V. In

the gap, a highly quenching gas mixture of CO2 (55%) and n-C5H12 (45%) is filled. The gas

amplification is 3× 105.

There are three stations outside the toroidal magnet. Each station consists of two or three

gas gaps and two or three wire-layers. There are seven gas gaps and seven wire-layers in total.

Inside the toroidal magnet, there is one station with two gas gaps and two wire-layers. Due to

the high granularity of the TGC wires, less than 35 wires corresponding to the η pitch of less

than 60 mm are readout as one channel depending on |η|. The total number of readout channels

is 320 k.

3.3 Trigger and data acquisition

Since the ATLAS detector has about 100 M readout channels, the size of the raw data per pp

collisions is very large. The ATLAS experiment cannot record this huge amount of data for all

pp collisions that occur with a frequency of 40 MHz due to limitations on data transferring and

recording rate. In addition, most of the pp collisions arise from the QCD interactions with small

momentum transfer, and the event rate is small for the processes of interest, such as the Higgs

boson production. The cross section of the total Higgs boson production is O(10) pb, while the

cross section of the total inelastic pp scattering is O(1010) pb. The events are examined and

selected for storage during the data taking (‘triggering”). The ATLAS trigger system typically

selects the events with high-pT leptons, photons, and jets since the processes of interest may

have high-pT particles in the final state.

The ATLAS trigger and data acquisition system is shown in Figure 3.9 [20]. The events are

triggered in two stages, the Level-1 trigger and the High-Level trigger. The Level-1 trigger is a

hardware-based trigger that uses ASICs and logic integrated circuits in order to perform high-

speed processing. It roughly selects the events and reduces the event rate to 100 kHz within

2.5 µs. In the Level-1 trigger, there are the Level-1 Muon and Level-1 Calo triggers which
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make decisions based on the MS and the calorimeters, respectively. The Level-1 trigger decision

is formed by the Central Trigger Processor, which receives inputs from the Level-1 Muon and

Level-1 Calo triggers. The data of the events triggered by the Level-1 trigger are transfered

to the High-Level trigger. The High-Level trigger is a software-based trigger that reconstructs

events more precisely with more detailed detector information. It reduces the event rate to

approximately 1 kHz within a few seconds.

Figure 3.9 The ATLAS trigger and data acquisition system for the data taking in 2015–

2018.



Chapter 4

Search for H → µµ

We search for the H → µµ decay using
√
s = 13 TeV pp collisions data collected in 2015–2018

corresponding to 139 fb−1. In this search, the ggF, VBF, VH, and ttH production processes

(their Feynman diagrams are shown in Figure 4.1–4.3) are considered for signal. In the final

state for all processes, there is an isolated opposite-charge muon pair from the Higgs boson

decay. The pT distribution of the muons has a peak at around 60 GeV. For the VH and ttH

processes, only the processes including the leptonic decay of the boson and tt̄ dileptonic and

semileptonic decays are considered, respectively, thanks to the better background separation.

The only charged leptons considered for leptonic decays are electrons and muons.
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Figure 4.1 Feynman diagrams of the H → µµ decay in the ggF (a) and VBF (b) processes.

In the VBF process, there are two jets in addition to the opposite-charge muon

pair in the final state.

In each signal process, constituent particles of the final state and main background process

are different. The expected signal yield in the
√
s = 13 TeV 139 fb−1, the constituent particles

of the final state, and the main background process in each signal process are summarized in

Table 4.1.

The dominant background process is the Drell-Yan (DY) process shown in Figure 4.4. The

cross section of the DY process in the dimuon invariant mass of 120–130 GeV is approximately

6 pb [21], while the signal cross section is 0.012 pb. The DY background is an irreducible

background due to the same final state particles as a signal. Besides the DY process, the

26
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Figure 4.2 Feynman diagrams of the H → µµ decay in the VH processes. The qq →WH

(a), qq → ZH (b), and gg → ZH (c) are main processes. Only the processes

including the leptonic decay of the boson are considered (ℓ = e or µ). In the

final state of the WH process, there is one charged lepton from W → lν decay

in addition to the opposite-charge muon pair from the Higgs boson decay. The

final state of ZH process has the muon pair and two additional charged leptons

from Z → ll decay.
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Figure 4.3 Feynman diagrams of the H → µµ decay in the ttH processes. The tt̄ dileptonic

(a) and semileptonic (b) decays are considered (ℓ = e or µ). In the final state

for the dileptonic process, there are two b-jets, additional two charged leptons,

and two neutrinos in addition to the opposite-charge muon pair from the Higgs

boson decay. The final state for the semileptonic process has the muon pair,

two b-jets, an additional charged lepton, one neutrino, and two jets.
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Table 4.1 The expected signal yield, the final state particles considered in this analysis,

and the main background in each production mode (ℓ = e or µ). The expected

signal yields are calculated by the cross section times the branching ratio in the√
s = 13 TeV 139 fb−1.

Process Expected signal yield Final state particles Main background

ggF 1464 µ+, µ− Drell-Yan

VBF 114 µ+, µ−, 2 jets Drell-Yan, Z + 2 jets

W (→ ℓν)H 8.8 µ+, µ−, ℓ, ν WZ

Z(→ ℓℓ)H 1.8 µ+, µ−, 2ℓ ZZ

ttH
tt̄ semileptonic 5.1 µ+, µ−, b, b, ℓ, ν, 2 jets

tt̄, tt̄Z
tt̄ dileptonic 0.69 µ+, µ−, b, b, 2ℓ, 2ν

Z → µµ decay together with two jets (referred to as “Z + 2 jets”) is also a background in

the VBF process. For the VH process (WH or ZH), there are three or four charged leptons in

the final state. The dominant background for the WH and ZH processes is WZ → ℓνµµ and

ZZ → µµℓℓ, respectively. The ttH process is characterized by the b-jets and additional leptons.

The tt̄ dimuon decay (tt̄ → bb̄W+W− → bb̄µ+µ−νν) and the tt̄Z process, which consists of tt̄

dimuon decay with Z → ℓℓ decay and tt̄ dileptonic decay with Z → µµ decay, are dominant

background for the ttH process.
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Figure 4.4 Feynman diagram of the Drell-Yan process.

In addition to the final state particles described above, photons are used in this analysis to

reconstruct the photon from the QED FSR. In order to improve the dimuon invariant mass res-

olution, the FSR photons are reconstructed and their four-momentum is included in the dimuon

invariant mass calculation. This correction is referred to as “FSR recovery” and described in

Section 4.4.
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4.1 Data and simulation samples

4.1.1 Collision data

The dataset used in this analysis was recorded during the data taking periods in 2015–2018.

In all data taking periods, the correct performance of all detectors is checked and the data

whose quality is determined to be bad are removed. The integrated luminosity before and after

removing the bad quality data is shown in Table 4.2. Total integrated luminosity of good quality

data used for this analysis is 139 fb−1. Figure 4.5 shows total integrated luminosity versus time

and the average pile-up during stable beams for pp collisions [22].

Table 4.2 The integrated luminosity recorded by ATLAS and certified to be good quality

data in 2015–2018.

Year ATLAS recorded [fb−1] Good quality [fb−1]

2015 3.9 3.2

2016 35.6 33.0

2017 46.9 44.3

2018 60.6 58.5

Total 147.0 139.0
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Figure 4.5 Total integrated luminosity versus time delivered to ATLAS (green), recorded

by ATLAS (yellow), and certified to be good quality data (blue) during stable

beams for pp collisions at
√
s = 13 TeV in 2015–2018 (a). The average pile-up

for the data (b). [22]
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In the H → µµ process, the final state has two muons, and the leading muon has relatively

high momentum (pT ∼ 60 GeV). The events for this analysis are collected using two single muon

triggers which require to have at least one high-pT muon [23]. The single muon triggers used

for this analysis are summarized in Table 4.3. For the data in 2015, the “OR” combination of

“HLT mu20 iloose L1MU15” and “HLT mu50” is used. The “HLT mu50” trigger requires to

satisfy the requirement for pT greater than 20 GeV for the L1 muon trigger system (“L1 MU20”)

and to satisfy pT greater than 50 GeV for the HLT muon trigger. For muons with pT < 50 GeV,

the “HLT mu20 iloose L1MU15” trigger which has an isolation requirement from other ID tracks

is used to reduce the event rate. The “HLT mu20 iloose L1MU15” trigger requires that a muon

with pT > 15 GeV is selected by the L1 muon trigger system (“L1 MU15”) and to pass the

“HLT mu20 iloose” trigger at the HLT system. For the events that pass the “L1 MU15” trigger,

the “HLT mu20 iloose” trigger requires that the muon at the HLT level has pT > 20 GeV and

satisfies loose isolation selection criteria using online ID track reconstruction by the HLT. For

the data in 2016–2018, the “OR” combination of “HLT mu26 ivarmedium” and “HLT mu50” is

used to cope with higher luminosity than 2015. The “HLT mu26 ivarmedium” trigger requires

to pass “L1 MU20” and to satisfy pT threshold of 26 GeV in the HLT muon trigger and to pass

a medium isolation selection criteria using online ID track reconstruction by the HLT.

Table 4.3 The single muon triggers and the requirements. The “OR” combination of two

single muon triggers is used in each data taking period.

Year Name
Requirements

L1 HLT

2015
HLT mu20 iloose L1MU15 pT > 15 GeV pT > 20 GeV and isolation

HLT mu50 pT > 20 GeV pT > 50 GeV

2016–2018
HLT mu26 ivarmedium pT > 20 GeV pT > 26 GeV and isolation

HLT mu50 pT > 20 GeV pT > 50 GeV

The trigger efficiencies of the “OR” combination of “HLT mu20 iloose L1MU15” and “HLT mu50”,

and the “OR” combination of “HLT mu26 ivarmedium” and “HLT mu50” are summarized in

Figure 4.6 and Figure 4.7, respectively. The efficiencies are measured using the tag-and-probe

method for the events with the Z → µµ candidate [23]. In the tag-and-probe method, one muon

of the decay, referred to as the “tag”, requires to satisfy stringent identification criteria and

to fires the trigger. The second muon candidate, referred to as the “probe”, is used to study

the efficiency of a certain reconstruction algorithm or selection criteria. The probes are usually

required to be reconstructed by a system independent of the one being studied.
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Figure 4.6 Efficiencies of the muon triggers used for the data taking in 2015 in this anal-

ysis. The efficiencies as a function of pT in end-cap region (a), pT in barrel

region (b), ϕ in end-cap region (c), ϕ in barrel region (d), and η (e) are mea-

sured using events with Z → µµ. Black circles are for the absolute efficiencies

of “L1MU15”. Blue squares are for the absolute efficiencies of the “OR”

combination of “HLT mu20 iloose” and “HLT mu50”. Red triangles are for

the relative efficiencies of the “OR” combination of “HLT mu20 iloose” and

“HLT mu50”. The error bars show only statistical uncertainties. [23]
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Figure 4.7 Efficiencies of the muon triggers used for the data taking in 2016–2018 in this

analysis. The efficiencies as a function of pT in end-cap region (a), pT in

barrel region (b), ϕ in end-cap region (c), ϕ in barrel region (d), and η (e)

are measured using events with Z → µµ for the data taken in 2016. Black

circles are for the absolute efficiencies of “L1 MU20”. Blue squares are for

the absolute efficiencies of the “OR” combination of “HLT mu26 ivarmedium”

and “HLT mu50”. Red triangles are for the relative efficiencies of the “OR”

combination of “HLT mu26 ivarmedium” and “HLT mu50”. The error bars

show only statistical uncertainties. [23]
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4.1.2 Monte Carlo simulation

For optimization of event selection and categorization, signal and background modeling, and

estimation of systematic uncertainties, simulated samples are used in this analysis. Physics

processes are simulated by event generators using a Monte-Carlo (MC) method. The samples

are generated by three steps: event generation, pile-up simulation, and detector simulation. All

steps are performed within the ATLAS software framework ATHENA [24].

The simulated samples have three levels of information: truth, detector, and reconstruction.

These correspond to the information before detector simulation, after detector simulation, and

after object reconstruction, respectively.

Event generation

The event involved in pp collision is generated at parton-level by MC event generators with

PDF sets. In the event generator, the fixed-order predictions which consider the perturba-

tive expansion for additional real-emission and virtual corrections at the lower order are used.

The parton-level events are processed to consider the higher-order effects from parton shower,

hadronization and underlying event. In the process, the parton shower approximation [6] is

applied to the event to provide parton showers. The hadronization and underlying event are

simulated using phenomenological models (see Section 2.2) tuned by experimental results.

The main MC samples and the production setup in this analysis are summarized in Table 4.4.

The signal samples are generated with the Higgs boson mass mH = 125 GeV and the width Γ =

4.07 MeV. These signal samples are normalized with the latest available theoretical calculations

corresponding to the SM production cross sections.
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Table 4.4 Setup for MC sample production. Event generator, PDF set, accuracy in QCD

perturbation theory, interface of PS simulation, and tuned parameters set used

for PS are summarized for each sample.

Process Generator PDF Accuracy PS Tune

Signal

ggF Powheg NNLOPS [25, 26] PDF4LHC15 [27] NNLO Pythia 8 [28] AZNLO [29]

VBF Powheg-Box [30–32] PDF4LHC15 NLO Pythia 8 AZNLO

qq̄/qg → V H Powheg-Box PDF4LHC15 NLO Pythia 8 AZNLO

gg → ZH Powheg-Box PDF4LHC15 LO Pythia 8 AZNLO

ttH MadGraph5 aMC [33] NNPDF3.0NLO [34] NLO Pythia 8 A14 [35]

Background

Drell-Yan Serpa v2.2.1 [36] NNPDF3.0NNLO NLO / LO a Serpa PS [37] MEPS@NLO

Diboson (semi-leptonic) Serpa v2.2.1 NNPDF3.0NNLO NLO / LO b Serpa PS MEPS@NLO [38, 39]

Diboson (dileptonic) Serpa v2.2.2 NNPDF3.0NNLO NLO / LO b Serpa PS MEPS@NLO

Z + jj Serpa v2.2.1 NNPDF3.0NNLO NLO / LO a Serpa PS MEPS@NLO

tt̄ Powheg-Box NNPDF3.0NLO NLO Pythia 8 A14

single-t Powheg-Box NNPDF3.0NLO NLO Pythia 8 A14

tt̄V MadGraph5 aMC NNPDF3.0NLO NLO Pythia 8 A14

H → Z(→ ℓℓ)γ Powheg-Box PDF4LHC15 NNLO Pythia 8 AZNLO

a NLO (LO) accuracy for up to two (four) partons calculated with the Comix [40] and OpenLoops [41, 42]

b NLO (LO) accuracy for up to one (two or three) additional partons

Pile-up simulation

In order to simulate the effects of the pile-up, soft QCD events are generated using Pythia 8

with the NNPDF2.3LO set [43] and the A3 set of tuned parameters [44]. They are overlaid to

each hard-interaction event generated. The overlaid events are reweighted to data to correct the

pile-up distribution.

Detector simulation

The generated events are processed through the full ATLAS detector simulation [45] based on a

detailed description of the detector geometry and of the particle interaction simulation in the

detector material with GEANT4 [46].

High statistics DY samples

The samples above provide an equivalent integrated luminosity that is typically 5–20 times higher

than that of data. However, the statistical uncertainties in the dominant DY background limit
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the classification and background modeling study for a small signal yield. High statistics DY

samples are produced using approximate detector simulation since the full detector simulation

needs too large CPU time. Two event generation setups were developed for high statistics DY

samples.

The primary fast simulation DY sample is parton-level generated by Sherpa 2.2.4 at LO

accuracy for up to three additional partons with the CT14 NNLO PDF set [47]. The parton-

level generated events are processed with Pythia 8 to provide parton shower and hadronization.

The CKKW-L merging algorithm [48] with a merging scale of 20 GeV is used to remove double

counting between this sample and the main DY sample.

For further cross-checks, an additional fast simulation DY sample is prepared. In the addi-

tional sample, events for inclusive Z/γ∗ + 0, 1 parton and for Z/γ∗ + 2 partons are separately

simulated. The former events are parton-level generated using Powheg-Box with the CT10 PDF

set [49]. For the latter ones, Alpgen [50] with the CTEQ6L1 PDF set [51] is used. These events are

processed with an approximate QCD parton shower algorithm using Pythia 8 and the overlaps

between these samples are removed. The QED FSR is provided by Photos [52].

For high statistics DY samples, detector responses are emulated in an approximate way

by applying parameterized “smearing functions” to truth-level objects. The parametrization

is applied to the detector responses to muons, FSR photons, jets, and the missing transverse

momentum. The smearing functions for each objects are derived using full simulation sample. In

total, two samples were prepared with significantly large statistics corresponding to an integrated

luminosity of at least 50 ab−1 in the kinematic phase space relevant for the analysis.
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4.2 Reconstruction of final state particles

4.2.1 Track

In the ATLAS detector, muons are reconstructed by two independent detector systems. The

inner detector (ID) track is the charged-particle trajectory reconstructed using the hits in the

Pixel, SCT and TRT detectors. The muon spectrometer (MS) track is used for muon iden-

tification, which is described in Section 4.2.3. The details of the reconstruction procedure of

the ID track can be found in Ref. [53]. The procedure consists of the following steps. Pixels

and strips with detected hits are grouped into clusters by connected component analysis [54].

From these clusters, three-dimensional hit points referred to as “space-points” are created. After

cluster creation, the track seeds are formed from three space-points. The track seeds need to

pass the requirements specified to maximize purity, which is defined as a fraction of seeds that

provide good quality tracks. Then, the track candidates are reconstructed from the track seeds

using the Kalman filter [55]. For each track candidate, the track score is calculated based on

the track quality such as the resolution of subdetectors, multiplicity of clusters and holes on the

track trajectory, and the χ2 from the track fit. Here a hole is defined as an active sensor that

registers no-hit despite it on the track trajectory. If a cluster is shared among multiple track

candidates, a neural network classifier [56] is used to identify whether the cluster was created

by multiple tracks or not, and then the track score of the candidate is re-calculated if needed.

Track candidates with a bad score are rejected and the remaining candidates that don’t fulfill

additional basic quality criteria based on pT, η, number of clusters and holes, and distance of

the track from the interaction point are also rejected. For the track candidates fulfilling all the

requirements mentioned above, high-precision fit using all available information is performed.

In the end, the tracks are extended into the TRT detector, and refit is performed only in the

case in which compatible hits on the TRT are found. The details of the extension can be found

in Ref. [53].

4.2.2 Primary vertex

There are multiple pp collisions per bunch crossing. The positions of pp collisions are referred to

as “vertex”. The vertex that seems to be from hard scattering, referred to as “primary vertex”,

is selected from reconstructed vertices. The vertex reconstruction and definition of the primary

vertex are described below.

The vertices are reconstructed by collecting and combining reconstructed charged tracks in

the ID [57]. The ID tracks which satisfy the following quality requirements are considered in

vertex reconstruction:

• pT > 400 MeV

• |η| < 2.5

• Number of silicon (SCT or Pixel) hits ≥

 9 if |η| ≤ 1.65

11 if |η| > 1.65
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• IBL hits + B-layer hits ≥ 1

• A maximum of 1 shared module (1 shared pixel hit or 2 shared SCT hits)

• No Pixel holes

• SCT holes ≤ 1

A hole is defined as an active sensor, which registers no-hit, on the trajectory.

After the selection of ID tracks, the combination of vertex and tracks are determined by the

following steps.

• Definition of seed position: A vertex seed position is found by searching for the global

maximum in the distribution of z coordinates of the tracks.

• Vertex fitting: The vertex position is found using the adaptive vertex fitting algorithm [58],

which is an iterative χ2 minimization based fitting. The seed position and the tracks around

the seed are used as inputs of the algorithm.

• Compatibility check: The compatibility of track with the vertex is checked for each track.

The weights for the fitting algorithm of incompatible tracks are reduced.

• Compatible track finding: By repeating the vertex fitting and compatibility check, all

compatible tracks with the vertex are searched for. Incompatible tracks are removed in

the vertex to use for other vertices.

• Repeat above steps until no unassociated tracks are left in the corresponding event or no

additional vertex can be found. All vertices require to have at least two associated tracks.

The vertex positions are calculated using only the compatible tracks. There are approximately

10–30 reconstructed vertices per bunch crossing.

The vertex with the largest sum of squared pT of contributing tracks (Σp2T), referred to as

“primary vertex”, provides significant information and is used for physics analysis.

4.2.3 Muon

Muons used for this analysis are required to pass three steps, reconstruction, identification,

and isolation. In the reconstruction step, the MS track is reconstructed first and the combined

track is reconstructed using the MS track and the information from other subdetectors. In the

isolation step, the isolated muons are selected to suppress the muons associated with jets from

bb̄ and cc̄ processes, which are a large cross section. In addition, the momentum calibration of

the reconstructed muons is performed.

Track reconstruction in the muon spectrometer

Muons are reconstructed using the information of the ID tracks and the MS tracks, which are

reconstructed independently. The MS tracks are reconstructed using the information of the

muon spectrometer, and the reconstruction procedure consists of the following two steps [59, 60].
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The first step is a segment finding. In each station of the MDT and CSC, the segments are

formed using the hits inside the detector. For the MDT segments, a Hough transform [61] is used

to search for hits on a straight trajectory in the bending plane of the detector. The segment

position in the coordinate orthogonal to the bending plane is provided using hits in the RPC or

TGC. For the CSC segments, a separate combinatorial search in the η and ϕ detector planes is

used.

After the segment finding, track candidates are built by fitting hits associated with segments

on the different stations. The segments used for the candidate build need to fulfill the require-

ments based on hit multiplicity on the detector and fit quality. To build the track candidates,

at least two selected segments are required, except for the endcap–barrel transition region. The

track candidates are refitted using all hits associated with the candidate by a global χ2 fit. The

track candidates for which the χ2 satisfies the selection criteria are accepted, and the candidates

with large χ2 are removed.

Combined reconstruction

The reconstruction of muons is performed using the information from the ID tracks, the MS

tracks and the energy deposit in the calorimeter. The following four muon types are defined

depending on which subdetector information is used for reconstruction:

• Combined (CB) muons: Based on the ID and MS tracks, the combined track is formed

by a global refitting to hits from both the ID and MS subdetectors. In the global fit, hits

on the muon spectrometer associated with the track may be updated and the track fit is

repeated to improve the fit quality. Most muons are reconstructed using the MS tracks

and the ID tracks matched to the MS track extrapolated inward, referred to as “outside-in

algorithm”. In order to recover efficiency for muons such as the low-pT muons which may

not reach the middle MS station, the complementary “inside-out algorithm”, in which the

ID tracks are extrapolated outward and MS hits matched to the ID tracks are searched

for, is used.

• Segment-tagged (ST) muons: ST muons are reconstructed using the ID tracks and the

MDT or CSC local segments matched to the ID track extrapolated outward. In order to

efficiently reconstruct muons, ST muons are used when muons cross only one MS station

due to the limited MS coverage. The parameters of ST muons are taken from the ID track

fit.

• Calorimeter-tagged (CT) muons: CT muons are reconstructed using the information from

the ID tracks and the calorimeter. CT muons are identified when the calorimeter energy

deposits consistent with minimum-ionizing particles are matched to the outward extrapo-

lated ID track. The CT muon reconstruction type has the lowest purity than other types,

but it recovers acceptance in the region |η| < 0.1 where the MS is installed partially.

Whereas other reconstruction algorithms use the ID track with pT > 2 GeV, the CT algo-

rithm uses the ID track with pT > 5 GeV since the purity gets worse at the low-pT. The

parameters of CT muons are taken from the ID track fit.
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• Extrapolated (ME) muons: ME muons are reconstructed based on only the MS tracks

which are compatible with originating from the interaction point when the MS tracks

cannot be matched to ID tracks. The ME muons are mainly used in the forward region

2.5 < |η| < 2.7, where the inner detector does not cover. Whereas the MS track requires to

traverse two MS stations in general, the MS tracks used for the ME reconstruction in the

forward region are required to traverse three MS stations. The parameters of ME muons

are defined at the interaction point, taking into account the estimated muon energy loss

in the calorimeters.

The transverse momentum resolution of the CB muons is shown in Figure 4.8. All reconstruction

types of muons are used for this analysis.

Figure 4.8 The transverse momentum resolution σ(pT) on relative pT as a function of pT
for ID tracks (black squares), MS tracks (blue circles), and CB tracks (red

triangles). [62]

Identification

In order to select high-quality muon candidates used for physics analysis, the muon identification

is performed by applying quality requirements. The requirements are decided so as to suppress

background, which is mainly in-flight decays of charged light hadrons such as pion and kaon.

The background muons are characterized by the poor fit quality of the combined track and the

difference in the momentum measurement between ID and MS. For the CB, ST and CT muons,

the ID tracks are required to satisfy the following requirements to guarantee the quality of tracks

used for identification.

• at least one hit in the Pixel,
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• at least five hits in the SCT,

• less than three holes in total in the Pixel or SCT.

Three muon identification working points (WPs) are provided for different physics analyses:

Medium, Loose, and Tight.

The Loose, Medium and Tight WPs are standard WPs and have a higher purity in the order.

These are inclusive categories (Loose ⊂ Medium ⊂ Tight). For the definition of these WPs, the

following variables are used.

• number of precision stations defined as the number of different MS stations which have at

least three hits

• q/p significance defined for CB muons:

q/p significance =
|(q/p)ID − (q/p)MS|√
σ2(q/p)ID + σ2(q/p)MS

(4.1)

where (q/p)ID and (q/p)MS are the ratio of the charge q and momentum p of muons

measured in the ID and MS, while σ2(q/p)ID and σ2(q/p)MS are the corresponding uncer-

tainties.

• ρ′ defined for CB muons:

ρ′ =
|pT,ID − pT,MS|

pT,CB
(4.2)

where pT,ID and pT,MS are muon pT measured in the ID and MS, while pT,CB is muon pT
of the combined track.

• normalized χ2 of the combined track fit

The criteria of the Loose, Medium and Tight WPs are described in the following:

Medium muons The medium WP minimizes the systematic uncertainty on muon reconstruc-

tion. Only CB tracks within the ID acceptance |η| < 2.5 and ME tracks in the 2.5 < |η| <
2.7 region are used. In order to ensure the track quality, there are requirements on the

number of precision stations for CB and ME tracks. CB tracks are required to have at least

two precision stations for the |η| > 0.1 region, and to have at least one precision station

but no more than one precision hole station for the |η| < 0.1 region. For ME tracks, at

least three precision stations are required. In addition, q/p significance is to be less than

7 to suppress the background.

Loose muons The loose WP is designed to maximize the reconstruction efficiency keeping

good-quality muon tracks. It is optimized for the reconstruction of the Higgs boson candi-

dates decaying in the four-muon final state. For higher reconstruction efficiency, CB, ST,

CT and ME tracks are used. For CB and ME tracks, the same criteria as medium WP is

used. For ST and CT tracks, muons are restricted to the |η| < 0.1 region.
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Tight muons The tight WP provides the highest purity at the cost of a few percent efficiency

loss. Only CB tracks with at least two precision stations and satisfying the medium criteria

are used. The normalized χ2 of the combined track fit is to be less than 8 to remove

pathological tracks. In order to provide better background rejection for lower-pT muon, in

which higher background is expected, the two-dimensional cut in the q/p significance and

ρ′ is performed depending on the muon pT and |η|.

The reconstruction and identification efficiencies as a function of pT and |η| for the Loose,

Medium and Tight WPs are shown in Figure 4.9. The hadron misidentification rates are sum-

marized in Table 4.5. The Loose WP is used for this analysis to secure higher signal efficiency.
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Figure 4.9 The muon reconstruction and identification efficiencies as a function of pT (a)

and η (b) for the Loose, Medium, and Tight WPs. The pT dependence is

measured in J/ψ → µµ events and the η dependence is measured in Z → µµ

events for muons with pT > 10 GeV.

Table 4.5 The muon efficiency ϵµ and the hadron misidentification rate ϵhad. These are

evaluated in a tt̄ MC sample in different pT regions for muons in |η| < 2.5.

Working point
5 GeV < pT < 20 GeV 20 GeV < pT < 100 GeV pT > 100 GeV

ϵµ [%] ϵhad [%] ϵµ [%] ϵhad [%] ϵµ [%] ϵhad [%]

Loose 98 1.06 99 0.25 98 0.12

Medium 97 0.85 97 0.17 97 0.07

Tight 90 0.38 93 0.12 93 0.04



CHAPTER 4. SEARCH FOR H → µµ 42

Isolation

A track-based isolation variable and a calorimeter based isolation variable are used to select

tracks isolated from other tracks or clusters [60]. The track-based isolation variables are defined

as the scalar sum of pT of the ID tracks in a cone around the muon pT (pµT) excluding the muon

track itself. The cone is defined by ∆R = 0.2 and ∆R = min(10 GeV/pµT, 0.3), labeled as pcone20T

and pvarcone30T , respectively. For the calorimeter based isolation variable, Etopocone20
T is used. It

is defined as the sum of ET of the topological cluster described in Section 4.2.4 in a cone of

size ∆R = 0.2 around the muon position after subtracting the muon energy deposit itself and

correcting for pile-up effects. The track-based isolation has better resolution and lower pile-

up dependence. On the other hand, the calorimeter-based isolation takes into account neutral

particles and charged particles with pT below the threshold in the ID track reconstruction.

Since both isolation variables have the contribution from charged particles, the particle flow

algorithm [63] is used for removing the overlap. In the particle flow algorithm, the ID tracks

are extrapolated to the calorimeter regions, and the corresponding energy is removed from the

measured calorimeter energy. The variable Eneflow20
T , defined as the ET of neutral particle-flow

objects in a cone of size ∆R = 0.2 around the muon, is used as particle-flow-based isolation

variable. In the particle-flow-based isolation, pcone20T and pvarcone30T are also used for the muon

with pµT > 50 GeV and pµT < 50 GeV, respectively. To correct the contribution from the muon

energy deposit itself and pile-up effects, a weighting factor w = 0.4 is applied to Eneflow20
T .

There are several isolation WPs defined using the above isolation variables [60]. To ensure

high efficiency for muon suppressing the background of muons from light-hadrons decay, muons

are required to satisfy the following isolation criteria in this analysis. The track pT needs to be

pT > 500 MeV. The muons with pµT < 50 GeV are required to satisfy:

pvarcone30T + 0.4 · Eneflow20
T < 0.16 · pµT. (4.3)

On the other hand, muons with pµT > 50 GeV need to satisfy:

pcone20T + 0.4 · Eneflow20
T < 0.16 · pµT. (4.4)

The isolation efficiency for this WP is shown in Figure 4.10.

Calibration

The muon momentum scale and resolution are calibrated to take into account the fluctuation

of the energy loss in the traversed material and the fluctuation of the energy loss, multiple

scattering, and local magnetic field inhomogeneities [59]. Since the simulation cannot explain

data perfectly, the momentum scale predicted by the simulation differs at the per mille level

from that of the data. The momentum resolution is different at the per cent level between the

simulation and the data. The simulated muon momentum scale and resolution are corrected to

agree with data [59]. The correction factors are evaluated with the J/ψ → µµ events for low-pT
muon and the Z → µµ events for high-pT muon. The correction factors are extracted using the

dimuon invariant mass distributions in each η, ϕ, and pT region. The dimuon invariant mass

distributions before and after the correction are shown in Figure 4.11. After the correction, a

good agreement between data and simulation is obtained.
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Figure 4.10 The muon isolation efficiencies for the WP used in this analysis. These are

measured in Z → µµ events for muons with pT > 3 GeV as a function of pT
(a) and the number of interactions per bunch crossing (b).
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background samples are added to the signal sample according to their expected cross sections. In the J/ψ sample,
the background is estimated from a fit to the data as described in the text. The sum of background and signal MC
distributions is normalised to the data.

The distributions are shown for data as well as corrected simulation, with the ratio of the two in the lower
panel. The simulation is in very good agreement with the data. Minor deviations are contained within
the scale systematic uncertainties of 0.05% in the barrel region, increasing with |η| to 0.1%(0.3%) in the
region |η| ∼ 2.5 for Z → µµ (J/ψ→ µµ) decays. The systematic uncertainties shown in the plots include
the effects of the uncertainties in the calibration constants described in Section 8.1 and the changes in the
fit parameterization. The observed level of agreement demonstrates that the pT calibration for combined
muon tracks described above provides a very accurate description of the momentum scale in all η regions,
over a wide pT range. Similar levels of data/MC agreement are observed for the ID and MS components
of the combined tracks.

Figure 11 displays the dimuon mass resolution σ(mµµ) as a function of the leading-muon η for the two
resonances. The dimuon mass resolution is about 1.2% and 1.6% at small η values for J/ψ and Z bosons,
respectively, and increases to 1.6% and 1.9% in the endcaps. This corresponds to a relative muon pT
resolution of 1.7% and 2.3% in the centre of the detector and 2.3% and 2.9% in the endcaps for J/ψ and
Z boson decays, respectively. After applying the momentum corrections described above, the simulation
reproduces the resolution measured in data, well within the systematic uncertainties. The systematic
uncertainties are estimated following the same procedure described for the determination of the energy
scale. Good agreement between the dimuon mass resolution measured in data and simulation is also
observed for the ID and MS components of the combined tracks.

The relative dimuon mass resolution σµµ/mµµ depends approximately on the average momentum of the
muons, as shown in Eq. (10). This allows a direct comparison of the momentum resolution function
determined with J/ψ and Z boson decays. This is shown in Fig. 12, where the relative dimuon mass
resolution from J/ψ→ µµ and Z → µµ events is compared to simulation. The J/ψ→ µµ and Z → µµ

23

Figure 4.11 The invariant mass of µµ of Z → µµ candidate events for data and MC

simulation before and after the correction. In the upper panel, the black

points, red histogram, and black dotted histogram show the data, simulation

after the correction, and simulation before the correction, respectively. The

lower panel shows the ratio of data to the simulation. The error band shows

the effect of the systematic uncertainty on the momentum correction.
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4.2.4 Electron

Electrons used for this analysis are required to pass three steps, reconstruction, identification,

and isolation. In the reconstruction step, the “topo-cluster” is reconstructed first and used with

tracks [64]. In addition, the energy calibration of the reconstructed electrons is performed [65].

Topo-cluster

Topo-clusters are formed from calorimeter cell signals based on seeding and collecting [64]. The

clustering algorithm is performed based on the spatial signal significance for each cell ζEMcell , which

is defined as the ratio of the cell signal EEM
cell to the expected noise σEMnoise,cell in the cell:

ζEMcell =
EEM

cell

σEMnoise,cell

(4.5)

The procedure of clustering is the following.

• Look for the cell with ζEMcell > 4. The cell is identified as a seed of a cluster.

• The neighboring cells with ζEMcell > 2 are added to the cluster.

The above steps are initiated with the cell with the largest ζEMcell and repeated until there are

no more cells to be added. After the growing is stopped, all neighboring cells of the cluster

are added to the cluster. This step allows the cells with signal significance close to the noise

levels to be added to the clusters. If there are multiple local signal maxima defined by EEM
cell >

500 MeV in a cluster, the cluster is split into two clusters so that the two highest-energy cells

are separated. These algorithms suppress from electronic noise and fluctuations such as pile-up,

keeping signal efficiency high. Topo-clusters are used for not only electron reconstruction but

also muon identification, muon isolation, and jet reconstruction.

Reconstruction

The electron reconstruction is performed using the information of the topo-clusters and the track

seeds in the inner detectors [65]. The procedure of reconstruction consists of mainly four steps:

cluster selection, track reconstruction, track-cluster matching, and supercluster reconstruction.

First, the topo-clusters used for the reconstruction are selected using two requirements. One

is that the energy from the cells in the EM calorimeter, referred to as EM energy, is larger than

400 MeV. The other is that the EM fraction fEM, defined as the ratio of the EM energy to total

energy of the cluster, is larger than 0.5 to reject pile-up clusters. The clusters which satisfy the

above requirements are referred to as “EM topo-clusters”.

Tracks of the electron are reconstructed by two steps: pattern recognition and track fit. The

pattern recognition algorithm builds the track candidates using the pion and electron hypothesis

for the model of energy loss due to the interaction with the detector material. The track

candidates are then fitted using the global χ2 track fitter [66].

After the cluster selection and the track reconstruction, a loose matching of the track to the

cluster is required. The tracks with |ηtrack−ηcluster| < 0.05 and −0.10 < q·(ϕtrack−ϕcluster) < 0.05
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are considered loosely matched. Here ηtrack and ϕtrack are the η and ϕ coordinates of the

extrapolated track, and q is the reconstructed charge of the track. ηcluster and ϕcluster are

the η and ϕ coordinates of cluster barycentre. The tracks loosely matched to clusters are re-

fitted using the optimized Gaussian Sum Filter [67] to take into account the effect of non-linear

bremsstrahlung.

In order to consider the energy deposit from bremsstrahlung and the topo-cluster splitting,

supercluster is defined. The EM topo-clusters which have EM energy larger than 1 GeV and

match to tracks with at least 4 silicon (Pixel and SCT) hits are selected as the supercluster

seeds. The satellite clusters are searched within a window of ∆η ×∆ϕ = 0.125× 0.300 around

the barycenter of seed clusters. The superclusters are formed using seed clusters and the satellite

clusters associated with the seeds. Finally, the track matching is performed again using the

superclusters by the same method as the matching to EM topo-clusters.

Identification

In order to improve the purity of the reconstructed electrons, the electrons are identified by

a likelihood discriminant. The likelihoods are calculated from probability density functions

(PDFs), which are created using histograms of the quantities measured in the inner detector,

the calorimeter and the combination of them. Typically 13 variables, related to energy deposits

in the different EM layers and in the hadronic calorimeter, track quality, and track-cluster

matching, are used for the PDF creation. The list of all variables is found in Ref. [65]. Four

working points are defined on the LH discriminant so that the requirement can be optimized

depending on the analyses. The working points are referred to as VeryLoose, Loose, Medium,

and Tight. The reconstruction and identification efficiencies as a function of ET and |η| for
the Loose, Medium and Tight WPs are shown in Figure 4.12. In this analysis, the electrons

identified by the Medium WP are used.

Isolation

The electron isolation criteria use a calorimeter-based isolation variable and a track-based iso-

lation variable [65]. The calorimeter-based isolation variable Econe20
T is the transverse energy of

the topo-cluster in a cone of size ∆R = 0.2 around the cluster barycenter after the subtraction

of the transverse energy of the energy deposit of electron candidate ET,core. The calculation of

Econe20
T uses the total transverse energy of topo-cluster within the cone, Eiso20

T,raw, and ET,core. The

ET,core is derived by the total transverse energy of cells in a window of ∆η×∆ϕ = 0.125×0.175

around the direction of the electron candidate. The isolation variable Econe20
T is defined by the

following taking into account the leakage of ET,core to outside of the cone, ET,leakage, and the

effects of pile-up, ET,pileup:

Econe20
T = Eiso20

T,raw − ET,core − ET,leakage − ET,pileup. (4.6)

The track-based isolation variable, pvarcone20T , is the scalar sum of pT of the ID tracks in a cone

of size ∆R = min(10 GeV/pTe , 0.2) around the electron candidate excluding the electron track

itself.
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Figure 4.12 Electron reconstruction and identification efficiencies measured in Z → ee

events as a function of ET (a) and η (b) for the Loose, Medium, and Tight

criteria. The region of 1.37 < |η| < 1.52 is the crack region.

There are several isolation WPs defined using the above isolation variables. In the Loose

WP used for this analysis, electrons are required to satisfy the following requirements:

Econe20
T /peT < 0.20, (4.7)

pvarcone20T /peT < 0.15. (4.8)

The isolation efficiencies for different WPs are shown in Figure 4.13.

Energy calibration

The energy of electrons is estimated from the energy of clusters by the multivariate regression

algorithm tuned on MC. The estimation is performed taking into account the energy loss of

the interaction of the material in front of the calorimeter. The energy in data is adjusted to

correct the difference in the relative energy scale between different layers of the EM calorimeter.

In addition, the non-uniformity of the energy response of the calorimeter due to the geometric

effects of the boundary of the calorimeter modules and the different HV setting is corrected.

After the above corrections, there are still some differences between the simulated energy and

the energy obtained in data. The simulated energy scale and resolution are corrected to agree

with data. These energy corrections are validated using Z → ee events. The invariant mass

distribution of two electrons in the Z → ee events after corrections is shown in Figure 4.14 [65].

After the corrections, good agreement between data and simulation is obtained.
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Figure 4.13 Electron isolation efficiencies for different criteria measured in Z → ee events

as a function of ET (a), η (b) and the number of interactions per bunch

crossing (c). The electrons are identified by Medium criteria.
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Figure 4.14 The invariant mass of ee of Z → ee candidate for data (black) and MC (red)

aftter the energy calibration.

4.2.5 Photon

In this analysis, photons are used for the reconstruction of FSR photons as described in Sec-

tion 4.4. The photons are required to pass the three steps: reconstruction, identification, and

isolation [65]. The reconstruction is performed by a procedure similar to that of electrons. The

energy calibration is also performed using the Z → llγ decay by a procedure similar to that of

electrons.

Reconstruction

Photons are reconstructed by a procedure similar to that of electrons using the information of

EM topo-clusters and reconstructed tracks. In the track loose matching step, the cluster matched

to tracks with |ηtrack − ηcluster| < 0.05 and −0.10 < q · (ϕtrack − ϕcluster) < 0.05 is removed to

discriminate from electrons. The remaining clusters are reconstructed as “unconverted photons”.

In addition, “converted photons” are reconstructed if there is a conversion vertex matched to

the cluster. There are two types of conversion vertices: double-track conversion and single-track

conversion. The double-track conversion vertices are reconstructed from two opposite-charge

tracks in the case that the tracks can form a vertex consistent with a massless particle. The

single-track conversion vertices are reconstructed from tracks with no hits in the innermost

sensitive layers.

The superclusters for photons are built independently of that of electrons. In the supercluster

seed selection, the cluster is required to have the EM energy larger than 1.5 GeV. The clusters

within a window of ∆η × ∆ϕ = 0.125 × 0.300 around the barycenter of the seed cluster are

considered as satellite clusters. If there is a cluster selected as seed for both photon and electron,

the assignment is determined from track information and the distance between track and cluster.
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Identification

The photon identification criteria are designed to keep efficiency for isolated photons high and

reject backgrounds from hadronic jets. There are three identification working points: Loose,

Medium, and Tight. The Loose and Medium working points are constructed from cut-based

selections of the shower shape variables and used for triggers. For the physics analysis, Tight

photons are used. The Tight photons are selected from Medium photons by requirement opti-

mized using TMVA. The Tight identification is also optimized in separate bins of ET.

Isolation

The photon isolation criteria use a calorimeter-based isolation variable and a track-based isola-

tion variable [65]. For the calorimeter-based isolation variable, the same variable Econe20
T as the

electron isolation is used. For the track-based isolation variable, pcone20T defined as the scalar

sum of pT of the ID tracks in a cone of size ∆R = 0.2 around the photon candidate excluding

the photon track itself is used. There are several isolation WPs defined using the above isolation

variables. In the Loose WP used for this analysis, photons are required to satisfy the following

requirements:

Econe20
T < 0.065× Eγ

T, (4.9)

pcone20T /Eγ
T < 0.05. (4.10)

The efficiency of the Tight identification for the photons passing the Loose isolation WP is

shown in Figures 4.15 and 4.16.

4.2.6 Jet

Jets are reconstructed using the information of the ID tracks and the topo-clusters [63]. Since

the ID tracks and the topo-clusters are reconstructed independently, there may be overlaps

of contribution from charged particles. First, the particle flow algorithm extrapolates the ID

tracks to the calorimeter regions, and the corresponding energy deposits are subtracted from

topo-clusters. The energy after subtraction and the ID tracks are used as input for the anti-kt

algorithm to reconstruct jets. After the reconstruction, the energy calibration of the recon-

structed jets is performed using several algorithms [63]. In addition, the jets originating from

the primary vertex are selected by the Jet Vertex Tagger algorithm [68].

Particle flow algorithm

The particle flow algorithm [63] is a cell-based energy subtraction algorithm using the information

of ID tracks and topo-clusters. The procedure of the algorithm shown in Figure 4.17 has five

main steps described in the following.

• Track selection:

The tracks used for the subtraction algorithm are required to pass stringent quality criteria.

In addition, tracks matched to electron or muon candidates are not used because the

algorithm is optimized for the hadronic shower subtraction.
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Figure 4.15 The Tight identification efficiencies for converted (left) and unconverted

(right) photons which pass Loose isolation WP. The events in Z → llγ MC

and inclusive photon MC [65] are used for photons with ET < 25 GeV and

ET > 25 GeV, respectively.
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Figure 4.16 The Tight identification efficiencies for converted (left) and unconverted

(right) photons which pass Loose isolation WP. The events in Z → ll+jets

MC and dijets MC [65] are used for background photons from jets with

ET < 25 GeV and ET > 25 GeV, respectively.



CHAPTER 4. SEARCH FOR H → µµ 51

• Looking for the clusters matched to tracks:

The clusters considered for matching with the selected tracks need to satisfy Eclus/ptrk >

0.1, where Eclus is the cluster energy and ptrk is the selected track momentum. The cluster

closest to the extrapolated track is selected as matching the track.

• Computing < Edep >:

After the matching between tracks and clusters, the energy deposit is estimated for the

particle which produced the track. The average of energy deposit (< Edep >) by a particle

with momentum ptrk measured in the ID is estimated by < Edep >= ptrk < Eclus
ref /p

trk
ref >,

where < Eclus
ref /p

trk
ref > is the expectation value determined by a simulation. The expectation

value < Eclus
ref /p

trk
ref > varies depending on the pT, η of the track and the calorimeter layer

of the highest energy density.

• Recovering split showers:

The number of clusters needed to capture at least 90% of the energy of the particle is

typically 1–5. In this step, the algorithm determines whether the shower is split into

several clusters by comparing the energy in the cluster with < Edep >. If the shower is

split into several clusters, further clusters within a cone of ∆Rtrack,cluster = 0.2 are added

for consideration.

• Cell-by-cell subtraction:

Once a set of clusters corresponding to the track has been selected, energy subtraction is

executed. The subtraction is performed in order in rings, which have several radii defined

to contain at least one cell around the extrapolated track. The algorithm computes the

energy density in each ring and starts a subtraction step from the ring with the highest

energy density. The cells in the current ring are removed if the energy in the cells is less

than the remaining energy required to reach < Edep >. If the energy in the cells is larger

than the remaining energy, the energy in the cells is scaled down to reach < Edep >. The

subtraction step is repeated in different rings and layers until subtracted energy reaches

< Edep >.

Tracks

Clusters

Select Tracks Match Track 
to Cluster

Compute E/p

Compute E/p Cell 
Subtraction 
+Remnant 
Removal

Is 
Shower 

Split
Y

N

Add Clusters

    Unchanged 
Clusters       

Selected
Track

Matched
Cluster

Unmatched
Clusters

Unmatched
Clusters

    Modified 
Clusters       

Track

Matched
Clusters

Figure 4.17 A flow chart of the particle flow algorithm procedure. [63]
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Anti-kt algorithm

Jets are reconstructed by the anti-kt algorithm [69]. It uses as inputs the ensembles of the topo-

clusters surviving the subtraction step of the particle flow algorithm and the selected tracks

matched to the primary vertex. The algorithm is based on the distance between two topo-

clusters dij defined as

dij = min(k−2
ti
, k−2

tj
)
∆R2

ij

R2
, (4.11)

where i and j are the indices of clusters, kt is the transverse momentum of the cluster, and

∆Rij is the angular distance between the clusters defined by ∆R =
√

(ηi − ηj)2 + (ϕi − ϕj)2.

In addition, R is the radius parameter set to R = 0.4 in this analysis. The algorithm merges the

two clusters with the smallest dij and repeats the merging until dij > k−2
ti

. If dij of cluster i and

any other cluster j is dij > k−2
ti

, the cluster i is identified as a jet. Using the remaining clusters,

merging and identification are repeated until all clusters are connected to jets. A feature of this

algorithm is that the reconstructed hard-jets have a circular boundary with radius R as shown

in Figure 4.18.

Figure 4.18 The shapes of reconstructed jets in the y–ϕ plane using anti-kt algorithm

with the radius parameter R = 1.

Jet reconstruction efficiency and pile-up rejection are shown in Figure 4.19.

Jet calibration

The calibration of the reconstructed jets is executed for the range 20 GeV < pT < 1500 GeV.

There are four steps of the calibration: area-based pile-up correction, MC-based numerical

inversion, global sequential correction, and residual in-situ calibration [63, 70].
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Figure 4.19 The jet reconstruction performance in the average pile-up ⟨µ⟩ ∼ 24 by differ-

ent reconstruction methods. The jet reconstruction efficiencies as a function

of truth pT (a) and the rates of fake jets from pile-up as a function of η (b) are

shown. The red distributions correspond to the particle flow and the anti-kt

with R = 0.4 algorithms.

First, the area-based pile-up correction is performed using the jet ghost-area subtraction

method [71]. This method uses the transverse energy density ρ calculated from clusters and the

jet area A in the η–ϕ. Due to in-time and out-of-time pile-up effects, ρ depends on the number of

vertex, Nvertex, of pp collisions and the average number of interaction points per bunch crossing,

< µ >. Therefore, the effect on pT of pile-up contamination is corrected by

pcorr.T = preco.T − ρ×A− α× (Nvertex − 1)− β× < µ >, (4.12)

where pcorr.T and preco.T are the jet transverse momentum after and before the correction. In

addition, α and β are constants derived from MC.

After the area-based pile-up correction, MC-based numerical inversion [72] is applied to cor-

rect jet energy scale from detector level to particle level. The energy responses R = Ereco./Etruth

in various η and pT regions are derived using MC and are used for the correction.

The global sequential correction [73] corrects the response differences depending on the flavor

of the origin of jets and the composition of the hadrons created in jet fragmentation. This

correction uses the following three additional variables. One is the fraction of the energy derived

from tracks associated to the jet to consider the degree of under-calibrated signal due to the

lower energy deposit of hadrons. The others are the fractions of energy deposited in the first

tile calorimeter layer and in the third electromagnetic calorimeter layer to consider the energy

deposit at the inactive region in the calorimeter. The corrections are applied consecutively.

Finally, the residual in-situ calibration is performed to account for the differences in jet

response between data and MC. The jet responses in data and MC are measured separately
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using the pT balance in Z → µµ+ jet events. The ratio of the response in data and MC is used

for correction in data.

Jet Vertex Tagger

Jet Vertex Tagger (JVT) [68] is a discriminant based on a 2D-likelihood to effectively select the

jets from the primary vertex. Jet vertex fraction (JVF) defined by the following is a variable

that can efficiently distinguish between jets from pile-up vertex and the jets from the primary

vertex. The JVF is defined as the ratio of the scalar sum of pT of the tracks associated with the

jet and originating from the primary vertex to the scalar sum of pT of all the associated tracks

JVF =

∑
k p

trkk
T (PV0)∑

l p
trkl
T (PV0) +

∑
n≥1

∑
l p

trkl
T (PVn)

, (4.13)

where PV0 is the primary vertex and PVj (j ≥ 1) are pile-up vertices. For further selection,

the corrected JVF, corrJVF, is calculated by the following taking into account that the JVF

depends on the total number of pile-up tracks per event nPUtrk :

corrJVF =

∑
k p

trkk
T (PV0)∑

l p
trkl
T (PV0) +

∑
n≥1

∑
l p

trkl
T (PVn)

0.01×nPU
trk

. (4.14)

In addition, the ratio RpT of the scalar sum of pT of the tracks associated with the jet and

originating from the primary vertex to the fully calibrated jet pT, defined as the following, is

used:

RpT =

∑
k p

trkk
T (PV0)

pjetT

. (4.15)

The jets from the primary vertex can be selected effectively by using corrJVF and RpT as inputs

of the JVT. The distributions of corrJVF, RpT , and JVT score are shown in Figure 4.20. The

efficiency of the jet from the primary vertex for JVT score > 0.2 is around 98% depending on

pT in the range 20 GeV < pT < 60 GeV.

4.2.7 b-tagging

The b-hadrons decaying via weak interaction have relatively large flight length (cτ ∼ 450 µm).

In addition, b-hadrons have relatively high mass and decay multiplicity. Jets originating from

b-quarks are identified by exploiting these features. The b-tagging algorithm has two stages:

low-level algorithm and high-level algorithm [74]. In the low-level algorithm, features of b-jets

are reconstructed using two different approaches.

One is to use the impact parameters of all tracks associated with jets. For this approach, the

IP2D and IP3D algorithms [75], which are likelihood-based classifiers, are used. The IP2D and

IP3D algorithms generate PDFs for the transverse and longitudinal impact parameters using

MC. The log-likelihood ratio of the b-jet, c-jet, and light-flavor jet is calculated for each track

using the PDFs.
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Figure 4.20 The distributions of corrJVF (a), RpT (b), and JVT score (c) for the jets

from the primary vertex (blue) and pile-up jets (green). The entries with

corrJVF = −1 correspond to jets with no associated tracks.
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The other approach is to reconstruct the displaced vertices. For this approach, the secondary

vertex tagging algorithm (SV1) [76] and the topological multi-vertex algorithm (JetFitter) [77]

are used. Both algorithms use the information of all tracks associated with the jet as input.

The SV1 algorithm reconstructs the secondary vertex using a χ2 fit. The JetFitter algorithm

reconstructs the full decay chain inside the jet using a modified Kalman filter.

In the high-level algorithm, the MV2c10 algorithm [78] is used to maximize the b-tagging

performance. The MV2c10 algorithm is formed by a boosted decision tree (BDT) algorithm

that combines the results from the low-level algorithm and the kinematic properties of the jets

(pT and |η|). The MV2c10 output score and the background rejection as a function of b-jet

efficiency are shown in Figure 4.21.
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Figure 4.21 The b-tagging performance by the MV2c10 algorithm [78]. The MV2c10

output scores for b-jets (blue), c-jets (green) and light-flavor jets (red) are

shown in (a). The rejections of c-jet (green) and light-flavor jet (red) as a

function of the b-jet efficiency of the MV2c10 algorithm are shown in (b).

These are evaluated using tt simulation events.

4.2.8 Missing transverse momentum

The missing transverse momentum is a general parameter connected to kinematics of invisible

particles in the event. The missing transverse momentum is calculated using transverse momenta

of reconstructed particles and the ID tracks (pT > 400 MeV) associated with the primary vertex

but not associated with reconstructed particles, referred to as “soft-signals” [79]. The vector

Emiss
T given by

Emiss
T = −

∑
pe
T −

∑
pµ
T −

∑
pjet
T −

∑
psoft
T , (4.16)
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where each term corresponds to the vector sum of transverse momenta of all reconstructed

electrons, muons, jets, and soft-signals, respectively. In addition, the magnitude and the direc-

tion of the missing transverse momentum is derived using the components of missing transverse

momentum Emiss
x(y) defined by Emiss

T = (Emiss
x , Emiss

y ):

magnitude : Emiss
T = |Emiss

T | =
√
(Emiss

x )2 + (Emiss
y )2, (4.17)

direction : ϕmiss = tan−1(Emiss
y /Emiss

x ). (4.18)

4.2.9 Overlap removal

Since the muons, the electrons and the jets are reconstructed independently using different

algorithms, a single particle may be reconstructed or identified as two or more objects at the same

time. In order to avoid the overlap and select the correct object, the “overlap removal” is applied.

First the overlap removal between leptons is performed when leptons share the same ID tracks.

Then overlap removal between leptons and jets is performed based on ∆R =
√
∆η2 +∆ϕ2. The

detailed criteria are summarized in Table 4.6.

Table 4.6 The overlap removal criteria of each object. When the “objects to be removed”

and the “reference objects” satisfy at the same time the “applicable condition”,

the “objects to be removed” are removed. These criteria are executed in order

from the top.

Objects to be removed Reference objects Applicable condition

electrons (lower pT) electrons (higher pT) objects share the same track

muons electrons

muon is identified as CT muon

and

objects share the same track

electrons muons objects share the same track

jets electrons ∆Re,jet < 0.2

electrons jets 0.2 < ∆Re,jet < 0.4

jets muons

∆Rµ,jet < 0.2

and

N jet
trk < 3 or (pjetT /pµT < 2 and pµT/

∑
ptrkT > 0.7)

muons jets

0.2 < ∆Rµ,jet < 0.4

or

(∆Rµ,jet < 0.2 if converse case of the bottom

line in the above row)
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4.2.10 Selection for the analysis

For each reconstructed particle to be used in this analysis, further selection criteria are applied.

The muons with pT > 6 GeV in the region |η| < 2.7 are selected to reject muons from

hadron decays. In addition, requirements related to the impact parameters, |dBL
0 /σdBL

0
| < 3 and

|zPV0 · sin θ| < 0.5 mm, are applied, to reject cosmic muons. In addition, the muons are required

to the requirements related to impact parameters |dBL
0 /σdBL

0
| < 3 and |zPV0 · sin θ| < 0.5 mm, to

reject the effect of cosmic muons. Here dBL
0 and zPV0 are the transverse and longitudinal impact

parameters.

The electrons are selected with pT > 7 GeV in the region |η| < 2.47 excluding the crack

region 1.37 < |η| < 1.52. Electrons are rejected in the case that a faulty cell is used for the

reconstruction. Similarly to muons, the transverse and longitudinal impact parameters are

required to satisfy |dBL
0 /σdBL

0
| < 5 and |zPV0 · sin θ| < 0.5 mm.

The jets are selected with pT > 25 GeV (pT > 30 GeV) in the region |η| < 2.4 (2.4 < |η| <
4.5). In order to suppress pile-up , the cut of JVT score > 0.2 is applied to jets with |η| < 2.4

and pT < 60 GeV.

For jets containing b-hadrons, the MV2c10 b-tagging algorithm is used for pT > 20 GeV in

the region |η| < 2.5. In this analysis, two different WPs are used. For the ttH category defined

in Section 4.3, the WP, which is designed to provide 85% b-tagging efficiency in tt̄ events, is

used. The rejection factors for c-jets and light-flavor jets are 2.7 and 25, respectively. For other

categories, the WP, which are designed to provide 60% b-tagging efficiency in tt̄ events, is used.

The rejection factors for c-jets and light-flavor jets are 23 and 1200, respectively.
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4.3 Event selection

The events used for this analysis are pre-selected using common features in the target signal

production modes. In order to exploit the difference of the signal kinematics for each process,

the pre-selected events are further selected depending on the production modes and analyzed

independently. The events for the ttH, VH, VBF, and ggF production modes are selected

exclusively. Since the signal yields of ttH and VH are relatively small, the events for ttH and

VH are selected first. The common pre-selection for all processes is described in Section 4.3.1.

The ttH, VH and ggF/VBF selection criteria are presented in Sections 4.3.2–4.3.4.

4.3.1 Pre-selection

Events are required to have at least one opposite-charge muon pair and at least one vertex

of pp interaction. The leading and subleading muons are required to have pT > 27 GeV and

pT > 15 GeV (except for VH3L channel described in Section 4.5.2), respectively. For VH3L, a

lower threshold of pT for the subleading muon (10 GeV) is used due to the lower signal efficiency.

In addition, the events are required that either the leading or subleading muon is matched to

the muon used for the single muon trigger. For the main signal samples (ggF and VBF), the

main background sample (Z → µµ), and the data sample, the number of events passing each

cut is summarized in Table 4.7.

Table 4.7 The number of events passing each cut (# events) and the efficiencies (Eff.) for

the ggF, VBF, and Z → µµ samples and data.

Requirements
ggF VBF Z → µµ Data

# events Eff. [%] # events Eff. [%] # events Eff. [%] # events Eff. [%]

Before pre-selection 1596043 - 374085 - 95441274 - 3709769 -

Nmuons ≥ 2 1323314 83 310700 83 73105594 77 368096 10

Trigger matching 1313884 99 308642 99 70935778 97 351231 95

p
lead(sub)
T > 27 (15) GeV 1292217 98 300210 97 69249801 98 330264 94

Opposite-charge muons 1292183 100 300199 100 69249801 100 330169 100

4.3.2 ttH selection

The ttH process is characterized by two features: the existence of two b-jets and the high

multiplicity of the final state particles. In this analysis, only the tt̄ dileptonic decay and the tt̄

semileptonic decay shown in Figure 4.3 are considered. In the final state, there are at least one

electron or one muon and the missing transverse energy from neutrino in addition to the b-jets

and the muon pair.
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In order to select the events of the ttH process keeping higher signal efficiency, the events are

loosely selected using the requirements on the basic features described above. The events are

required to have at least one jet passing 85% WP of the MV2c10 b-tagging algorithm described

in Section 4.2.7. Although there are 2 b-jets in the ttH process, the requirements“at least one”
is applied for higher sensitivity of the search. In addition, the events are required to have at

least one electron or one muon with pT > 15 GeV in addition to the muon pair. If there are more

than three muons in an event, the opposite charge muon pair with maximum pT is regarded as

muons from the Higgs boson decay. The efficiency of the correct pairing by this method is 80%.

4.3.3 VH selection

In the VH selection, the events selected for ttH are excluded. The VH process consists of two

possibilities of WH and ZH processes. In this analysis, both WH and ZH processes including the

leptonic decay of the boson, as shown in Figure 4.2, are considered. In the WH process, there

are three leptons, which are one lepton fromW → lν decay and two muons from the Higgs boson

decay. On the other hand, the final state of ZH process has four leptons, which are two leptons

from Z → ll decay and two muons from the Higgs boson decay. Since the target processes have

different number of leptons in the final state, the events are separated into two channels by

different requirements. The first channel, referred to as “VH3L”, contains the events with three

leptons, targeting the WH process. The second channel, referred to as “VH4L”, contains the

events with four leptons, targeting the ZH process.

For the VH3L, the events are selected by requiring exactly three leptons and no b-tagged

jets at 85% WP. The additional lepton among the three leptons is to be an electron or a muon.

In order to suppress the Z → µµ background, the events with an opposite charge muon pair in

the range 80 GeV < mµµ < 105 GeV are rejected, if there are three muons in the event.

For the VH4L, the events are selected by requiring at least four leptons and no b-tagged jets

at 85% WP. The additional leptons are required to include at least one opposite charge electron

pair with pT > 8 GeV or muon pair with pT > 6 GeV. Up to one Z candidate is allowed in the

event.

If there are more than three muons, the assignments of the Higgs boson and W or Z boson

candidates are determined based on the charges of muons and the χ2 for the masses of the

candidates. The χ2 for VH3L and VH4L is defined as Eqs. (4.19) and (4.20), respectively.

VH3L : χ2 =

(
m(µ+i µ

−
i )− 125 GeV

)2
(3.0 GeV)2

+

(
mT(µ

+(−)
j Emiss

T )− 70 GeV
)2

(20 GeV)2
(4.19)

VH4L : χ2 =

(
m(µ+i µ

−
i )− 125 GeV

)2
(3.0 GeV)2

+

(
m(µ+j µ

−
j )− 91.1 GeV

)2
(3 GeV)2

(4.20)

The combination of (i, j) with the smallest χ2 is regarded as the signal candidate. The

efficiencies of the correct pairing for the VH3L and VH4L by this method are 97% and 93%,

respectively.
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4.3.4 ggF/VBF selection

For the ggF and VBF processes, the events selected by the ttH and VH selections are excluded.

In the VBF process, there are two jets in the final state. The ggF process may contain jets from

the initial state radiation. Since there is no clear difference in the final states between the ggF

and VBF processes, a common loose selection is first used for these processes.

The events are required to have no additional muons and no b-jets at 60% WP. For the ggF

and VBF processes, the jets are used for categorization. In order to keep efficiency of signal

events with jets high, the 60% b-tagging WP with higher rejection factor for light-flavor jets is

chosen for no b-jet requirement.

The number of events passing each selection is summarized in Table 4.8. In each selection,

the dimuon invariant mass distributions are shown in Figure 4.22. There are about 500 times

as many background events as the signal events in 120 GeV < mµµ < 130 GeV. The invariant

mass distribution for signal events has a tail, which is caused by the FSR photon taking away

the energy of the muon.

Table 4.8 The number of events passing each selection in 120 GeV < mµµ < 130 GeV.

Selection
Signal Background

ggF VBF WH ZH ttH Z → µµ Diboson Top

ttH 0.01 0.003 0.1 0.05 1.7 9.2 43 144

VH3L 0.1 0.03 2.7 0.2 0.1 76 135 58

VH4L 0.001 0.0001 0.0004 0.3 0.01 0.4 19 0.6

ggF/VBF 740 57 17 10 1.3 394517 4760 11911

In order to extract the signal more sensitively in the invariant mass distribution, we increase

the signal yield (A), decrease the background yield (B), and improve the invariant mass resolution

(C). The concept of this strategy is shown in Figure 4.23. By reconstructing and including the

FSR photon in the four-momentum in the dimuon invariant mass calculation, (A) and (C) are

performed. For (B), the events passing these selection are further classified into 20 categories in

total using the multivariate analysis.
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Figure 4.22 The dimuon invariant mass distributions for the events passing the ttH (a),

VH3L (b), VH4L (c), and ggF/VBF (d) selection.
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Figure 4.23 The strategies of the H → µµ sensitivity improvement; we increase the signal

yield (A), decrease the background yield (B), and improve the invariant mass

resolution (C).
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4.4 FSR recovery

Muons from H → µµmay lose a significant fraction of their energy by QED Final State Radiation

(FSR). The diagram is shown in Figure 4.24. In order to improve the sensitivity of the H →
µµ search, we select the photon from the QED FSR, referred to as the FSR photon. The

four-momentum is included in the calculation of the invariant mass of muons.

H

μ
γ

μ
Figure 4.24 Feynman diagram of the final state radiation in the H → µµ process.

4.4.1 FSR photon in the H → µµ event

The kinematics of the FSR photons in the H → µµ signal events are studied using the truth-level

and reconstruction-level information of ggF,H → µµ MC. The events used for this study are

required to have one opposite-charge muon pair.

Sixteen percent of all events has truth-level FSR photon with ET > 1 GeV. The FSR photons

tend to have very small ET and small ∆R between the photon and the muon as shown in

Figure 4.25. The distributions of the invariant mass of two reconstructed muons before and

after the truth-level FSR recovery are shown in Figure 4.26. In the truth-level recovery, the

mean value of the invariant mass for the events with FSR photon is improved from 123.3 GeV

to 124.7 GeV. The standard deviation improves from 5.7 GeV to 3.1 GeV. The number of events

in the range 120 GeV < mµµ < 130 GeV is increased by 10%.

The H → µµ decay with FSR photon has the same final state as the H → Z(→ µµ)γ

decay. The branching ratios of the H → Zγ decay and the Z → µµ decay are 2 × 10−3 and

0.03, respectively. The yield of H → Z(→ µµ)γ events is smaller than the Drell-Yan, but the

invariant mass of µµγ for the H → Z(→ µµ)γ events peaks at around 125 GeV. In contrast

to the H → µµ decay, the FSR candidates in the H → Z(→ µµ)γ MC have large ∆R and

typically ET ∼ 30 GeV as shown in Figure 4.27. In order to minimize the contamination of the

H → Z(→ µµ)γ events around 125 GeV, photons are required to satisfy ∆R < 0.2.
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Figure 4.25 The distributions of ET and ∆Rγ,µ for truth-level FSR photons.
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Figure 4.26 The dimuon invariant mass distributions before (a) and after (b) the truth-

level FSR recovery. The total events, the events with FSR photons and the

events without FSR photons are shown by black, red and blue, respectively.

4.4.2 Reconstruction

The FSR photon candidates are reconstructed using the reconstructed photons and electrons by

the ATLAS standard method described in Section 4.2 excluding the isolation requirement. In

this reconstruction, the clusters are searched with a size of 3× 5 in units of 0.025× 0.025 in the

η×ϕ space, which are seeded by topo-clusters. The clusters satisfying the following requirements

are reconstructed as FSR candidates:

• the transverse energy of the cluster: ET > 3.5 GeV,

• the distance between the cluster and the muon: ∆Rcluster,µ(=
√
∆η2 +∆ϕ2) < 0.2, and

• the fraction of the energy deposit in the front sampling of the calorimeter over the total

energy deposit of the cluster: f1 > 0.1.

The requirement of f1 suppresses the cluster of the energy deposit by the muon ionization.

The energy of the candidates with ∆Rcluster,µ < 0.05 is corrected by subtracting the energy

deposit of 400 MeV/ cosh ηµ due to the muon ionization, where ηµ is the pseudorapidity of the

muon. In addition to the above FSR candidates, the clusters specialized for smaller ET are also

reconstructed. The criteria are

• the transverse energy of the cluster: 1.5 GeV< ET < 3.5 GeV,

• the distance between the cluster and the muon: ∆Rcluster,µ(=
√
∆η2 +∆ϕ2) < 0.08, and

• the fraction of the energy deposited in the first sampling layer of the EM calorimeter over

the total energy deposit of the cluster: f1 > 0.2.
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Figure 4.27 The ET–∆R distribution for the FSR photon candidates in the H → Z(→
µµ)γ events. The FSR photon candidates in ∆R < 0.2 are reconstructed by

the optimized selection described in this thesis. The candidates in ∆R > 0.2

are satisfied ET > 10 GeV and loose isolation requirement.

This reconstruction procedure is also introduced in the H → ZZ → 4l analysis using data taken

in 2011–2012 [80].

In this analysis, up to one FSR photon candidate is reconstructed per event. If there are

multiple candidates, the candidate with higher ET is selected. The FSR candidate is assigned

to the muon with smaller ∆R.

In the reconstruction-level, the events with FSR photon candidate are found for 11% of total

events. The distributions of Ecand
T and ∆Rcand,µ for the reconstructed FSR photon candidates

are shown in Figure 4.28.

The FSR photon candidates do not match truth-level FSR photon in around 39% of the

reconstructed FSR photon candidates. The FSR candidates in such events are called “fake” FSR

candidates. The matching between the reconstructed candidate and truth-level FSR photon is

performed by requiring ∆R between the candidate and the truth-level FSR photon to be less

than 0.2. Most of the fake FSR candidates arise from pile-up interaction. There are about

17 reconstructed photons per event in average, which have low-ET and smaller ∆R than FSR

photon. The distribution of the number of reconstructed photons and the two-dimensional
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Figure 4.28 The distributions of ET and ∆Rγ,µ for reconstruction-level FSR photon can-

didates. The gaps of ET = 3.5 GeV and ∆R = 0.08 are caused by different

selection of the FSR photon reconstruction.
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distribution on ET and ∆R are shown in Figure 4.29. The fake FSR rate defined in Eq. (4.21)

increases as the number of pile-up collisions increases as shown in Figure 4.30.

Fake FSR rate =
Number of events with the fake FSR candidate

Number of events with reconstructed FSR candidate
(4.21)

The distributions of Efake
T and ∆Rfake,µ for the fake FSR candidates are shown in Figure 4.31.

The fake FSR candidates tend to have relatively small ET. In addition, the fake FSR candidate

increases in the region of larger dR∆R for the region ∆R > 0.08. The fake FSR candidate

increases the dimuon invariant mass as shown in Figure 4.32. As a result, the peak position and

the width of the mµµ distribution are higher than the original distribution.
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Figure 4.29 Number of reconstructed photons in an event (a). The reconstructed photon

distribution in the ET–∆R plane (b).

4.4.3 Optimization of selection

The reconstruction procedure is optimized based on the data taken in 2011–2012. To cope with

the higher pile-up, the reconstructed FSR candidates are further selected based on the fake

FSR rate. The fake FSR rate depends on ET and ∆R as shown in Figure 4.33. In order to

suppress the fake FSR candidates, ET threshold depending on ∆R is scanned and the expected

significance is estimated by the following method:

• invariant mass distribution after FSR recovery using the FSR candidates with ET larger

than the threshold is obtained,

• invariant mass ranges are defined by mµµ = µ ± ∆ in each category1, where µ indicates

1In this optimization study, the categorization for the H → µµ analysis using 79.8 fb−1 in ATLAS [13] is used.

The performance of FSR recovery have no significant difference between categories.
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Figure 4.30 Fake FSR rate depending on pile-up.

the mean of the invariant mass distribution for ggF,H → µµ MC and ∆ is scanned from

2.5 GeV to 10 GeV with a step size of 0.1 GeV,

• the significance S/
√
B, where S and B is the numbers of ggF,H → µµ signal and Z → µµ

background, is derived in the invariant mass range for each category,

• the maximum value of S/
√
B is selected as an expected significance.

The ET requirement which maximizes the expected significance is selected for this analysis.

In the ET–∆R threshold scan, the ET threshold is defined by the following linear function

with a slope of 25 GeV corresponding to the change of the fake FSR rate

Ethreshold
T [GeV] = 25 [GeV] ·∆Rcand,µ +A [GeV], (4.22)

where A is the intercept of the function. The A is scanned from 2 GeV to 6 GeV with a step

size of 1 GeV. The ratio of the number of signal events in 120 GeV < mµµ < 130 GeV over

that in 110 GeV < mµµ < 160 GeV, the mean value and the standard deviation of the invariant

mass, the truth FSR efficiency defined as Eq. (4.23), and the fake FSR rate are summarized in

Table 4.9.

Truth FSR Eff. =
Number of events with the FSR candidatematchedtothetruthFSR

Number of events with truth FSR
(4.23)

The expected significance is maximized at A = 3 GeV as shown in Figure 4.34. The improvement

of expected significance by the cut ET [GeV] > 25 [GeV] ·∆Rcand,µ + 3 [GeV] with respect to

that without ET threshold is around 2.0%.

The cut ET [GeV] > 25 [GeV] ·∆Rcand,µ+3 [GeV] is applied to the FSR candidates. By this

cut, pile-up dependence of the fake FSR rate is significantly reduced as shown in Figure 4.35.
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Figure 4.31 The distributions of ET and ∆Rγ,µ for fake FSR photon candidates.
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FSR candidate matched to the truth-level FSR (blue) and for the events with
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Figure 4.33 The distribution of the fake FSR rate on the ET–∆R plane. The green dotted

line shows the optimized ET threshold depending on ∆R.
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Table 4.9 The ratio of the number of signal events in 120 GeV < mµµ < 130 GeV over

that in 110 GeV < mµµ < 160 GeV, the mean value and the standard deviation

of the invariant mass for the events with the FSR candidate, the truth FSR

efficiency, and the fake FSR rate. The values are shown for the default selection,

A = 2, 3, 4, 5, and 6 GeV.

A Event ratio Mean [GeV] Std. Dev. [GeV] Truth FSR Eff. Fake FSR rate

Default 87% 126.3 4.2 41% 0.39

2 GeV 88% 124.9 4.1 31% 0.20

3 GeV 88% 124.4 4.1 26% 0.12

4 GeV 87% 124 4.1 22% 0.08

5 GeV 87% 123.6 4.1 19% 0.06

6 GeV 87% 123.4 4.2 17% 0.05

Since there are ambiguities in the matching between the FSR candidate and muons when there

are three or more muons, the FSR recovery is applied only to the events selected by the ggF

and VBF selection.

4.4.4 Performance of FSR recovery

The FSR candidates are found in 4.8% of total ggF signal events. The effect on the invariant

mass distribution for ggF signal MC of the FSR recovery is shown in Figure 4.36. The standard

deviation of the invariant mass for all events is reduced by around 3%. The mean of the

invariant mass for all events approaches 125 GeV. In addition, the number of signal events in

120 GeV < mµµ < 130 GeV and in 110 GeV < mµµ < 160 GeV increases by 3.0% and 1.4%,

respectively.

The FSR candidates are found in 3.5% of total Drell-Yan background events. The effect on

the invariant mass distribution of the FSR recovery for the Drell-Yan background MC is shown

in Figure 4.37. The number of signal events in 120 GeV < mµµ < 130 GeV increases by around

2%.

The expected significance calculated by S/
√
B increases by around 4% with respect to the

value before applying FSR recovery.

4.4.5 Validation using Z → µµ data

The performance of the FSR recovery is validated using Z → µµ data and the background MC

around the Z-mass peak. The background MC includes Z → µµ, diboson, and top MC samples.

In both data and MC, the events for the validation are selected by the same dimuon selection

as for the final analysis except for the invariant mass.
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Figure 4.35 The fake FSR rate depending on pile-up before (red) and after (blue) applying

the requirement of ET [GeV] > 25 [GeV] ·∆Rcand,µ + 3 [GeV].
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Figure 4.36 The invariant mass distributions for all events (a), the events with FSR can-

didates (b) and the events without FSR candidate (c). For (a) and (b), the

black and blue histograms are before and after FSR recovery, respectively.
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Figure 4.37 The invariant mass distributions of the Drell-Yan background MC sample for

all events (a) and for the events with FSR candidates (b) before (black) and

after (blue) FSR recovery.

The event with the FSR candidate is found in 2.9% of the total events for both data and MC

in 70 GeV < mµµ < 110 GeV. In the mµµ of 110–120 GeV or 130–160 GeV, the events with the

FSR candidate are found in 2.3% and 2.2% of the total events for data and MC, respectively.

The comparison of the invariant mass distributions between data and MC before and after the

FSR recovery is shown in Figure 4.38. These show good agreement between data and MC.
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Figure 4.38 The invariant mass distributions for the Z → µµ events with a reconstructed

FSR photon candidate around the Z-mass peak. The black circles (black
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(MC). The blue triangles (blue hatched bands) represent the distribution af-

ter the FSR recovery in data (MC). The MC bands are scaled to 139 fb−1

and include the uncertainties due to the MC statistics and the muon recon-

struction.
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4.5 Event categorization

To improve the sensitivity of the search by isolating regions of higher signal-to-background ratio,

the events selected for each production described in Section 4.3 are categorized into 20 mutually

exclusive categories. There are sixteen, three, and one categories targeting the ggF/VBF, VH,

and ttH production processes, respectively. The categorization is based on the presence of

additional leptons, the number of jets and b-tagged jets, and classifiers of boosted decision

trees (BDT) [81, 82] trained using the XGBoost package [83]. The XGBoost package is a scalable

machine learning system for tree boosting, which allows heavy training to be performed efficiently

and is used widely in the elementary particle experiment [84]. For each event selected by different

selections, the different BDT classifiers are used.

4.5.1 ttH categorization

The events selected by the ttH selection are further selected by an XGBoost BDT classifier. The

classifier takes advantage of the complex final state to separate from background. The classifier

is trained with the ttH,H → µµ signal MC and background MC which includes Drell-Yan, tt̄,

diboson, and single top-quark events. The events for training samples are required to pass the

ttH selection and to be in the range 100 GeV < mµµ < 200 GeV.

The 4-fold training is performed to avoid the bias from overtraining on the test samples.

Both the signal and background samples are split into four samples based on the value of the

event number divided by 4. In each fold, two samples corresponding to 50% of the full sample

are used for training. One of the rest samples corresponding to 25% of the full sample is used for

validation where the hyperparameters and the input variables are determined. The remaining

sample is used as the test sample for the decision of output score. In total four folds can be

formed by changing the combination of the samples as shown in Table 4.10. The training, the

validation, and the test are repeated using four folds to avoid the bias due to the over training.

Table 4.10 The 4-fold training method.

Sample 0 Sample 1 Sample 2 Sample 3

Fold-0 Training Training Validation Test

Fold-1 Test Training Training Validation

Fold-2 Validation Test Training Training

Fold-3 Training Validation Test Training

The set of input variables is chosen with the fewest training variables while keeping a similar

performance. The following 12 variables in total are used as inputs of the classifier.

• pµµT : transverse momentum of the Higgs boson candidate

• cos θ∗: cosine of the lepton decay angle in the Collins-Soper frame [85]
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• pl3T : transverse momentum of the additional lepton (l3) with the highest pT

• pl4T : transverse momentum of the additional lepton (l4) with the second highest pT (only

the case there are two additional leptons in the event)

• central jet multiplicity: number of jets in |η| < 2.5 in the event

• b-jet multiplicity: number of b-tagged jets selected with 85% WP in the event

• HT: scalar sum of the transverse momenta of all jets in the event

• mLep-Top: transverse mass of the top-quark candidate with associated the W boson candi-

date decaying leptonically. The system is composed of l3, the missing transverse momen-

tum and the b-tagged jet. If there are more than one b-tagged jet in the event, the b-jet

giving the closest value to 173 GeV is used.

• mLep-W: transverse mass of the W boson candidate decaying leptonically. The system is

composed of l3 and the missing transverse momentum.

• mHad-Top: mass of the top-quark candidate with associated the W boson candidate decay-

ing hadronically. The system is composed of three jets, where at least one jet is b-tagged.

If there is only one b-tagged jet in the event, the same b-tagged jet is used as mLep-Top. If

there are more than three jets in the event, the jet pair is used that maximizes the prob-

ability of compatibility of mHad-Top and mHad-W with top-quark mass and W boson mass,

respectively. Here, mHad-W is the mass of the W boson candidate decaying hadronically

and is calculated using two non-b-tagged jets.

• ml3l4 : mass of l3 and l4 if they are both muons or electrons with opposite charge (only the

case there are two additional leptons in the event)

• msubleading
µµ : if there is an additional opposite charge muon pair in the event, the mass of

the muon pair is used.

The distributions of the input variables for the events passing the basic selection are shown in

Figure 4.39.

In the BDT selection, the cut based on the output score of the classifier OttH is applied.

Figure 4.40 shows the OttH distributions for MC samples. The cut value is determined so that

the value is as loose as possible and is close to the maximum significance. The events with

OttH > 0.35 pass the selection. They are categorized as the events in the ttH category. The

signal efficiency of the OttH > 0.35 cut is 65%. The dimuon invariant mass distribution for the

ttH category is shown in Figure 4.41.

The signal-to-background ratio in the region 120 GeV < mµµ < 130 GeV is 0.08. Assuming

the SM Higgs boson, 1.2 signal events are expected in the ttH category. The expected number

of produced events of ttH,H → µµ is 5.8 in the
√
s = 13 TeV 139 fb−1 data. Therefore, the

selection efficiency for ttH,H → µµ events is ∼ 21%. The purity of ttH,H → µµ events against

the signal events of all Higgs boson production is 98%.
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Figure 4.39 The BDT input variables for ttH classifier. The distributions are shown for

MC samples.
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4.5.2 VH categorization

In order to better separate signal from background using the difference in the final state between

VH3L and VH4L, different classifiers are used for VH3L and VH4L. The VH3L classifier and

the VH4L classifier use the same setup but are separately trained. The W (→ lν)H(→ µµ) and

Z(→ ll)H(→ µµ) MC samples are used as signal sample for the VH3L and VH4L classifier,

respectively. For both classifiers, background MC samples of Drell-Yan, tt̄, diboson, and single

top-quark events are used as background sample. The events for training are required to pass

the pre-selection and basic selection and to have mµµ in the range 110 GeV < mµµ < 160 GeV.

A 5-fold training method is used to avoid the bias from overtraining on the test samples. Both

the signal and background samples are split into five samples based on the value of the event

number divided by 5. In each fold, three samples are used for training. One of the rest samples

is used for the validation and the other is used as test sample.

For VH3L, the following eight variables are used as the inputs of the VH3L classifier. Fig-

ure 4.42 shows the distributions of the input variables.

• ∆ϕ(Emiss
T , µµ): difference of the azimuthal angle between the Higgs boson candidate and

the missing transverse momentum

• pl3T : transverse momentum of the additional lepton

• mLep-W: transverse mass of the candidate of the W boson decaying leptonically. The

system is composed of the additional lepton and the missing transverse momentum.

• ∆ϕ(l3, µµ): difference of the azimuthal angle between the Higgs boson candidate and the

additional lepton

• ∆η(l3, µµ): difference of the pseudorapidity between the Higgs boson candidate and the

additional lepton

• Emiss
T : the missing transverse momentum

• pj1T : transverse momentum of the jet with the highest pT

• jet multiplicity: number of jets in the event

For VH4L, the following seven variables are used as the inputs of the VH4L classifier. Fig-

ure 4.43 shows the distributions of the input variables.

• ∆ϕ(l3, l4): difference of the azimuthal angle between the additional two leptons with the

highest pT

• ∆η(Z, µµ): difference of the pseudorapidity between the Higgs boson candidate and the

Z candidate

• ∆ϕ(Z, µµ): difference of the azimuthal angle between the Higgs boson candidate and the

Z candidate

• mZ : mass of the additional electron pair or muon pair
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• jet multiplicity: number of jets in the event

• pj1T : transverse momentum of the jet with the highest pT

• pj2T : transverse momentum of the jet with the second highest pT
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Figure 4.42 The BDT input variables for VH3L classifier. The distributions are shown

for MC samples.

The output scores of the classifiers for VH3L and VH4L, referred to as OVH3L and OVH4L, are

obtained as shown in Figure 4.44. The cut value for categorization is determined so that the value

is as loose as possible and is close to the maximum significance. In addition, the VH3L classifier

categorizes the events into two categories to isolate regions of higher signal-to-background ratio.

For the VH3L, the events with OVH3L > 0.1 pass the BDT selection. In addition, the

events with OVH3L > 0.7, corresponding to the region with higher signal-to-background ratio,

are categorized as the events in the VH3L-High category. The remaining events in the VH3L
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Figure 4.43 The BDT input variables for VH4L classifier. The distributions are shown

for MC samples.
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(0.1 < OVH3L < 0.7) are categorized as the events in the VH3L-Medium category. For the

VH4L, the events with OVH4L > 0.12 pass the BDT selection and categorized as the events in

the VH4L category.

The signal-to-background ratios for VH3L-High, VH3L-Medium and VH4L categories in the

region 120 GeV < mµµ < 130 GeV are 0.037, 0.008 and 0.026, respectively. The purities,

defined as the ratio between H → µµ events in WH production and signal events in all Higgs

boson productions, for VH3L-Medium and VH3L-High categories are 89% and greater than

99%, respectively. The purity of the H → µµ events in ZH production to signal events in all

Higgs boson productions for VH4L category is greater than 99%.
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Figure 4.44 The BDT output scores of VH3L and VH4L classifiers for MC samples.

4.5.3 ggF and VBF categorization

The ggF and VBF categorization is based on the number of jets and BDT classifiers. The events

passing the ggF/VBF selection are first divided into three channels based on jet multiplicity nj :

0-Jet, 1-Jet and 2-Jet channels. The 0-Jet, 1-Jet and 2-Jet channels include the events with

nj = 0, nj = 1 and nj ≥ 2, respectively. The events in the 0-Jet and 1-Jet channels are

classified into four categories each based on BDT classifiers. In the 2-Jet channels, the events

are classified into four VBF-enriched categories and four ggF-enriched categories based on BDT

classifiers. Different classifiers are used and trained for the three channels. In the 2-Jet channel,

the classifier specialized for VBF process, referred to as the VBF classifier, selects VBF-like

events first. The remaining events in the 2-Jet channel and the events in the 0-Jet and 1-Jet are

classified using the classifiers trained to separate ggF+VBF signal from background. They are

referred to as Higgs-2Jet, Higgs-1Jet and Higgs-0Jet classifiers, respectively. The Higgs-0Jet,

Higgs-1Jet, and Higgs-2Jet classifiers are trained using the MC samples of the H → µµ decay in

ggF and VBF production as a signal sample. The background MC samples including Drell-Yan,

tt̄, diboson and single top-quark are used as background sample. The VBF classifier uses the MC
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samples of the H → µµ decay in VBF production as a signal sample and the same background

MC as other classifiers as background. For all classifiers, the events for training are required

to pass the pre-selection and the common ggF/VBF selection and to have mµµ in the range

120 GeV < mµµ < 130 GeV. These classifiers are trained using the 4-fold training method. The

input variables are different for jet multiplicity channels. The variables are listed in Table 4.11.

The distributions of the input variables for the events are shown in Figures 4.45–4.47.

Table 4.11 The input variables of the classifiers for the VBF and ggF channels.

Variables Description Channel

pµµT transverse momentum of the dimuon system 0/1/2-Jet

Yµµ rapidity of the dimuon system 0/1/2-Jet

cos θ∗ cosine of the dimuon decay angle in the Collins-Soper frame 0/1/2-Jet

pj1T transverse momentum of the jet (j1) with the highest pT 1/2-Jet

ηj1 pseudorapidity of the jet j1 1/2-Jet

∆ϕj1,µµ azimuthal angle difference between the jet j1 and the dimuon system 1/2-Jet

N j1
track

multiplicity of the ID tracks with pT > 0.5 GeV in the jet j1
1/2-Jet

(available if pj1T > 50 GeV and |ηj1 | < 2.1)

pj2T transverse momentum of the jet (j2) with the second highest pT 2-Jet

ηj2 pseudorapidity of the jet j2 2-Jet

∆ϕj2,µµ azimuthal angle difference between the jet j2 and the dimuon system 2-Jet

N j2
track

multiplicity of the ID tracks with pT > 0.5 GeV in the jet j2
2-Jet

(available if pj2T > 50 GeV and |ηj2 | < 2.1)

pjjT transverse momentum of the dijet system (using j1 and j2) 2-Jet

Yjj rapidity of the dijet system 2-Jet

∆ϕjj,µµ azimuthal angle difference between the dijet and the dimuon systems 2-Jet

mjj invariant mass of the dijet system 2-Jet

Emiss
T missing transverse mass in the event 2-Jet

HT scalar sum of the transverse momentum of the jets 2-Jet

In the 0-Jet and 1-Jet channels, the events are classified into four categories each based on

the output scores, O
(0)
ggF and O

(1)
ggF, of the Higgs-0Jet and Higgs-1Jet classifiers, respectively. In

the 2-Jet channel, the events with high output score, OVBF, of the VBF classifier are selected and
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Figure 4.45 The input variables for the classifier in the 0-Jet channel. The distributions

are shown for MC samples.
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Figure 4.46 The input variables for the classifier in the 1-Jet channel. The distributions

are shown for MC samples.
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Figure 4.47 The input variables for the classifiers in the 2-Jet channel. The distributions

are shown for MC samples.
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Figure 4.47 The input variables for the classifiers in the 2-Jet channel (continued). The

distributions are shown for MC samples.

classified into four categories based on the score. The remaining events in the 2-Jet channel are

classified into four categories based on the output score, O
(2)
ggF, of the Higgs-2Jet classifier. The

four categories classified by Higgs-NJet classifier (N = 0, 1, 2) are referred to as NJet-VeryHigh,

NJet-High, NJet-Medium, and NJet-Low in descending order of purity of the ggF,H → µµ

events. The four categories classified by VBF classifier are referred to as VBF-VeryHigh, VBF-

High, VBF-Medium, and VBF-Low in descending order of purity of the VBF,H → µµ events.

The output score distributions are shown in Figure 4.48. The criteria of the categorization based

on O
(N)
ggF and OVBF are summarized in Table 4.12. In each classifier, the boundaries of score for

categorization are simultaneously optimized to maximize the total expected significance.

4.5.4 Categorization summary

In total, the events are classified into 20 categories: 4 VBF, 12 ggF+VBF, 3 VH, and 1 ttH

enriched categories. Figure 4.49 shows the signal and background compositions for the 20

categories in 120 GeV < mµµ < 130 GeV. The signal and background compositions depend

on the categories. The signal-to-background ratio varies between 0.001 and 0.20 across the

categories.
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Figure 4.48 The output scores of the VBF (a), the Higgs-2Jet (b), the Higgs-1Jet (c),

and the Higgs-0Jet (d) classifiers for MC samples.

Table 4.12 The output score boundaries in each category.

Category

Classifier

Nj = 2 Nj = 1 Nj = 0

VBF
Higgs-2Jet

(OVBF < 0.62)
Higgs-1Jet Higgs-0Jet

VeryHigh OVBF ≥ 0.93 O
(2)
ggF ≥ 0.65 O

(1)
ggF ≥ 0.88 O

(0)
ggF ≥ 0.81

High 0.85 ≤ OVBF < 0.93 0.42 ≤ O
(2)
ggF < 0.65 0.67 ≤ O

(1)
ggF < 0.88 0.53 ≤ O

(0)
ggF < 0.81

Medium 0.75 ≤ OVBF < 0.85 0.16 ≤ O
(2)
ggF < 0.42 0.36 ≤ O

(1)
ggF < 0.67 0.21 ≤ O

(0)
ggF < 0.53

Low 0.62 ≤ OVBF < 0.75 O
(2)
ggF < 0.16 O

(1)
ggF < 0.36 O

(0)
ggF < 0.21
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Figure 4.49 The signal and background compositions for the 20 categories in 120 GeV <

mµµ < 130 GeV. The event ratios S/
√
B, S/B, and B are also shown. [86]
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4.6 Signal extraction

The signal yield is extracted by the simultaneous signal+background fit to the dimuon invariant

mass spectrum in all categories. The fit is performed in the 110 GeV < mµµ < 160 GeV

region. The fit function for signal is modeled using high statistics signal MC samples. The

background is modeled by high statistics background MC sample reweighted to data. The

signal and background modeling is described in Section 4.6.1 and Section 4.6.2, respectively. In

the Section 4.6.3, systematic uncertainties considered in this analysis are presented. Finally, the

statistical procedure is explained in Section 4.6.4.

4.6.1 Signal modeling

The dimuon invariant mass distribution for the signal MC sample is shown in Figure 4.50. The

main peak can be expressed by the Gaussian distribution since the width of the Higgs boson

(4.1 × 10−3 GeV) is much smaller than the invariant mass resolution (∼ 2.7 GeV). There are

tails on both sides since the resolution depends on the region of the ATLAS detector where the

muon passes through. On the lower-mass side, there is an additional tail component due to the

H → µµ events with FSR photon.

110 120 130 140 150 160
 [GeV]µµm

0

50

100

150

200

E
ve

nt
s 

/ G
eV µµ → H 

-1 = 13 TeV, 139 fbs
 Inclusive

Figure 4.50 The dimuon invariant mass distribution for the H → µµ MC events in inclu-

sive category.

The function for signal is selected with considering the asymmetric mass peak and the effects

from detector resolution. A Double-Sided Crystal Ball function, which is a modification of the

Crystal Ball function and consists of a Gaussian with a power-law tail on each side, is used for
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signal modeling. The Double-Sided Crystal Ball function has the following parameters and is

defined by Eqs. (4.24) and (4.25).

• MCB: mean of the Gaussian core

• σCB: width of the Gaussian core,

• αL: threshold for the lower-end tail of power-law

• αH: threshold for the higher-end tail of power-law

• nL: power in the lower-end tail of power-law

• nH: power in the higher-end tail of power-law

• N : normalization factor corresponding to signal yield

fsig(mµµ) = N ·


e−

t2

2 for − αL ≤ t ≤ αH

e−
α2
L
2

{
αL
nL

(
αL
nL

− αL − t
)}−nL

for t < −αL

e−
α2
H
2

{
αH
nH

(
αH
nH

− αH + t
)}−nH

for t > αH

(4.24)

t =
MCB −mµµ

σCB
(4.25)

The fits are performed for the signal MC samples in the range 110 GeV < mµµ < 160 GeV

with all shape parameters as free parameters. The fits are independently performed in each

category due to differing the shapes by the event selection and the categorization. The normal-

ization factor (N) in each category is calculated from the total number of events. The shape

parameters are determined from the inclusive MC sample, which includes all signal production

modes. The same shape parameters are used in each production process in the same category

since the shapes are similar. The results for all categories are shown in Figures 4.51–4.53. The

σCB roughly corresponding to the invariant mass resolution varies from 2.56 GeV to 3.23 GeV.

The normalization factors and the shape parameters are summarized in Tables 4.13 and 4.14.

4.6.2 Background modeling

In this analysis, the signal-to-background ratio is very small (0.2% in 120 GeV < mµµ <

130 GeV). In order to avoid a significant bias in the extracted signal yields, the development of

the function that accurately describes the background is very important. For reliable background

modeling, both full and fast simulation background samples are reweighted in each category

to the data sidebands. The events in the ggF categories are reweighted using second-order

polynomial functions in mµµ. For the VBF, VH, and ttH categories, first-order polynomial

functions are used due to limited data statistics.

The invariant mass distribution for total background MC has a steep slope in the lower mass

region (110 GeV < mµµ < 120 GeV) due to the tail of the Z-boson mass distribution with a
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Figure 4.51 The results of signal modeling in VBF and Higgs-2Jet categories.
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Figure 4.52 The results of signal modeling in Higgs-1Jet and Higgs-0Jet categories.
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Figure 4.53 The results of signal modeling in VH and ttH categories.
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Table 4.13 The normalization factors and the shape parameters for signal modeling in

the VBF, Higgs-2Jet, and Higgs-1Jet categories.

Category
VBF Higgs-2Jet Higgs-1Jet

VeryHigh High Medium Low VeryHigh High Medium Low VeryHigh High Medium Low

N 3.26 4.04 5.61 8.81 20.64 57.70 91.17 73.51 18.75 52.32 100.75 141.43

MCB 124.73 124.71 124.64 124.66 124.87 124.74 124.63 124.54 124.86 124.74 124.69 124.53

σCB 2.97 2.98 2.95 2.97 3.12 2.92 2.86 2.86 2.86 2.76 2.71 2.76

αL 1.58 1.52 1.50 1.51 1.51 1.43 1.46 1.39 1.57 1.53 1.48 1.48

αH 1.56 1.57 1.56 1.55 1.60 1.55 1.64 1.74 1.68 1.59 1.67 1.76

nL 4.75 4.41 3.89 3.82 5.48 5.19 3.82 3.90 4.09 3.96 3.90 3.20

nH 13.56 13.41 12.51 12.86 10.74 11.24 8.50 6.19 7.77 11.00 9.48 8.17

Table 4.14 The normalization factors and the shape parameters for signal modeling in

the Higgs-0Jet, VH, and ttH categories.

Category
Higgs-0Jet VH

ttH
VeryHigh High Medium Low 4L-High 3L-High 3L-Medium

N 65.48 110.20 133.66 89.12 0.63 1.74 3.27 1.55

MCB 124.81 124.66 124.59 124.55 124.58 124.57 124.50 124.60

σCB 2.62 2.55 2.66 2.70 2.85 3.03 2.91 3.16

αL 1.56 1.50 1.41 1.41 0.95 1.36 1.50 1.37

αH 1.72 1.72 1.68 1.76 1.63 1.58 1.63 1.94

nL 3.18 3.23 3.85 4.35 82.78 2.92 1.79 2.00

nH 6.90 8.60 10.56 9.87 7.83 12.57 7.89 0.86

the peak at around 90 GeV. In order to describe the steep slope accurately, the product of core

and empirical functions are used.

For the core function, LO DY analytic line-shape [87] smeared with Gaussian for mass resolu-

tion is used. The LO DY analytic line-shape is a function based on the physics for the Drell-Yan

process:

DY (mµµ) =
∑
q

Lqq̄(mµµ) · σqq̄(mµµ), (4.26)

q = u, s, d. (4.27)

The parton luminosity contribution Lqq̄ is derived from PDF4LHC15 set as a function ofmµµ and

parameterized using a sixth-order polynomial. The cross section contribution σqq̄ is expressed
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as:

σqq̄(m
2
µµ) =

4πα2

3m2
µµNc

[
Q2

q − 2QqVlVqχZγ(m
2
µµ) + (A2

l + V 2
l )(A

2
q + V 2

q )χZ(m
2
µµ)
]
,(4.28)

χZγ(m
2
µµ) = κ

m2
µµ(m

2
µµ −m2

Z)

(m2
µµ −m2

Z)
2 + Γ2

Zm
2
Z

, (4.29)

χZ(m
2
µµ) = κ2

(m2
µµ)

2

(m2
µµ −m2

Z)
2 + Γ2

Zm
2
Z

, (4.30)

κ =

√
2GFm

2
Z

4πα
. (4.31)

Here Q, V , and A denote the electric charges, vector and axial-vector couplings of the

fermions. The factors α and GF are the electromagnetic coupling constant and the Fermi

coupling constant, respectively. The parameters mZ and ΓZ are the mass and the width of the

Z boson. Nc = 3 denotes the number of QCD color charges. Although multiple background

processes are considered in this analysis, the Drell-Yan process is the dominant background in

the most sensitive categories. For this reason, the function describing the Drell-Yan process

is selected as the core function. The mass resolution is estimated by the RMS of the residual

distribution between the truth-level and the reconstruction-level using the full-simulation Drell-

Yan samples described in Section 4.1.2. The core function has no free parameters. The same

function is used for all categories.

In order to correct for distortions of the mass shape due to event selection, categorization,

higher order theory correction and other small background contributions, flexible functions are

used as empirical functions. In each category, an empirical function is selected from four types of

the power laws (Power) or four types of the exponentials with polynomials on the index (Epoly),

as listed in Table 4.15. The number of free parameters varies from one to four depending on the

functions.

The empirical function for each category is independently determined by the following cri-

teria.

• The χ2 probability of the fit needs to be greater than 1% when the background-only fits

are performed to the following samples:

– data sidebands (110 GeV < mµµ < 120 GeV and 130 GeV < mµµ < 160 GeV).

– full-simulation background MC reweighted to data sidebands2:

top + diboson + Drell-Yan Sherpa MC samples are used for the ggF and VBF cate-

gories, and

top + diboson MC samples are used for the VH and ttH categories.

– fast-simulation Drell-Yan Sherpa MC reweighted to data sidebands (only for the ggF

and VBF categories)

2The ratio of the dimuon invariant mass distributions for the data and the MC samples is fitted with polynomial

functions, and the MC sample is reweighted bin by bin using the fitted function. The second-order polynomial

function is used for the ggF categories and the first-order polynomial function is used for the VBF, VH, and ttH

categories.
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Table 4.15 Candidates of the empirical functions.

Function Expression Number of free parameters

Power0 ma0
µµ 1

Power1 m
a0+a1mµµ
µµ 2

Power2 m
a0+a1mµµ+a2m2

µµ
µµ 3

Power3 m
a0+a1mµµ+a2m2

µµ+a3m3
µµ

µµ 4

Epoly1 exp (a1mµµ) 1

Epoly2 exp
(
a1mµµ + a2m

2
µµ

)
2

Epoly3 exp
(
a1mµµ + a2m

2
µµ + a3m

3
µµ

)
3

Epoly4 exp
(
a1mµµ + a2m

2
µµ + a3m

3
µµ + a4m

4
µµ

)
4

• The spurious signal SS after the subtraction (see below) needs to be smaller than 20% of

the expected statistical uncertainty δS of the signal yield in 120 GeV < mµµ < 130 GeV.

The spurious signal SS is estimated as the signal yield in 120 GeV < mµµ < 130 GeV

obtained by fitting the signal+background functions to the background-only MC sample.

In the estimation, the mean of the signal functionmH is scanned from 120 GeV to 130 GeV

with a step size of 1 GeV. The SS is derived for each mean as shown in Figure 4.54. The

maximum value of SS in that signal mass range is conservatively used. When applying

the requirement, the MC statistical error is subtracted from the absolute value of the

SS. The SS after the subtraction is denoted by SS±1σ in Figure 4.54. The reweighted

fast-simulation Drell-Yan Sherpa MC is used as the MC sample for the ggF and VBF

categories. The reweighted full-simulation sample including top and diboson processes is

used as the MC sample for the VH and ttH categories.

• If there are multiple functions satisfying the above requirements, first the function with

the smallest number of free parameters is selected, then the function with the smallest

maximum value of SS. This priority decreases statistical uncertainty and maximizes the

sensitivity.

The maximum value of SS, denoted as max(SS), is considered as the systematic uncertainty

due to the mismodeling in each category. Since all SS values are compatible with 0 within 2σ

of MC statistical uncertainty at signal mass 125 GeV, no statistically significant mismodelling

is found. The background-only fits to the fast-simulation Drell-Yan Sherpa MC in the ggF and

VBF categories are shown in Figure 4.55. The selected empirical function, the χ2 probability,

the maximum value of SS/δS and the maximum value of SS in each category are summarized

in Table 4.16.
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Figure 4.54 The spurious signal relative to its uncertainty SS/δS as a function of the

dimuon invariant mass. The figure is shown for the VBF-VeryHigh category.

The value of |max(SS±1σ/δS)| is required to be smaller than 20%.
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Figure 4.55 Illustration of the background modeling procedure using the fast-simulation

Drell-Yan Sherpa MC. [86] The figure is shown for the VBF-VeryHigh cat-

egory. The top panel shows the dimuon invariant mass distribution (black

dots) overlaid with background model function(blue curve), core function

(green dashed curve), and signal model function (red curve). The middle

panel shows the MC template and the background model, both divided by

the core component of the background model (black dots), thus showing the

empirical part of the background model. The bottom panel shows the MC

template divided by the background model (black dots) with the signal model

(red curve).
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As a cross-check, the spurious signal is also evaluated using the fast-simulation Drell-Yan

Powheg MC and the full-simulation MC including Drell-Yan process for the ggF and VBF

categories. In addition, further cross-checks are performed using the fast-simulation Drell-Yan

Sherpa MC applying several systematics variations. In all of these checks, no significant increase

in the SS is found.

4.6.3 Systematic uncertainties

The following systematic uncertainties on the H → µµ signal strength are considered:

• theoretical uncertainties on the expected signal yield,

• experimental uncertainties on the expected signal yield, the dimuon invariant mass scale

and the dimuon invariant mass resolution, and

• spurious signal uncertainty due to the mismodeling of background.

The spurious signal uncertainty is described in the previous subsection. The theoretical uncer-

tainty for the signal process and the experimental uncertainties are summarized in this section.

Theoretical uncertainty

The uncertainties of higher order QCD correction, PDF, underlying event and parton shower

affect the Higgs boson production cross section, the H → µµ branching ratio, and the signal

yield in each category. The following uncertainties are considered in this analysis.

• Uncertainties on Higgs boson cross section and H → µµ branching ratio:

Uncertainties due to the QCD renormalization µR and factorization µF scale variation,

choice of PDF set, and strong coupling constant αs are considered as described in Ref. [10].

The µR and µF variations and the choice of PDF set depend on the production. For the

main production of ggF, µR and µF are varied in the range from mH/4 to mH and the

PDF set of PDF4LHC15 nnlo 100 [10] is used. The impacts are summarized in Table 4.17.

• Uncertainties on signal yield due to higher order QCD correction:

For the ggF signal yield, the QCD correction uncertainty is divided into the effects of the

QCD scale, QCD resummation, jet-multiplicity migration, the Higgs boson pT migration,

VBF/VH migration, and treatment of the top-quark mass in the loop corrections. The

impacts on the ggF signal yield in each category are estimated to be from 0% to 10%. The

QCD correction uncertainty for the VBF and VH signal yield take the effects of the QCD

scale into account. The effects on the VBF and VH signal yield in each category are less

than 3% and 3–25%, respectively.

• Uncertainties on signal yield due to PDF:

The impacts on the ggF, VBF and VH signal yields due to the choice of PDF set are

estimated by comparing the result with the HessianPDF set. All of these impacts are a

few %. The effects on the ggF, VBF and VH signal yields due to the αs uncertainty are

estimated by varying αs by ±0.001. The impacts on the ggF, VBF and VH signal yields

are a few %, less than 1%, and around 1%, respectively.
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• Uncertainties due to underlying event and parton shower:

For the ggF and VBF signal yields in the ggF/VBF categories, the uncertainties due

to the underlying event and parton shower are considered. The impacts are estimated

by comparing the events generated with different parton shower program: Pythia 8 and

Herwig 7. The impacts range from 0% to 40%.

• Uncertainty due to the ggF signal yield in the ttH category: For the ggF signal

yield in the ttH category, we assigned additional 100% uncertainty to cover the possible

mismodeling of heavy-flavor production associated with the Higgs boson.

Table 4.17 The impacts on the Higgs boson production cross sections and the H →
µµ branching ratio due to the QCD scale, PDF, and strong coupling con-

stant αs.

Uncertainties [%]

QCD scale PDF αs

C
ro
ss

se
ct
io
n

ggF ±3.9 ±1.9 ±2.6

VBF +0.4
−0.3 ±2.1 ±0.5

WH +0.5
−0.7 ±1.7 ±0.9

ZH +3.8
−3.1 ±1.3 ±0.9

ttH +5.8
−9.2 ±3.0 ±2.0

BR(H → µµ ) ±1.23 +0.97
−0.99

+0.59
−0.64

Experimental uncertainty

The following experimental uncertainties are considered in this analysis.

• Muons: The uncertainties due to the efficiencies of trigger, reconstruction, identification,

and isolation affect the signal yield. In addition, the uncertainties due to the calibration

of muon momentum scale and resolution (as described in Section 4.2.3) affect not only the

signal yield but also the dimuon invariant mass scale and resolution. These effects on the

invariant mass distribution are shown in Figure 4.56. The impacts on the signal yield, the

mµµ resolution, and the mµµ scale in each category are less than 1%, 0–4%, and ∼ 0.1%,

respectively.

• Jets: The uncertainties due to the calibration of jet energy scale and resolution and the

efficiencies of JVT and b-tagging (as described in Sections 4.2.6 and 4.2.7) are considered.
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Figure 4.56 The effects of uncertainties due to the calibration of muon momentum reso-

lution in the ID (a), resolution in the MS (b), and scale (c) on the dimuon

invariant mass.



CHAPTER 4. SEARCH FOR H → µµ 106

These affect the signal yield especially in the jet-enriched categories since the jets and b-

jets are used for categorization and event selection. The uncertainties on the signal yields

due to jets and b-tagging are 0–8% and 0–12%, respectively.

• Missing transverse mass: The uncertainties due to the momentum scale and resolution

of the soft-term tracks in the missing transverse mass determinations (as described in

Section 4.2.8) are considered. These affect the signal yield since missing transverse mass

is used as input of the VH and ttH classifiers. The impacts on the signal yield in each

category are from 0% to ∼ 1%.

• Electrons and photons: The uncertainties due to the scale and the resolution of the

energy of the electrons and the photons (as described in Section 4.2.4) are considered.

These affect the signal yield, especially in the VH and ttH categories. The impacts on the

signal yield are around 0.1%. The uncertainties dedicated for the FSR recovery are not

considered since no significant difference is found between MC and data in the validation

of FSR recovery.

• Luminosity: The uncertainty is derived from the luminosity measurement using the

forward detectors [88]. This affect the cross section. The total uncertainty in 2015–2018

data is 1.7%.

• Pile-up: The difference in pile-up distribution between MC and data is corrected using a

scale factor. The uncertainty of the scale factor is considered. This is below a few %.

4.6.4 Statistical analysis

For the signal extraction, the extended maximum likelihood fit is used in this analysis. The

likelihood function depending on the signal strength µ and nuisance parameters θ is defined as

L(µ,θ) =
Ncate∏
k=1

Nbin∏
j=1

(µ · sk,j + bk,j)
nk,j

nk,j !
e−(µ·sk,j+bk,j), (4.32)

where Ncate = 20 and Nbin = 500 are the number of categories and the number of bins of mµµ

distribution. nk,j is the number of events in the jth bin in the kth category. sk,j and bk,j are

signal and background yields defined by

sk,j = stot,k

∫
bin j

fs,k(mµµ;θs,k) dmµµ, (4.33)

bk,j = btot,k

∫
bin j

fb,k(mµµ;θb,k) dmµµ. (4.34)

Here fs(b),k and θs(b),k are PDF and nuisance parameters for signal (background) in the kth

category. stot,k is the sum of signal yield for each process in the kth category. stot,k is fixed to

the value expected by the SM. btot,k is total background yield in the kth category and one of

the nuisance parameters. The integral
∫
bin j represents the integral inside the bin j.
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The profile likelihood ratio is defined using the likelihood function:

λ(µ) =
L(µ, ˆ̂θ(µ))
L(µ̂, θ̂)

. (4.35)

The numerator is the conditional maximum-likelihood (ML) function of θ, which is a function

of µ. The ˆ̂θ(µ) denotes the value of θ that maximizes L in the specified µ. The denominator is

the unconditional ML function, where µ̂ and θ̂ maximize their L. From the λ(µ) definition, the

possible values are 0 ≤ λ(µ) ≤ 1, with λ near 1 implying good agreement between the data and

the hypothesized µ.

The convenient statistic tµ defined as below as the basis of a statistical test, referred to as

the test statistics, is often used to test a hypothesized value of the signal strength µ:

tµ = −2 lnλ(µ) =


−2 ln L(µ,ˆ̂θ(µ))

L(µ̂,θ̂)
(if µ̂ ≥ 0)

−2 ln L(µ,ˆ̂θ(µ))

L(0,ˆ̂θ(0))
(if µ̂ < 0)

(4.36)

Higher tµ values correspond to larger discrepancy between the data and the hypothesis. To

quantify the level of disagreement, the p-value is computed as

pµ =

∫ ∞

tµ,obs
f(tµ|µ) dtµ, (4.37)

where tµ,obs is the observed test statistics from the data and f(tµ|µ) is the value of PDF of tµ
under the assumption of the signal strength µ. In the particle physics, the p-value is usually

converted into an equivalent significance Z defined as

Z = Φ−1(1− p), (4.38)

where Φ−1 is the inverse of the cumulative distribution for the standard Gaussian. The f(tµ|µ)
distribution and the relation of the p-value to the observed tµ,obs and to the significance Z are

illustrated in Figure 4.57.

For discovery testing, the inconsistency with the background-only (µ = 0) hypothesis is

examined. In the test, the test statistic, q0, and the p-value, p0, defined as below are used:

q0 =

 −2 ln L(0,ˆ̂θ(0))
L(µ̂,θ̂)

(if µ̂ ≥ 0)

0 (if µ̂ < 0)

(4.39)

p0 =

∫ ∞

q0,obs
f(q0|0) dq0. (4.40)

We regard as the “evidence” when the p0 is less than 0.0013, corresponding to Z0 = 3. If p0 less

than 2.87× 10−7, corresponding to Z0 = 5, we regard as the “discovery”.

If the result is consistent with background-only hypothesis, an upper limit on the signal

strength µ is established by upper limit testing. In the test, the following test statistic qµ and
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(a) (b)

Figure 4.57 Illustration of the relation of the p-value to the observed tµ,obs (a) and to the

significance Z (b). [89]

p-value pµ are used:

qµ =


−2 ln L(µ,ˆ̂θ(µ))

L(0,ˆ̂θ(0))
(if µ̂ ≤ 0)

−2 ln L(µ,ˆ̂θ(µ))
L(µ̂,θ̂)

(if 0 ≤ µ̂ ≤ µ)

0 (if µ̂ > µ)

(4.41)

pµ =

∫ ∞

qµ,obs
f(qµ|µ) dqµ. (4.42)

For establishing the limit, we look for a value of µ where the model can be excluded with

95% confidence level. The confidence level is defined based on the ratio of p-values for the

background-only hypothesis and signal plus background hypothesis:

CLs =
pµ
p0
. (4.43)
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4.7 Results

The maximum likelihood signal+background fit is performed to data in 110 GeV < mµµ <

160 GeV as shown in Figure 4.58–4.61. The signal and background yields obtained by the fit

are summarized in Table 4.18.

Table 4.18 Number of events observed in the 120 GeV < mµµ < 130 GeV window in

data, the number of signal (S) and background (B) as derived from the fit

to the data, the observed S/
√
B, and the observed signal-to-background ratio

(S/B).

Category Data S B S/
√
B S/B [%]

VBF-VeryHigh 15 3.29 14.4 0.86 22.8

VBF-High 39 4.04 32.4 0.71 12.5

VBF-Medium 112 5.60 84.9 0.61 6.6

VBF-Low 284 8.77 272.6 0.53 3.2

Higgs-2Jet-VeryHigh 1030 20.18 1024.2 0.63 2.0

Higgs-2Jet-High 5433 56.74 5434.7 0.77 1.0

Higgs-2Jet-Medium 18311 89.25 18310.4 0.66 0.5

Higgs-2Jet-Low 36409 70.99 36342.7 0.37 0.2

Higgs-1Jet-VeryHigh 1097 19.31 1071.2 0.59 1.8

Higgs-1Jet-High 6413 54.27 6323.5 0.68 0.9

Higgs-1Jet-Medium 24576 104.22 24286.3 0.67 0.4

Higgs-1Jet-Low 73459 142.79 73473.8 0.53 0.2

Higgs-0Jet-VeryHigh 15986 68.50 16079.4 0.54 0.4

Higgs-0Jet-High 46523 115.54 46200.9 0.54 0.3

Higgs-0Jet-Medium 91392 137.72 91290.9 0.46 0.2

Higgs-0Jet-Low 121354 91.07 121314.0 0.26 0.1

VH4Lep-High 34 0.61 24.4 0.12 2.5

VH3Lep-High 41 1.70 40.7 0.27 4.2

VH3Lep-Medium 358 3.22 348.1 0.17 0.9

ttH 17 1.40 15.1 0.36 9.2
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Figure 4.58 Invariant mass distribution observed in data for each category in VBF and

Higgs-2Jet categories.
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Figure 4.59 Invariant mass distribution observed in data for each category in Higgs-1Jet

and Higgs-0Jet categories.
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Figure 4.60 Invariant mass distribution observed in data for each category in VH and ttH

categories.
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Figure 4.61 Invariant mass distribution observed in data for the inclusive of all category.
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The likelihood as a function of µ is shown in Figure 4.62. No significant excess is observed

in data. The observed (expected) significance is 2.02σ (1.73σ) relative to the background-only

hypothesis for the SM Higgs boson with a mass of 125.09 GeV. The signal strength µ is found

to be µ = 1.17+0.58
−0.57(stat)

+0.18
−0.13(syst). This shows the good compatibility with the SM value.
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Figure 4.62 The profile of the negative log-likelihood ratio −2 lnL as a function of the

signal strength µ.

The independent signal strength µ in each category is defined and a simultaneous fit to

all categories is performed. The signal strength µ and the significance for each category are

summarized in Table 4.19.

Total uncertainty is dominated by statistical uncertainty of data. The ranking plot of the

impacts for the top 30 systematic uncertainties is shown in Figure 4.63. The contributions of the

systematic uncertainties are +0.13
−0.08 from the theoretical uncertainties, ±0.10 from the spurious

signal, and +0.07
−0.03 from the experimental uncertainties.

The observed upper limit on the signal strength at 95% confidence level is obtained to

be 2.26. The expected upper limit is 1.08 for background only scenario and 1.97 for the SM

H → µµ scenario. The corresponding value of the observed upper limit on the branching ratio

is 4.7 × 10−4 assuming the SM cross section. These results show a 2.5 times better expected

sensitivity compared to the results of the previous ATLAS publication [11]. The improvement

of a factor of about two is from a larger dataset and the additional 25% improvement is from

advanced analysis techniques: event selection, FSR recovery, classification, and background

modeling. This result provides further constraints to the coupling of the Higgs boson to the

second-generation fermions.
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Table 4.19 The expected and observed signal strength µ and the significance.

Category
Expected Observed

Fitted µ δµ Significance Fitted µ δµ Significance

VBF-VeryHigh 1.00 1.67 0.62 0.33 1.29 0.26

VBF-High 1.00 1.86 0.55 0.29 1.65 0.18

VBF-Medium 1.00 2.07 0.49 5.97 2.14 3.11

VBF-Low 1.00 2.41 0.41 0.74 2.10 0.35

Higgs-2Jet-VeryHigh 1.00 2.10 0.41 0.65 2.09 0.31

Higgs-2Jet-High 1.00 1.89 0.52 -0.03 1.64 0.00

Higgs-2Jet-Medium 1.00 1.92 0.45 -1.56 1.92 0.00

Higgs-2Jet-Low 1.00 4.38 0.22 -3.36 3.98 0.00

Higgs-1Jet-VeryHigh 1.00 2.46 0.40 0.74 2.13 0.35

Higgs-1Jet-High 1.00 2.07 0.48 3.21 1.85 1.79

Higgs-1Jet-Medium 1.00 1.86 0.47 3.25 1.87 1.77

Higgs-1Jet-Low 1.00 2.40 0.36 -0.49 2.40 0.00

Higgs-0Jet-VeryHigh 1.00 2.33 0.38 -4.94 2.31 0.00

Higgs-0Jet-High 1.00 2.27 0.38 5.45 2.37 2.37

Higgs-0Jet-Medium 1.00 2.84 0.31 -2.43 2.74 0.00

Higgs-0Jet-Low 1.00 6.28 0.16 1.97 5.45 0.36

VH4Lep-High 1.00 8.90 0.10 28.37 12.20 2.70

VH3Lep-High 1.00 6.41 0.15 2.64 5.17 0.51

VH3Lep-Medium 1.00 10.60 0.09 9.41 9.46 1.00

ttH 1.00 4.06 0.25 0.80 3.60 0.23
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Figure 4.63 The ranking of the impacts for the top 30 systematic uncertainties on the

prefit and postfit pulls. The black points show the pulls. The red points

show the 1σ region. The white and blue bands are the prefit and postfit

uncertainties, respectively. They show the expected and observed impact on

µ.
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Discussion

In this chapter, the result obtained by this analysis are discussed. The comparison with the result

of the CMS experiment is presented in Section 5.1. Future prospects of the H → µµ search at

the LHC are presented in Section 5.2. For the High-Luminosity LHC (HL-LHC) which is a

future project at the LHC (see Section 5.2), the upgrade of the trigger and readout system

is indispensable. For the first level end-cap muon trigger, an improved trigger algorithm that

reduces the trigger rate will be introduced to take full advantage of HL-LHC. To suppress the

total trigger rate, it is important to reduce the rate in the end-cap region since the rate in

the end-cap region has been dominant. In this upgrade, I developed a sophisticated trigger

algorithm based on the TGC track reconstruction. The study of the muon trigger upgrade is

presented in Section 5.3.

5.1 Comparison with CMS results

The CMS experiment published the following results in Reference [90].

• Data set:
√
s = 13 TeV pp collision data corresponding to 137 fb−1

• Significance: 3.0σ (2.5σ) observed (expected)

• Signal strength µ: 1.19+0.41
−0.39(stat)

+0.17
−0.16(syst)

These results are compatible with the results shown in this thesis. Both results indicate that

the mass origin of muons is from the Higgs mechanism. In addition, the observed significance

of 3.0σ in CMS represents the evidence of the H → µµ decay. The larger significance at CMS

is predominantly due to higher dimuon invariant mass resolution. The dimuon invariant mass

resolution for the ggF signal is 1.47–2.12 GeV in the CMS analysis, while that in ATLAS is

2.55–3.12 GeV. The difference originates from the better muon momentum resolution of CMS

due to the stronger magnetic field of 3.8 T of the solenoid magnet (2 T for ATLAS).

The observed (expected) significance is 3.6σ (3.0σ) by statistically combining these results

without considering the correlation in the systematic uncertainties. This result more strongly

suggests the relationship between the mass of the second-generation fermions and the Higgs

mechanism.

116
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5.2 Future prospect

The future schedule of the LHC is shown in Figure 5.1. After the data-taking period in 2015–

2018, referred to as “Run 2”, the injectors will be upgraded in the Phase 1 upgrade period.

Another data-taking period “Run 3” is planned to deliver the data up to the total integrated

luminosity of 350 fb−1 [91]. In order to access broader physics programs which include a detailed

exploration of the Higgs mechanism, new physics searches through more precise study of rare

SM processes, and searches for new heavy states, the High-Luminosity LHC (HL-LHC) project

is planned after Run 3. During the long shutdown 3 (LS3), new elements including focusing

magnets and possibly crab cavities are installed in the LHC interaction regions to provide the

peak instantaneous luminosity of 5–7.5×1034 cm−2s−1, corresponding to an average pile-up of

200. In order to cope with the severe radiation environment and higher trigger rate at the HL-

LHC, some detectors and the trigger and data acquisition system will also be upgraded during

the LS3. This large scale upgrade is called the Phase 2 upgrade. The data-taking of the HL-LHC

is planned to accumulate a total integrated luminosity of 3000–4000 fb−1 in about 10 years.
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Figure 5.1 The LHC / HL-LHC Plan. After the data-taking period “Run 2”, the Long

shutdown 2 (LS2), another data-taking period “Run 3”, and the HL-LHC are

planned.

The expected significance of the H → µµ search will be improved by using such a large

dataset, as shown in Table 5.1. It is expected to exceed 7σ in the HL-LHC. The expected
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significances for different data statistics are estimated by scaling the statistical uncertainty

by the integrated luminosity. This estimation was performed assuming the SM signal strength

(µ = 1) and ignoring any changes in the effects of the systematic uncertainties since the statistical

uncertainty is dominant in the search.

Table 5.1 The integrated luminosity delivered by the LHC and the expected significance

of the H → µµ search. The integrated luminosity of the Run 3 is the value

assuming that the LHC delivers a further 164 fb−1 by the end of Run 3.

Periods Run 2 Run 3 HL-LHC

Integrated luminosity [fb−1] 156 320 470 1300 3000 (4000)

Expected significance [σ]
1.7 2.4 3.0 5.0 7.5 (8.7)

(evidence) (discovery)

In addition to the increased statistics, the resolution of the dimuon invariant mass and the

muon trigger efficiency will be improved by the Phase 2 upgrade. In the Phase 2 upgrade,

the inner detectors are replaced with a new inner tracker made of silicon sensors with higher

granularity [92]. As a result, the resolution of the dimuon invariant mass is expected to be

improved by 25% as shown in Figure 5.2. The expected significance is estimated to be improved

±
±

±±
±±

Figure 5.2 The expected dimuon invariant mass distribution in the HL-LHC condition

corresponding to the average pile-up of 200, compared with the Run 2 condi-

tion.
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by 15% by this resolution improvement.

Furthermore, the RPCs will be added in the inner Barrel region [93]. In the Run 2, the Level-

1 single muon trigger efficiency for the muons with pT > 20 GeV was only 70% in the barrel

(see Figure 4.6(b)) due to the RPC layout constrained by the mechanical structure of the barrel

toroid magnet. In the HL-LHC, the acceptance will be increased thanks to the installation of

the additional RPCs, and the trigger efficiency is expected to be improved to ∼ 96% as shown

in Figure 5.3. The expected significance is estimated to be improved by about 5% by this

improvement.
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Figure 5.3 The efficiency of the muon trigger targeting the muons with pT > 20 GeV in

the Barrel region (|η| < 1.05).

Taking into account both improvements, the integrated luminosity required to reach the

significance of 3σ (5σ) is estimated to be about 320 (890) fb−1.

5.3 TGC tracking trigger

In the Run 2, the first level end-cap muon trigger was based on the coincidence of hits among the

TGC layers (described in Section 3.2.5). A coincidence is taken by requiring 2 out of 3 layers of

the wires of the most inner station. Another independent coincidence taken by requiring 3 out

of 4 layers from the remaining stations. Combining the information obtained, the trigger makes

a decision. The first level muon trigger rate of the pT threshold 20 GeV was up to 20 kHz.

In the HL-LHC, the event rate increases due to the higher luminosity. To cope with the

higher event rate, the threshold of the first level muon trigger needs to raise to 50 GeV if the

trigger and readout systems are not upgraded [93]. In the no upgrade scenario, the integrated

acceptance for W → ℓν decay decreases by about 40% as shown in Figure 5.4. The acceptance
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for the H → µµ decay is also expected to decrease by about 60%. In order to cope with the

higher event rate keeping the threshold, the maximum allowable value of the first level trigger

rate will be increased from 100 kHz to 1 MHz. To extend the first level trigger rate, the trigger

and readout electronics at Run 3 needs to be replaced by new one. Furthermore, for the end-cap

muon trigger, an improved trigger algorithm will be introduced to take full advantage of HL-

LHC. In this upgrade, I developed a sophisticated trigger algorithm based on the muon track

reconstruction using TGC hits. Before the HL-LHC, a new muon detector that can reconstruct

muon segments with around 1 mrad resolution, referred to as New Small Wheel (NSW), will

be introduced in the inner part of the magnetic field [94]. For the HL-LHC, in addition to

NSW, TGC provides the muon segment in the outer region of the magnetic field using the hit

information of all TGC layers. The trigger decision is made with the deflection angle between

the NSW segment and the TGC segment (referred to as NSW+TGC trigger). Thanks to an

improved pT resolution for muons with the deflection angle, the new trigger suppresses the events

including muons with pT smaller than the pT threshold.
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Figure 5.4 The integrated acceptance as a function of the single lepton pT threshold for

W → ℓν decay (red line). The target pT threshold which is the same value as

that of Run 2 primary is shown by the red dotted line. The threshold for the

no upgrade scenario is shown by the blue dotted line. [93]

In this study, I developed the reconstruction algorithm of muon segments using TGC hits

and evaluated the performance of the NSW+TGC trigger. Since the TGC segments should be

reconstructed within around 1 µs from the bunch crossing, pattern matching method is used

for the segment reconstruction. In the pattern matching method, the patterns of TGC hit

channels for each layer are converted to the segment information, including the position, the
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angle, and the quality of the hit pattern. The pattern list is prepared by scanning the muon

straight trajectory. Each predefined hit pattern has associated segment information. By using

this algorithm, TGC segments are reconstructed with around 4 mrad resolution as shown in

Figure 5.5. The product of the acceptance and segment reconstruction efficiency is greater

than 90%. The trigger efficiency for the NSW+TGC trigger as a function of the muon pT
reconstructed by offline analysis is shown in Figure 5.6. The NSW+TGC trigger provides higher

efficiency for muons with pT greater than pT threshold and better rejection for muons with pT
lower the pT threshold. The high efficiency at the plateau arises from a loose requirement for

the coincidence of the TGC layers in the pattern matching algorithm, which requires 5 hits in 7

layers. The better pT resolution in the turn-on curve is from the improved algorithm using the

deflection angle. Thanks to the improved algorithm, the first level end-cap muon trigger rate of

the pT threshold 20 GeV is expected to be smaller than 30 kHz at HL-LHC. The threshold of

the first level muon trigger is kept to 20 GeV. Therefore, the acceptance for the H → µµ decay

is also kept to the same level as that of Run 2.
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Figure 5.5 Distributions of the difference of the polar angle θ between the reconstructed

TGC segment and the segment reconstructed by the ATLAS full offline anal-

ysis. The red, blue, and green histograms are for the TGC segments recon-

structed with seven, six, and five hits, respectively, over the seven layers. The

black histogram shows the sum of them.
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Conclusion

The SM well explains various phenomena observed so far. However, it is unnatural that the

difference in fermion mass, which differs by six orders depending on the generation, is explained

only by the difference in the Yukawa coupling constant. The Yukawa couplings between the

Higgs boson and the third-generation charged fermions (t, b, τ) have been observed and they

are consistent with the SM. However, the Yukawa couplings of the first- and second-generation

fermions have not been observed yet. In order to confirm whether there is any difference in

the coupling between the generations of fermions, I performed the H → µµ search using
√
s =

13 TeV pp collisions data collected with the ATLAS detector at LHC in 2015–2018 corresponding

to 139 fb−1.

In this analysis, I developed a method to reconstruct the photon in the events in which a

muon emits a photon by the QED FSR. By including the four-momentum of the photon in the

invariant mass calculation, the mass resolution was improved by 2.8%. In addition, in order to

separate the signal events from the background events, the events are classified into 20 categories

in total using the multivariate analysis. In order to extract the signal yields without significant

bias, the invariant mass distribution of the background events was modeled by the function

based on the LO Drell-Yan analytic line-shape.

The observed (expected) signal significance is 2.0 (1.7) standard deviations with respect to

the background-only hypothesis for the Higgs boson with a mass of 125.09 GeV. The signal

strength, defined as the ratio of the observed signal yield to the expected one in the SM, is 1.2 ±
0.6. The CMS experiment also reported the result, yielding the observed signal significance of 3

standard deviations. It is compatible with the result described in this thesis. These results are

consistent with the SM, representing that the coupling strength of the Higgs boson and the muon

is much smaller than that of the third-generation fermions. In addition, these results indicate

for the first time the mass origin of the second-generation fermions seems to arise from the

unnaturalness of the Higgs mechanism. The results provide important ingredients in unraveling

the mass origin of the fermions and the mystery of the generations of the fermions.

At present, the uncertainty of the signal strength is dominated by the statistical uncertainty.

There are further data taking plans at (HL-)LHC. I expect that the Yukawa coupling to second-

generation fermion is verified with significance greater than 5 standard deviations at HL-LHC.

In addition, the FSR recovery method established in this study will be useful in the future
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experiment under a higher pile-up environment since the optimized FSR photon selection is

robust against the number of pile-ups.
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