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Chapter 1

Geometric setting

In this chapter we recall some basic notions on points and vectors in R™. The norm of
a vector and the scalar product between two vectors are also introduced.

1.1 The Euclidean space R"

We set N := {0,1,2,3,...} for the set of natural numbers, and let R be the set of all
real numbers.

Definition 1.1. One sets
R" = {(z1,22,...,2,) | z; €R for all j € {1,2,...,n}}".

Alternatively, an element of R™, also called a n-tuple or a vector, is a collection of n
numbers (x1, T2, ..., x,) with x; € R for any j € {1,2,...,n}. The number n is called
the dimension of R".

In the sequel, we shall often write X € R" for the vector X = (z1, 2, ..., 2,). With
this notation, the values x1,xo,...,x, are called the components or the coordinates of
X. Note that one often writes (z,y) for elements of R? and (z,y, ) for elements of R3.
However this notation is not really convenient in higher dimensions.

The set R™ can be endowed with two operations, the addition and the multiplication
by a scalar.

Definition 1.2 (Addition and scalar multiplication). For any X,Y € R" with X =
(1,29, ...,2,) and Y = (y1,Y2, ..., Yn) and for any X € R one defines the addition of
X andY by

X+Y =@ +y,22+9s,...,0, +yn) €R”

and the multiplication of X by the scalar \ by

AX = ()\xl,)\xQ, .. ,)\l'n) e R™.

!The vertical line | has to be read “such that”.
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Examples 1.3. (i) (1,3)+ (2,4) = (3,7) € R?,
(i) (1,2,3,4,5) + (5,4,3,2,1) = (6,6,6,6,6) € R®,
(iii) 3(1,2) = (3,6) € R,

(w) 7(0,0,1) = (0,0,7) € R3.

One usually sets
0=(0,0,...,0) e R"

and this element satisfies X + 0 =0+ X = X for any X € R". If X = (x1,29,...,2,)
one also writes —X for the element —1X = (—xy, —23,...,—x,). Then, by an abuse
of notation, one writes X — Y for X + (=Y) if XY € R" and obviously one has
X — X = 0. Note that X + Y is defined if and only if X and Y belong to R”, but has
no meaning if X € R” and Y € R™ with n # m.

Properties 1.4. If XY, Z € R" and X\, u € R then one has
(i) X+Y =Y+ X, (commutativity)
(i) ( X+Y)+Z=X+ (Y +Z), (associativity)
(iii) N(X +Y) =X+ )Y, (distributivity)
(iv) A+ p)X =AX + pX,

(0) ()X = A(uX).

1.2 Scalar product and norm

Definition 1.5 (Scalar product). For any X,Y € R" with X = (x1,x2,...,2,) and
Y = (y1,v2,--.,Yn) one sets

XY i =x1y1 + ToYo + - - + TpYp = ijyj
j=1

and calls this number the scalar product between X and Y .

For example, if X = (1,2) and Y = (3,4), then X - Y =1-3+2:4 =348 = 11,
but if X = (1,3) and Y = (6, —2), then X - Y =6 — 6 = 0. Be aware that the previous
notation is slightly misleading since the dot - between X and Y corresponds to the scalar
product while the dot between numbers just corresponds to the usual multiplication of
numbers.

Properties 1.6. For any X,Y,Z € R" and A € R one has
(1) X Y=Y X,
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(i) X - Y+2)=X-Y+X -Z,
(iii) (AX)-Y = X -(AY) = \(X - Y),
(v) X-X >0, and X - X =0 if and only if X = 0.

Definition 1.7 (Euclidean norm). The Euclidean norm or simply norm of a vector
X € R" is defined by

1X]] ::\/XZE\/X.X:\/x%+$g+...+x%_

The positive number || X|| is also referred to as the magnitude of X. A vector of norm
1 is called a unit vector.

Example 1.8. If X = (—1,2,3) € R3, then X - X = (—1)*>+22+ 3% = 14 and therefore
X1 = VId.

Remark 1.9. Ifn =2 or n = 3 this norm corresponds to our geometric intuition.
Properties 1.10. For any X € R and A € R one has

(1) || X]|| =0 if and only if X =0,

(i) AX]| = [ATXI,
(1) || = X = [IX].

Note that the third property is a special case of the second one.

1.3 Vectors and located vectors

Definition 1.11 (Located vector). For any A, B € R™ we set AB for the arrow starting
at A and ending at B, and call it the located vector E, see Figure 1.1.

Wig this definition and for any A € R™ the located
vector 0A corresponds to the arrow starting at 0 and end- B
ing at A. This located vector is simply called a vector and
is often identified with the element A of R™. This identifi-
cation should not lead to any confusion in the sequel.

A

Definition 1.12. Let A, B,C,D € R" and consider the
located vectors 1@ and C'D. Fig. 1.1. A located vector

(i) AB is equivalent to D ifB—A=D-C,

(1) AB is parallel to D if B—A= XD —C) for some X\ € R,



8 CHAPTER 1. GEOMETRIC SETTING

/':’
a) = /

<)

Fig. 1.2. Located vectors: a) equivalent, b) parallel, c¢) of same direction

(111) AB and CD have the same direction if B—A= XD —C) for some X\ > 0.

Note that the located vector 1@ is always equivalent to the located vector 0(B — A;
which is located at the origin 0. This fact follows from the equality

(B—A)—-0=(B—A)=B—-A.
Definition 1.13. The norm of a located vector XY is defined by HWH =Y = X|.

Note that this definition corresponds to our intuition in dimension n =2 orn =3
for the length of an arrow. It should also be observed that two equivalent located vectors
have the same norm.

Definition 1.14. Let A, B,C, D € R".

%
(i) The vectors 0A ﬂ;d 0B are orthogonal (or perpendicular) if A- B = 0. In this
case one writes 0A L O? or simply A 1 B,

\

(i) The located vectors AB and CD are orthogonal if 0(B — A) and 0(D — C) are

orthogonal, namely if (B — A) - (D — C) = 0. In this case one writes AB L @,
see Figure 1.35.

Fig. 1.3. Orthogonal vectors and orthogonal located vectors

Let us emphasize again that this notion corresponds to our intuition in dimension
n=2orn=3.
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Example 1.15. In R" let us set E; = (1,0,...,0), E, = (0,1,0,...,0), ..., E, =
(0,...,0,1) the n different vectors obtained by assigning a 1 at the coordinate j of E;
and O for all its other coordinates. Then, one easily checks that

E;-E, =0 whenever j #k and E;-E;=1 foranyjec{1,2,...,n}.
These n vectors are said to be mutually orthogonal. They generate a basis of R™.
Theorem 1.16 (General Pythagoras theorem). For any X,Y € R"™ one has

IX+ Y2 = IXIE+[Y]P < X-V=o0.

In other words, the equality on the left-hand side holds if and only if X and Y are
orthogonal.

Let us add some other useful properties:
Lemma 1.17. For any X,Y € R":
(i) X -Y[<[X[Y]],
(i) X +Y[<[X[+ Y],

(111) Let us recall from plane geometry that if one considers the triangle with vertices
the points 0, X and Y, then the angle 6 at the vertex O satisfies
XY
cos(f) = ————.
XY

1.4 Lines and hyperplanes

Let us consider P, N € R" with N # 0.
The set
LP,N = {P+tN ‘tER}

—
defines the line in R™ passing through P and having the direction parallel to O/V.
The set
Hpy = {XGR”|X-N:P-N}

—
defines a hyperplane passing through P and normal to ON. Note that if P = (p1, pa, - - ., Pn)
and if N = (ny,ng,...,n,), then

HP,N = {([Bl,fﬂg, . ,[L’n) € R"” ’ nixr1 + Nakg + - - - +nnxn = Zp]nj}
j=1

—
One also observes that if X € Hpy then the two located vectors P—X2 and ON are
orthogonal. Indeed, one has

— —
PX LON <= 0(X —P) LON = (X—P) LN=0<= X-N=P-N
with the last equality valid for any X € Hpn.



10

CHAPTER 1. GEOMETRIC SETTING



Chapter 2

Curve in R?

A special example of a function f from R” to R? is provided by a parametric curve. It
corresponds to the special case n = 1. In the sequel, I is always denoted as an interval
in R. Whenever it is necessary, we shall mention a closed interval for i = [a,b] or an
open interval for I = (a,b).

Definition 2.1 (Parametric curve). A parametric curve is a map f : I — R?, where I
1s an interval in R.

Observe that, since for any ¢ € I one has f(t) € RY, it means

@) = (@), fo(t), ..., fat))

with f;(t) € R for any j € {1,2,...,d}. fj : [ — R is called the j™-component of f.
Thus a parametric curve consists in a collection of d functions from I to R.

Let us stress the difference between a parametric curve, as defined above, and the
curve defined by

f)={ft)eR*|tel}.

This curve is associated with the parametric curve f. In fact, one curve can be associated
with several parametric curves, or in other terms a curve can be described by several
parametrizations.

Example 2.2. The functions
fiRy >Rt (sin(t),t)

and
g: Ry = R? ¢+ (sin(t?),t?)

define the same curve in R?, even if f # g.

Definition 2.3. A parametric curve f : I — R®, with I an open interval of R, is of
class C* for some k € N if each component f; : I — R of f is of class C*, which means
that each f; is k-times differentiable, with its k-derivative continuous.

11
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If f:1— R%is of class C', we denote by f’ of by f for its first derivative, which
means ' = (f1, f5,..., f;). The vector f'(t) is often interpreted as a located vector

tangent to the curve at the point f(¢). The norm of f(t), namely || f'(¢)|| = /f'(t) - f'(¢)
is called the speed of the curve at f(t). Let us observe that this quantity depends on
the parametrization. Indeed, in the Example 2.2 one has

1/ (0)]] = V/eos(0)2 +1 = V2

while

17O = /(20 cos(0))* + (202 =0

In the sequel, we would like to have information on the curve which do not depend
on the parametrization. First of all, we shall define a useful concept for reparametrizing
a curve.

Definition 2.4 (Diffeomorphism). Let I, J be open intervals in R, and let k € N. A
map ¢ : J — I is a diffeomorphism of class C* if

(i) ¢ is of class C*,
(ii) ¢ is invertible, with inverse denoted by o' : I — J,
(iii) o=t is of class C*.

As an example of such a map, let us consider ¢ : (0,00) — R with ¢(¢) = ¢3. Then
¢ is a diffeomorphism of class C* for any k € N.

Lemma 2.5. Let f : I — R? be a parametric curve of class C* and let o : J — I be
a diffeomorphism of class C*. Then the composed map f o : J — RY is a parametric
curve of class C* describing the same curve as f.

v { e
0 R N S:/UM g
e . i
£ - - a3
Y R g R

Fig. 2.1. Composition of the two maps

In the framework of the previous lemma, we say that the composed map is a
reparametrization of the curve f(I). The composed map belonging to class C* is a
simple consequence of the fact that the d functions f; o ¢ : J — R? are of class C*, for
jed{1,2,...,d}.
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Definition 2.6 (Length of a curve). Let f : (a,b) — R? be a parametric curve of class
C*. The length Ly of the corresponding curve f((a,b)) 15 defined by

b
Lyi= [ 1@ 2.1)

Observe that in dimension 2 or 3, this above quantity corresponds to our intuition.
If d is bigger than 3, we can consider this as a natural generalization. As we shall see
in the next statement, the length of a curve is a quantity which is independent of the
parametrization.

Proposition 2.7. Let f : (a,b) — R? be a parametric curve of class C', and let
¢ : (c,d) — (a,b) be a diffeomorphism of class C*. Then one has

Ly = Lyoy.
This statement is proved during the tutorial.

We shall now look at a special parametrization for a class of parametric curves
which are called regular.

Definition 2.8 (Regular curve). A parametric curve f : I — R? is called regular at
telif f/(t) #0. f is regular on I if f'(t) # 0 for anyt € I.

Let us now consider a parametric curve f [a,b] — R with is of class C' on (a,b)
and regular on (a,b). Let us also define ¢ : (a,b) — R given for any ¢ € (a,b) by

/ 1£(s)llds.

Then, one observes that v is strictly increasing on [a, b] and differentiable, with ¢’(t) =
Il f'(®)|l > 0 for any t € (a,b), by assumption. Observe also that v has image equal to
[0, Ly] with Ly defined in (2.1). It then follows (see Calculus I) that ¢ has an inverse,
denoted by ¢~ : [0, L;] — [a,b] with ¢~! differentiable on (0, L;) and with derivative
given for any s € (0, L) by

) @ eIl
Thus, if one sets
[0, Ls] = [a, 0], @(s) =97 (s),
then ¢ is a diffeomorphism of class C* on (0, Ly), and the composed map foy : [0, L] —
R? satisfies

N S
(F o9 (s) = £(2() () = 1 (PN i
o R oo e A

In other words, the speed of f o ¢ is always 1. We have thus proved the following
statement:

with norm

(fow)(s)

f'(e(s))
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Lemma 2.9. For any parametric curve f : [a,b] — R of class C' and regular on (a,b),
there exists a new parametrization of the curve f([a, b]) with constant speed equal to 1.

The parametrization described in the previous statement and constructed above
is called the arc length parametrization, or the parametrization of the curve by its arc

length.



Chapter 3

Real functions of several variables

3.1 Open and closed sets in R"

The notions of open and closed sets play a minor but important role in this course. Let
us start by introducing the notion of a ball.

Definition 3.1 (Open ball). For any real number r > 0 and any X € R™ we define the
ball
B (X):={Y eR"||Y — X[ <r}. (3.1)

This notion corresponds to a ball in R™ of center X and of radius r. In fact this
ball is open as we shall see with the next definition. The letter €2 (this is read Omega)
will often be used for subset of R™.

Definition 3.2 (Open set). A subset  C R™ is open if whenever X € ) there exists
r > 0 such that B.(X) C Q.

In other words, an open set €2 has the property that
around any of its point X, one can put a small ball of
center X which is included in the set 2. For example,
let us check that B;(0) is open. Take any X € B;(0),
which means that || X|| < 1. Set now r := % > 0.
Then one observes that B,(X) C B1(0), which means
that we have constructed a small ball of center X and
of radius r which is entirely inside B;(0). The same
construction is valid for any open ball Bg(Y') for any Fig. 3.1. An open set
R >0 and any Y € R"™.

The complementary notion is the notion of a closed set.

Definition 3.3 (Closed set). A subset Q C R™ is closed whenever its complement is
open in R™, which means whenever

R\ Q:={Y eR"|Y ¢ Q}

1S open.

15
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First of all, one easily checks that if n = 1 the usual set (a, b) is open while the set
[a, b] is closed. On the other hand, the set (a, b] is neither open nor closed. Indeed, there
are plenty of sets which are neither open nor closed.

We provide some examples of open or closed sets. You are encourage to show that
these sets are indeed open or closed.

Examples 3.4. (i) The closed ball
B.(X) = {Y eR" | |y - X|| < 1} (32)
15 closed,
(it) The set {(z,0) CR? |z € [0,1]} is closed in R?,
(iii) The box {(z1,...,2,) | z; € [0,1] for j € {1,...,n}} is closed in R™.

In the sequel, our interest in open sets is due to the following heuristic property:
the description of an open set in R™ uses the n variables. In other words, an open subset
of R™ is really n-dimensional, while this is not always the case for arbitrary subsets of
R”, like in the above example (ii).

3.2 Graph and level sets

In the sequel, we shall often use the notation €) for a subset of R", like [ was used for
an interval in the previous chapter.

Definition 3.5. Let  C R™ be open. A map f: Q2 — R is called a (real) function of n
variables. ) is sometimes called the domain of f, and is denoted by Dom(f). The set
f(2) C R is called the range or the image of f.

Examples 3.6.
(1) f:R* = R with f(x,y) = 2% + 32,

(ZZ) f : 81(0) — R with f(l’l, . ,.I'n) = 1_\/;;1”.4_%% = 1_3‘3‘1XH7

(iii) f:R2\ {0} — R with f(z,y) = 52

x2 +y2 .

In the previous chapter, we make a distinction between a curve and a parametric
curve, in the present framework this consists in doing a distinction between a function
and its graph.

Definition 3.7 (Graph of f). Let Q C R"™ be open, and f : Q) — R. The set
{(X, f(X)) eR"™ | X € Q}

is called the graph of f.
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Fig. 3.2. The graph of f(z,y) = sin(2?) - cos(y?), see [2]

Let us emphasize that the graph of f is a subset of R"*! not of R". This notion
of graph of a function corresponds to the one in Calculus I in the case n = 1, namely
{(z, f(z)) C R?*| 2 € Dom(f)}. In the general case, the graph of a function looks like
in Figure 3.2.

We now introduce a rather natural concept which is visible on many maps.

Definition 3.8 (Level sets). Let Q C R™ be open, let f : Q — R, and let k € R. We
set
Ly ={X Q| f(X)=k}

and call this set the k-level set of f.

Note that if Q C R? one speaks sometimes about k-level curve, or if Q C R? about
k-level surface, but these terms might be misleading. Indeed, if f : R? — R is given by
f(z,y) = 3, then Lz = R? which is not a curve, and Ly = ) for any k # 3.

Since Lj is a subset of €2, which is in R”, the k-level sets can sometimes be more
easily visualized than the graph of a function. For example, in Figures 3.3 and 3.4 the
Himmelblau’s function! and its k-level sets are provided. For information, the Himmel-
blau’s function f : R? — R is given by

fla,y) = (@* +y—11)° + (z +y* = 7).
Remark 3.9. The k-level sets are often used, as for example in topographic maps where

the curves represent places of equal elevation. In other fields, they are sometimes called
equipotentials, or isothermal lines, see Figure 3.5.

!The function is named after David Mautner Himmelblau (1924-2011) who introduced it, see [3].
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Fig. 3.3. The Himmelblau’s function, see [3]

Fig. 3.4. Its k-level sets

5%

>

L
S

o
<7
-

R 7 : 3
) e e
7 / f‘ V(/ f’ éP !
WA= 1. R
Equipotential

(c) Isothermal, see [4]

Fig. 3.5. Different k-level sets
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3.3 Limits and continuity

Consider a function f : R?\ {0} — R. What can be
the meaning of limx ¢ f(X) ? Which path converging

to 0 do we consider 7 In fact, one has to consider all of
them. \ ‘//

Definition 3.10 (Limit). Let @ C R™ be open with v ._L) 3

Xo € Q, and let f: Q\{Xo} — R. The function f has
a limit at Xg if there exists a value f(Xo) € R such
that for any € > 0 there exists a § > 0 with

lf(X)— f(Xo)| <e for all X € Bs(X,). Fig. 3.6. Different paths to 0
If f has a limit at Xy we write imx_,x, f(X) = f(Xo).
Based on this definition, the notion of continuity is now quite clear.

Definition 3.11 (Continuity). Let Q C R™ be open with Xy € Q, and let f: Q — R.
The function f is continuous at Xg if limy ., x, f(X) = f(Xo), or more precisely if

Ve >0, 30 >0 such that |f(X)— f(Xo)| <e forall X € Bs(Xy).

It is easily observed that in the special case of dimension 1, namely when n = 1, the
previous two definitions correspond to the ones of Calculus I for limits and continuity
of a function. Indeed, an open ball in dimension 1 is nothing but an open interval.

3.4 Partial derivatives

There are several natural notions of derivative for functions of more than one variable.
We start with the simplest one, which consider the variables separately.

Definition 3.12 (Partial derivatives). Let @ C R"™ be open, and let f : Q@ — R. The
partial derivatives of f at X € Q) are defined by

lim fl@it+e @, xn) = flr, @, 2y)
e—0 c
lim flw, oo +e,.. . ) — f(z1,29,...,2,)
e—0 e

lim flxy, 2o, ..z + ) — f(o1,29, ..., Ty)
e—0 £

whenever these limits exist.
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If the partial derivatives of f at X exist, they are denoted by 0,f(X) for j €
{1,...,n}, or also by ngj(xl, ..., xy,). Let us emphasize that for each partial derivative,
only one variable plays a role, the other variables are just spectators. For example, in
the definition of 0 f, only the variable z; is really important, the other ones play no
role. Note finally that there exist n different partial derivatives of f at X, and that each
0;(f) is a function from € to R.

Examples 3.13. (i) If f : R® — R is defined by f(x1,z2,73) = a3 2573, then

of — Q2 2 of — 9.3 of _ 3,2
3o (@1, 02, w3) = 3aT w3 w3, 55 (21, T2, T3) = 207 W2 w3, and 52-(21, T2, 13) = 77 3.

(ii) If f: R* = R with f(z,y) = sin(zy) + cos(x), then %(m, y) =y cos(zy) — sin(z),

and %(m,y) =z cos(zy).

Let’s take a look at the second example. Since the variables are denoted by (z,y)
and not (x1, z3), the notation for the partial derivatives has to be adapted. Also, since
the second term does not depend on the variable y, this term disappear when the partial
derivative with respect to y is taken.

There is one convenient notation for putting all the partial derivatives in one object,
namely the gradient.

Definition 3.14 (Gradient). Let Q C R™ be open, and suppose that f : Q — R admits
n partial deriwatives at X € ). Then one sets

0L f(X)
O2f (X)
V(X) = . : (3.3)
Onf(X)
o f
‘ . . , , o f
If the partial derivatives of f exist at every X € Q one simply writes Vf = : ,
O f

and observe that Vf : 0 — R™. This function V f is called the gradient of f.

Remark 3.15 (Column and row vectors). With (3.3) it is the first time that a column
vector appears in these notes, so far only row vectors were used. Clearly, row vectors
are simpler for the notations (and take less space), but from now on we shall make a
difference between column vectors and row vectors, and try to be consistent. Note that
for convenience we shall use the transpose, namely

x
T
Yoy, o) = | | (3.4)

Tn
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Once a distinction s made between column and row vectors is made, one has to change
the convention used so far: All vectors which have been written as row vectors
are in fact column vectors. It means that R™ has to be considered as made of column
vectors, and so is the image of a parametric curve in R?. It also means that the scalar
product is taken between two column vectors, and no two row vectors.

The next statement follows directly from the definition of the partial derivatives
and from the linearity of the derivativation process.

Lemma 3.16. Let 2 C R" be open, and suppose that f,g : Q@ — R admit n partial
derivatives at any X € ). Then, for any A € R one has

V(f+ ) =Vf+AVg.
As mentioned above, the partial derivatives do not really consider the n variables

together. In that respect, this notion is too weak, and one has to define a slightly
stronger notion.

3.5 Differentiability

First of all, recall that the natural basis { £;}7_; of R™ has been introduced in Example
1.15. With this notation, the partial derivative can be rewritten:

0, () = lim I X T ) = J1X)

e—0 £

whenever this limit exists. Thus, one slightly more general notion can be defined, as in
the next definition.

Definition 3.17 (Directional derivative). Let Q@ C R™ be open, let f : Q — R, and
consider V€ R™ with ||V|| = 1. For any X €  one sets

Dy f(X) = lim LTV = 5

e—0 £

if this limat exists. If this limit exists, it is called the derivative of f in the direction V
at X, or ssimply directional derivative.

It is clear that the notion above is a generalization of the partial derivatives. In-
deed, if we fix V' = Ej for some j € {1,...}, then Dg,f = 0;f. Also note that the
normalization ||V|| = 1 is not really necessary, some authors do not assume it, but only
assume V' # 0.

Even though the directional derivative is more general than partial derivatives, the
more useful concept for functions of n variables is presented in the next definition.
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Definition 3.18 (Differentiability). Let  C R™ be open, let f: Q — R. The function
f is differentiable at X € Q if f admits n partial derivatives at Xy and if

o 0 = f(Xo) = VI(Xo) - (X — Xo)

= 0. 3.5

If f s differentiable at any X € Q we say that f is differentiable on ).

First of all, let us observe that (3.5) is meaningful. Indeed, if f admits n partial
derivatives, then the gradient is well defined and V f(Xj) corresponds to a column
vector. According to the convention made in Remark 3.15 the vector X — X is also
a column vector, and therefore the scalar product between two column vectors is well
defined. It means that the numerator is indeed a difference of three numbers, and it is
divided by a number. The condition (3.5) is that this ration goes to 0 as X approaches
Xo.

Let us still observe that this condition corresponds to the usual one in Calculus I.
Indeed, let f : I — R be differentiable at x(, with I an interval in R and xy € I. This
means that there exists f'(zo) € R with

lim f(zo+¢) — f(xo)
e—0 £

- f/(xo) = 0.

By multiplying by € and by a trivial observation about the denominator the above
condition is equivalent to

. f(xo+¢) — f(wo) — f'(wo)e

e—0 ‘g|

=0.

Finally, if one consider x approaching xq and set x — xy = € this condition is equivalent

to
i 4(@) = f(wo) = (@) (@ — x0)

e o= zol

=0,

which corresponds to (3.5) in the special case n = 1. It means that (3.5) is a natural
generalization of the usual definition of differentiability in Calculus I, when more than
one variable are involved.

Let us now show that the above notion of differentiability is stronger than the
directional derivative.

Lemma 3.19. Let Q2 C R"™ be open, and let f : Q2 — R be differentiable at X, € €. For
any V € R™ with ||V|| = 1 the directional derivative Dy f(Xy) at Xy exists and satisfies

Dy f(Xo) =V - Vf(Xo). (3.6)

Before providing the proof, let us emphasize that the equality (3.6) might fail if f
is not differentiable, even if f admits directional derivatives in all directions.
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Proof. By the definition of the differentiability, and by setting X := Xy +¢eV fore € R
small enough, one has

f(Xo+eV) — f(Xo) = V[f(Xy) eV

lim =0
e=0 eV

o g P ) ) VI _

<:>1in% f(Xo+eV)— f(Xo) —eV - Vf(Xo) —0
E—r I

<:>£i_r>%f(Xo+5‘;) — f(Xo) VL V(X)) =0

Now, the L.h.s. corresponds to the definition of the directional derivative, which therefore
exists, and it is equal to V' - V f(Xj), as mentioned in the statement. ]

Let us also observe a rather trivial fact: any differentiable function at X is contin-
uous at X;. Indeed one has

F(X) = £(Xo)

_x — x L =S (Xo) = Vf(Xoﬂ ;ff )—(j@ + VI(Xo) - (X = Xo)

_ F(X) = f(Xo) — Vf(Xo) - (X — Xo) X - X,
- _XOH{ 1 = X VI TR }

(X)—f(X0) =V f(X0)(X—Xo)
X=Xl — 0 as X — Xj, and that

ﬁ is of norm 1. When X — X, the factor || X — Xo|| vanishes, which implies that
f(X)—f(Xo)—)OaSX%XO Q
Let us still state one important result of differentiability, but refer to [1, Thm. 2,

p. 68] for its proof.

Then, it is enough to observe that !

Theorem 3.20. Let 2 C R™ be open, and let f : Q — R. Assume that the partial
derivatives of f exist and are continuous on Q. Then f is differentiable on €.

Once the notion of one time differentiable has been defined, it is natural to wonder
about higher order derivatives.

Definition 3.21 (Higher derivatives). Let @ C R™ be open, and let f : Q — R. The
function f is of class C' if its partial derivatives ;f exist and are continuous on Q.
Similarly, the function f is of class C? if its n partial derivatives 0;f are of class C*.
These derivatives are denoted by 0,0;f for j, k € {1,...,n}. Recursively, the function
[ is of class C* for some k € N* if it is of class C*~' and the functions 0;,0;, ...0;,_, f
are of class C1, for ji,j2,7k-1 € {1,...,n}.



24 CHAPTER 3. REAL FUNCTIONS OF SEVERAL VARIABLES

Before moving to the next statement, think about the notation: 9;,0), ...9;, , f for
J1, 92, Jk—1 € {1,...,n} is the only way to speak about all possible k — 1 derivatives for
a function of n variables. Then, there is a natural question, namely does the following
equality holds: 010> f = 0201 f 7 And more generally, does the equality

0;0kf = 0,0, f

holds, for any j,k € {1,...,n} ? In general, the answer is no, and counterexamples
exist.

Exercise 3.22. Study the second derivatives of the function f : R?> — R defined by

:vy(g2—?2/2) if (z,y) # (0,0),
- _ e +y
f(a,y) {O if (x,y) = (0,0).

However, under suitable conditions the answer to the previous question is yes, as
mentioned in the following statement.

Theorem 3.23. Let Q C R™ be open, and let f : Q — R be of class C* for some k € N
with k > 1. Then

05,04y - 05 [ = O0o(j1) 00 (js) - - - O (i) |

where o is any permutation of the k indices.

In simpler terms, the above statement means that if f is of class C* then k deriva-
tives can be taken in an arbitrary order. The proof of this statement is provided (in a
simpler form) in Section VI.1 page 109 of [1]. When n = 1, the second derivative of a
function plays an important role when one studies the local maximum or minimum of
a function. What is the related concept for functions of several variables ?

Definition 3.24 (Hessian matrix). Let Q@ C R™ be open, and let f: 2 — R be of class
C?. The matriz Hy of second derivatives of f is called the Hessian matrix and is given

by

01O f OO f ... OnOLf
010of OwDof ... 0,0

Hyom 1:2f 2:2f ) :2f ’ (3.7)
O] OoOnf ... OnOnf

or with a shorter notation: (Hf)jk = 0,0, f.

Note that since f is of class C?, it follows from Theorem 3.23 that 00, f = 9,0k f,
which implies that the Hessian matrix is symmetric. For simplicity, we often write 0]2 f
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3.6 Taylor expansion

Before studying the meaning of Taylor expansion for functions of several variables, let
us come back to the one dimensional case. In Calculus I one has learned that for a
sufficiently differentiable function f : I — R one has

f(z+h) )+ Z f J) ﬁfwﬂ)(x + S)hN—i—l (3.8)

for some s € (0, h). Here we have assumed that x and x + h belong to the open interval
I, and used the notation fU) for the j* derivative of f. What is now the corresponding
formula for f : 2 — R ? The main idea in the forthcoming construction is to come back
to formula (3.8).

Let €2 C R™ be an open set, and let f :
Q — R be of class CV*! for some N € N. Let
X € Q and consider H € R" with H # 0 such

that for any ¢ € [0, 1] the point X +¢H belong IL

to €. Note that such H always exists since €2

is open and since around any X € () we can . w + b H
construct a small ball entirely included in €.

We shall now study the function tel[o,1 ]

g:[0,1]5t—g(t) = f(X+tH) eR.

The main point with this function is that it
is a function of one variable, defined on the
interval [0, 1] and taking values in R. It means
that the Taylor expansion recalled in (3.8) applies to the function g. If we formally copy
and paste the expansion, and then set x =0 and h = 1, we get

1
Z (0 (N+1)
)+ |g ’ RS AN

Fig. 3.7. Path between X and X + H

for some s € (0,1), or equwalently

1 dIf(X + tH)
j' dt]

1 dVTUf(X +tH)
(N+ 1)l dtvH 1=

f<X+H)=f(X>+Z

(3.9)

dI f(X+tH) We

for some s € (0, 1). However, it remains to compute explicitly the terms ==

provide the necessary information in a slightly more general lemma.

Lemma 3.25 (Chain rule). Let  C R™ be an open set, and let I be an open interval of
R. Let f: Q — R be a differentiable function, and let ¢ : I — €2 be a parametric curve
which is also differentiable. Then the composed map f oy : I — R is differentiable and

one has
Feo) = LD 9oy - o). (3.10)
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Before giving the proof, let us just observe that the scalar product is taking place
between two column vectors, as it should be. For this, we recall the convention taken
in Remark 3.15, and in particular that the image of any parametric curve corresponds
to column vectors.

Proof. Let us first observe that the condition of differentiability provided in (3.5) can
be rewritten equivalently in the following form

JX+H) = [(X)=Vf(X)-H = |[|H|q(H)

for some ¢ : R” — R with ¢(H) — 0 as H — 0. With this notation and by setting
X :=¢(t) and : H = p(t+ h) — p(t) one has

F(e®)" = lim fle(t+h) = fe())

h—0 h
o SO H) = F(X)
=0 h
o V) H || H]lg(H)
h—0 h

since limy,_o &8¢0 — /(t) and since H — 0 as h — 0. Note that

i et +h) = o))

_ /
Jim A = =]l ®)]

but that this sign does not play any role since this factor is multiplied by ¢(H) which
vanishes as H goes to 0. [

Let now come back to the initial Taylor expansion, and state the result precisely.

Theorem 3.26. Let Q C R™ be an open set, and let f : Q — R be of class CN* for
some N € N. Let H € R" such that X +tH € for any t € [0,1]. Then one has

N

fX+H) = F(X)+) S [(H-VYf](X) +

j : ) [(H - V)N FI(X +sH) (3.11)

(N+1

=1
for some s € (0,1).

Let us explain the meaning of the notation (H - V) f. For j = 1 and if H =
!(hy, ..., hy) one has

H-Vf=>Y hi;f
j=1
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which is again a function from €2 to R. It means that we can again take the gradient of
this function and consider V(H -Vf ), which is nothing but the gradient of the function
H -V f:Q — R. Then, the expression

(H-V)’f=H-V(H-Vf)
is again well defined and is a function from €2 to R. The construction can continue, and
provides a meaning to (H - V)’ f for any j.
Proof of Theorem 3.26. The proof consists simply in defining the parametric curve
0:[0,1] 3t p(t) =X+tH €Q

and to compute the different terms in (3.9). Clearly, by the previous lemma one has

df(X +tH)  df(e(t))
dt dt
= Vf(p@)-#'1)
=Vf(X+tH)-H
=H -Vf(X+tH).

Similarly, by applying several times the same lemma one also gets

df(X +tH)

g = [(H- V) f](X +tH).

Then, the statement is obtained either by evaluating these terms at ¢ = 0, namely
%ﬁﬂm‘t:o = [(H - V)/f](X) or by evaluating the last term at ¢ = s for some

s€(0,1). O

As a final observation for this section, let us rewrite the first few terms of this
expansion in a slightly different form. Consider first the term corresponding to j = 2
and for H ='(hy, ..., h,), namely

(- V2 f)(x) = |- V) ( Xn: hs0f )] (X)
= i hk8k<i n0if) | (X)

= | 3 Gihudions | (X)

Gk=1

— "HH(X)H

with H; the Hessian matrix defined in (3.7). Note that "HH (X )H can be understood
as the product of three matrices: 'H € My, (R), H;(X) € M,,(R) and H € M,;(R).
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Here we have used the notation M,,,(R) for any m X n matrix with entries in R. With
this notation, then the first few terms of the Taylor expansion (3.11) can be rewritten
as

fX+H)=f(X)+H -Vf(X)+2HH;(X)H+.... (3.12)

This notation will be useful in the next section, when local minimum and local maximum
are studied.

3.7 Maximum and minimum

Let us start by recalling some known facts from Calculus I. We consider a function
f I — R. For this function, x € I is a local maximum if there exists ¢ > 0 with
f(z) > f(y) for any y € (x — e,x 4+ ¢) N I, while x is a local minimum if there exists
e > 0 with f(z) < f(y) for any y € (z —e,2 + &) N I. In addition, if I is open, and
the function f is differentiable on I, then the set of critical points of f is given by
{z € I| f/(x) = 0}. In this framework, it has been proved in Calculus I that a local
maximum or a local minimum belongs to the set of critical points. However, let us also
recall that not all critical points are local maximum or local minimum. For example, if
f(x) = 2*, the point 0 is a critical point, but not a local extremum.

It is now natural to wonder what is the corresponding situation for f : {2 — R when
() is an open subset of R™ 7

Definition 3.27. Let Q2 be a subset of R, and let f : Q — R. A point X € € is a local
maximum for f if there exists r > 0 such that f(X) > f(Y) for any Y € B.(X) N,
while X € Q is a local minimum for f if there exists r > 0 such that f(X) < f(Y) for
any Y € B,(X)NKQ.

Observe that in the previous definition, no condition is imposed on 2, and no
condition of continuity or differentiability is imposed on f. An illustration of these
extrema is provided in Figure 3.8. On the other hand, the notion of critical points
require that €2 is open (in order to take the derivatives) and that f is differentiable.

Definition 3.28 (Critical points). Let @ C R™ be an open set, and let f : Q — R be
of differentiable function. A point X € ) is a critical point for f if Vf(X) = 0, which
means that 0;f(X) =0 for all j € {1,...,n}.

We stress that the condition holds if all partial derivatives of f at X are equal
to 0. It is not sufficient that some of them are 0. The statement similar to the one
dimensional case now reads:

Lemma 3.29. Let Q0 C R" be an open set, and let f : Q@ — R be of differentiable
function. If X € Q is a local extremum, then X is a critical point.

Proof. We suppose that X is a local maximum, the proof for a local minimum being
similar. Consider r > 0 such that B,(X) C €2, which is always possible since € is open.
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Saddle point
Local maxima §

Tv—r—p—n—r-rry—,_,_l,_rT
3

. \\ o
Local minima

(@) ()

Fig. 3.8. Various critical points, see [5]

Choose j € {1,...,n} and consider the function ¢; : (—r,r) 3t — X +tE; € Q. Then

the maps
fopj:(=rr)at— f(X+tE;) eR

are differentiable and have a local maximum at ¢t = 0. By what has been recalled for a

function of 1 variable, one infers that W| .—o = 0. By the chain rule presented in

Lemma 3.25, one infers that

df (gs(0)

dt ‘t:o:Ej'Vf(X):ajf(X).

0

Since this equality holds for any j € {1,...,n}, one deduces that Vf(X) = 0, as
stated. O]

The above statement gives some information about the local maximum or minimum
which is inside ). A situation similar to the one already seen in Calculus I can also
take place: If €2 is not open, then local maxima or minima can appear on the boundary
of €2, and these points are not necessarily critical points. The study of these points can
only be done on a case-by-case basis. We shall mention this situation again at the end
of this section.

Let us come back to the one dimensional case f : I — R which is twice differentiable
on the open interval I. Once the critical points are listed, their nature can be studied
by looking at the second derivative of f. Indeed, it is known that if x € I is a local
minimum if f”(z) > 0, while z is a local maximum if f”(z) < 0. This property can
easily be inferred by looking at the Taylor expansion provided in 3.8, namely

flx+h)=f(z)+ f(@)h+ 3" (2)h* + ... (3.13)
= f(z+h)— f(z) =3f"(=)h* + ... '

since f'(x) = 0 (x is supposed to be a critical point). Clearly, f(xz + h) is bigger than
f(z) if f"(z) > 0, which means that f takes locally the smallest value at z.
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Remark 3.30. Let us take this opportunity to introduce one more concept. The notation
“..7 at the end of the previous argument is not really precise. One can do better by
using for any k > 0 the notation O(|h|*) and o(|h|*). A function f belongs to O(|h|*)
near 0 if ﬁ]f(h)\ < ¢ for all h near 0 and a fized constant ¢ < oo, while f € o(|h|¥)
if limy, g ‘hﬁf(h) = 0. With this notation, if the function f in (3.8) is of class CN*1,
then the remainder term belongs to O(|h|NTY). Similarly, if f is of class C? in (3.13)
then “..” could be replaced by O(|h?).

Let us now come to the n-dimensional case. We consider f : 2 — R with {2 an open
subset of R™ and f of class C3. Starting from the expression provided in (3.12), and by
assuming that X € Q) is a critical point for f one gets

F(X + H) = f(X)+ H-Vf(X) + ¥ HH,(X)H + O(| H|]Y)
= (X + H) — f(X) = ¥ HH,(X)H + O(|H]). (3.14)

The term 3*HH ;(X)H is called quadratic term at the critical point, and the nature of
the critical point X will depend on the sign that this quadratic term can take. We shall
now have a look at this trough a few examples.

Examples 3.31. In these examples, we always assume that X € € is a critical point
for a function f : Q) — R with Q) an open subset of R™.

10

(1) Forn =2 and Hs(X) = (0 5

), and if we set H = (Zl) then one has
2

CHH(X)H = (b hy) ((1) g) (Z;) — 12 4 212

with h? + 2h3 > 0 whenever (Zl # 8 = 0. It then follows from (3.14) that
2

f(X+H)— f(X)>0 for any H # 0 with ||H|| small enough. Thus X is a local

minimum in this case.

-1 0 0 hy
(i) Forn =3 and Hy(X)=| 0 —2 0 |, if we set H= | hy | then one has
0o 0 -3 hs

-1 0 0 hy
"HH;(X)H = (hi ho hs) | 0 =2 0 hy | = —hi — 2h3 — 3h;3
0 0 -3/ \hs

ha
with —h3 — 2h% — 3h% < 0 whenever | hy | # 0. It then follows from (3.14) that
hs
f(X+H)— f(X) <0 for any H # 0 with ||H|| small enough. Thus X is a local
mazimum in this case.
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1

(1ii) Forn =2 and H;(X) = (0

Ol) , and if we set H = (Zl> then one has
- 2

1 0 hqy
In this case, the term "HH;(X)H can take positive values, as for example for

H = or negative values, as for example for H = g for any € # 0.

€

)
It means that f(X + H) — f(X) can be positive or negative, depending on H.
In this case, we say that X is a saddle point or ¢ mountain pass point. Indeed,
starting from X the function f increases in some direction, and decreases in other

directions, see Figure 3.8.

Based on these examples, what can be said in the general case 7
First of all, a result usually proved in Linear algebra has be recalled. Note that
M, (R) denotes the set of n X n matrices with entries in R.

Theorem 3.32. For any symmetric matric A € M,(R) there exists an orthogonal
matriz B € M, (R) such that

A 00 .00
0 X O ... O

BABI =10 0 X3 ... O (3.15)
0 0 0 ... A\,

with A\; € R the eigenvalues of the matriz A, and B' the transpose of B.

Based on this result, the general situation of a critical point can be studied. We
recall that for a function of class C? the Hessian matrix M is a symmetric matrix. This
fact means that the above theorem can be applied to H;(X).

Theorem 3.33. Let Q C R" be open, and let f: Q — R be of class C?. Let X € Q be
a critical point of f. The following situations can take place:

(1) If all eigenvalues of Hs(X) are strictly positive, then X is a local minimum,
(i) If all eigenvalues of Hy(X) are strictly negative, then X is a local mazimum,

1) If some eigenvalues of H(X) are strictly negative, and the remaining ones are
g f Yy neg g
strictly positive, then X is a saddle point (mountain pass point),

(v) If H(X) admits some O eigenvalues, futher ananlysis is necessary.

The first three situations have already been illustrated in the examples above. For
the last case, this situation already appears for function of 1 variable. For example, the
function f : x — 2* has a local minimum at 0, even if f'(z) = f”(0) = 0, while the
function ¢ : z + x? also satisfies ¢’(0) = ¢”(0) = 0 but possesses a saddle point at 0.
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Idea of the proof. Set A := H;(X) and call D the diagonal matrix mentioned in (3.15).
Observe then that

M 00 0
0 A 0 ... 0
'HAH = 'HB'DBH = Y(BH)D(BH) =4BH) | 0 0 As ... 0 | (BH).
0 0 0 An

Since |[BH|| — 0 as ||[H| — 0, the analysis performed in Examples 3.31 with the
diagonal matrices can be mimicked, and one gets the statement. O

Let us end this section with an additional analogy with functions of 1 variable.
Recall that if f : [a,b] — R is differentiable on (a,b) and continuous on [a, b], then its
exterma can be taken at some x € (a,b) when f'(z) = 0, or at a or at b. What happens
in n dimensions 7

Let us first introduce the boundary of a subset 2 C R™. We say that X € R" belongs
to the boundary 99 of Q if for any r > 0, B,.(X)NQ # § and B.(X) N (R™\ Q) # (.
In other words, any ball centered at a point of the boundary of {2 has a non-empty
intersection with 2 and with the complement of €. Note that a set €2 is closed precisely
when 09 C Q while Q is an open set precisely when 0Q N Q = (). Furthermore, the
interior of €2 is defined by {X € Q | B,(X) C § for some r > 0} and is often denoted
by €°. Clearly, the equality 92 N Q° = () always holds.

Consider now f : 2 — R with no special condition on 2. Then the extrema of f
are located either at some critical points X € €° or on the boundary 0€2 N ). Here, we
take the intersection with {2 since the function f is only defined on 2 and might not
be defined at all points of 9€). Depending on the situation, the study of the extrema on
0N might then be rather complicated, and one might have to look at the boundary
of this set, and then the boundary of the boundary of this set... On concrete examples,
the situation is usually simpler, as for example in the following exercise.

Exercise 3.34. Study the extrema of the function f: Q — R defined for Q = [—1,1] x
[—1,1] by f(z,y) = 2* + y* — 20 — 2y + 2.

3.8 Lagrange multipliers

Let us introduce one more concept related to local extrema: an extremum under a
constraint given by an equality. The approach is based on the so-called Lagrange mul-
tipliers, a method which has been extensively developed and which is often used in
optimization problems. Here we present the simplest situation.

The problem we consider is expressed in terms of two functions f and g. The
function f corresponds to a constraint, while the function g is related to the extremum
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we look for. Let f : R — R be a differentiable function and consider its k-level set,
namely

Ly = {X eR"| f(X) = k:}
In this framework, the following result can be proved:

Exercise 3.35. Let f : R® — R be a differentiable function and let X € R"™ such that
[VII(X) # 0. Let k € R be given by k := f(X), and suppose that the k-level set can
be considered (at least locally around X ) as a surface of dimension n — 1 in R™. Show
that [V f](X) is perpendicular to the surface Ly. For that purpose, we can consider any
differentiable parametric curve ¢ : (—1,1) — Ly with ¢(0) = X and show that [V f](X)
is perpendicular to it at the point X. More precisely, show that [V f](x) - ¢/'(0) = 0.

From now on, we consider the O-level set of f, but of course the argument is similar
for any k-level set. Let us consider a differentiable function g : R® — R. Our aim is to
look for a point Xy,.x € Lo such that g(Xpax) > g(X) for any X € L. Clearly, looking
for a local maximum of ¢ in R™ is not relevant in this context, because X, is usually
not a critical point of g without the constraint provided by f. For this reason, it is
natural to call this problem an extremum under a constraint.

Suppose that Lg is not reduced to a point (in which case the problem is trivial),
and let ¢ : (—1,1) — Lg be a differentiable parametric curve satisfying ¢(0) = Xyax.
By looking at the function

(=1,1) >t~ g(gp(t)) eR

one observes that this function has local maximum at ¢ = 0. Since this function is
differentiable, one gets

%g(w(t))

t=0 =0+ [Vg] (Xmax) . 90/(0> =0

which means that [V¢](Xmax) is perpendicular to any vector tangent to the surface Ly
at Xax. But this condition is the same as the one already observed for V f in the above
exercise. By putting the two information together one gets:

Theorem 3.36 (Lagrange multiplier). Let f : R™ — R be differentiable and let
So:={X eR"| f(X) =0 and [Vf](X) # 0} C Lo.

Let g : R" — R be differentiable, and assume that there exists Xnax € So such that
9(Xmax) > 9(X) for any X € Ly. Then there ezists A € R such that

[Vl (Xmax) = AV F1(Ximax)- (3.16)

The constant A is called the Lagrange multiplier. Our interest in this theorem is
that the condition (3.16) is often easy to check, and that it provides the candidates for
the points X,,., we are looking for.
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Let us look at one example: We consider the following problem. Consider the func-
tion g : R? — R given by g(z,y) = x +y. What is the maximum value of g on the unit
circle ? This constraint can be encoded with the following function f : R? — R given
by f(z,y) = 2% + y? — 1. Indeed, the unit circle corresponds to the 0-level set of the
function f. Then, the problem consists in looking for (z,y) € R? satisfying

[Val(z,y) = AV fl(z,y) <= G) = A (%) — {A 70 L (3.17)

Note that the value of X is not important, but we infer from the equality x = y that

0= f(z,z) = 22® — 1, which means that x = :|:‘/7§. Since we look for a maximum of g,

the only solution is X, = (‘/75, “/75)



Chapter 4

Functions from R” to R?

4.1 Interlude

So far, we have considered the norm in R™ provided by the formula

We can also consider other expressions, for example:
n
Xl 5= ] + o] + -+ [aa] = D Jay,
j=1

or
X = |
X0 jhax ||

.....

It is easy to check that these two alternative expressions also define norms. Namely,
they satisfy the three conditions for any norm ||| ||| :

(i) [||X]]] > 0 for any X € R™, and ||| X||| = 0 if and only if X = 0,
(i) [[[AX]]] = |AIIX]]|, for any A € R and X € R",
(i) JI[X + Y < [[XIF+[IY ], for any X, Y € R™.

The relations between these three norms is provided in the following statement,
which can be proved as an exercise.

Lemma 4.1. For any X € R™ one has
1Xl2 < VRl Xl < VX[l < nl[ X2

35
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Whenever two norms || - || and ||| - ||| satisfy ¢||X]|| < ||X]|| < d||X|| for some
constants ¢, d > 0 and all X € R"” we say that these two norms are equivalent. Note
that the inequalities 3 [|| X||| < || X|] < 1[||X|| also hold. As a consequence of the previous
lemma, it follows that the three norms || - ||2, || - [[1, and || - ||« are equivalent. In fact,
this observation is a special instance of a deeper result.

Theorem 4.2. All norms on R™ are equivalent.

A proof of this statement can be found in many textbooks or over internet. Note
that in the sequel we shall continue using the notation || - || for the usual Euclidean
norm || - ||z

4.2 Limits and continuity
From now on we consider 2 C R™ an open subset, and a function f : 2 — R?. Note that

n and d can be different, or the same integers. €2 is sometimes called the domain of f, and
is denoted by Dom(f). The set f(2) C R? is again called the range or the image of f.

S(Xn
. f(X)2 .
Since for any X € €2 one has f(X) = . € R* we set f;(X) := f(X); € R, and
f(X)a
N1
thus get a collection of d functions { f; ;l:l with f; : @ — R and satisfying f = jj2
Ja

The d functions f; are called the components of f, and, as functions from €2 to R, they
have already been studied in the previous chapter. This means that several notions can
be mimicked from Chapter 3.

Definition 4.3 (Limit). Let Q C R be open with Xo € Q, and let f: Q\ {Xo} — R9.
The function f has a limit at X, if there exists f(Xo) € RY such that for any e > 0
there exists a 6 > 0 with

[F(X) = f(Xo)l <& for all X € Bs(Xo).
If f has a limit at Xo we write limx_,x, f(X) = f(Xo).

We can now easily relate this notion with a similar property for each component of

f.

Lemma 4.4. In the setting of the previous definition, f has a limit at Xo if and only
if each component f; : Q\ {Xo} — R has a limit at X,.
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The proof is left as an exercise, but let us mention that the following two inequalities
(based on the equivalence of the norms seen in the previous section) can be used:

5(X) = fi(Xo)| < [F(X) = f(Xo)lloe < VA F(X) = F(Xo)II

and

1£(X) = F(Xo)l < VA F(X) = f(Xo)|oo-

Based on the previous definition, the notion of continuity is now quite clear.

Definition 4.5 (Continuity). Let Q C R be open with Xy € Q, and let f : Q — R4,
The function f is continuous at X if limy_,x, f(X) = f(Xo), or more precisely if

Ve >0, 30 >0 such that ||f(X)— f(Xo)|| <e forall X € Bs(X)).
By using Lemma 4.4, one easily infers the following result:

Lemma 4.6. Let Q C R" be open with Xy € Q, and let f : Q — R, The function f is
continuous at Xy if and only if each component function f; : @ — R is continuous at
Xp.

4.3 Differentiability

For an open set 2 C R", let us recall that a function f : 2 — R is differentiable at

X eQif
JX+H) - f(X)-VfX)-H
X

with g(H) — 0 as H — 0. Note that this condition can be rewritten as

=g(H).

X+ H) = f(X)+" (VX)) H + || H|lg(H)

with g(H) — 0 as H — 0. The term '(V f(X)) can be seen as a matrix M, (R), which
means that the expression t(V f(X ))H can be understood as a linear map applied to
H. The same idea will be used to define the notion of differentiability for a function
from Q to R

Definition 4.7 (Differentiability and Jacobian matrix). Let  C R™ be open, and
let f:Q — R The function f is differentiable at X € Q if there exists a matric
Jr(X) € Mgn(R) such that

fX+H) = f(X)+ T (X)H + || H|[g(H) (4.1)

for some g : R" — R with g(H) — 0 as H — 0. The matriz J;(X) is called the
Jacobian matrix of f at X.
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Note that the notation Dy(X) is also often used for the Jacobian matrix. We also
emphasize that the 0 in the expressions g(H) — 0 and H — 0 are not the same: the
first one is 0 € R? while the second one is 0 € R". Since this ambiguity should not lead
to any confusion, we shall keep the same notation for these two 0.

Remark 4.8. According to the definition of a derivative in Calculus I and to the defi-
nition of differentiability of the previous chapter, the following equalities hold:

Forn=d=1: Ji(z) = f'(x), withzeR,
Ford=1: Jy(X)="Vf(X)) = (0. f(X) 0:f(X) ... 0.f(X)), with X €R".

In general situation, one has:

Lemma 4.9. Let Q C R™ be open, and let f : Q — R? be differentiable at X € €.
Then the components of f admit partial derivatives, and for any j € {1,...,n} the

9 f1(X)
0; fo(X)

jM-column of J¢(X) is given by
9;fa(X)
Proof. Consider H = hEJ; with E; be one vector of the canonical basis of R" and h € R.
Then, (4.1) reduces to
F(X +hEj) = f(X) + hTp(X)E; + |h|g(hE}))
= f(X) +h(Tp(X))" + [hlg(hE;)

with (jf(X ))J be the j™-column of J;(X). By rewriting this equality in a different
form, one gets

f(X +hE)) - [(X)
h

= (JF(X))’ +sgn(h)g(hE;)

with sgn(h) be the sign of h. Let us emphasize that the above equality in fact corre-
sponds to d equalities. It can be rewritten for any k € {1,...,d} as

fe(X +hE;) — fi(X)
h

— (jf(X))kj + sgn(h)gr(hE;)

with (jf(X))kj be the entry at row k and column j of the matrix J;(X). Since
gx(hE;) — 0 as h — 0, one infers that each component function f;, admit n par-
tial derivatives, and that 9;fi(X) = (Jp(X ))kj By collecting these expressions in a
vector, one obtains the statement of the lemma. O
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If we summarize our findings, one gets that if f :  — R? is differentiable at X,
then all partial derivatives of the components f; of f exist at X, and the Jacobian
matrix is given by

glfl(i) %ﬁ(f{) gnfl(i)
Ty (X) = lfi( ) 2f25( ) ”fzs( ) (4.2)
O fa(X) Oofa(X) ... Onfa(X)

which is a d X n matrix with entries in R. Let us emphasize that in general this matrix
is not a square matrix. In the special case n = d this matrix becomes a square matrix,
but it is not a symmetric matrix in general. Let us also mention that this matrix is
also denoted by f’(X), since it represents the derivative of f at X. In other words, the
derivative of a function from R™ to R?, once evaluated at one point X, is an element of
Mg (R).

Let us introduce one more object which will be very useful later on, namely the
determinant of the Jacobian matrix, whenever it is defined.

Definition 4.10. If n = d and whenever the Jacobian matriz Jr(X) € M,(R) is
defined at X, we write | Jp(X)| or det(J¢(X)) for the determinant of this matriz.

Let us illustrate the above construction with one example. In the sequel, we shall
often use the notation T for R/27Z. By this, we mean the set of numbers modulo 2.
The advantage of this notation, compared to [0, 27), is that the sum of any elements ¢,
and 6y of T still belongs to T, while if we take 6;,05 € [0,27), their sum is not always
in [0, 27) if we don’t specify that we perform the addition modulo 2x. It is also useful
to observe that T is an open set. ©

Example 4.11 (Polar coordinates). Consider
¢ :(0,00) x T 3 (r,0) — ¢(r,0) = (rcos(d),rsin(d)) € R*.

We can observe that the image of this function is not equal to R? but to R*\ {0},
which is an open set. For the function ¢ its component are ¢1(r,0) = rcos(0) and
Go(r,0) = rsin(0). If one computes the Jacobian matriz, one finds

%1 (r,0) 21(r,0) cos(f) —rsin(6)
_ r ’ 0 ? _
To(r,0) = <%(7’, 0) S2(r, 6)) N (sin(@) 7 cos(f) ) ’
and for the Jabodian determinant:
| T (r, 0)] = r(cos?(0) + sin*(0)) =r. (4.3)
Let us finally state a useful and quite natural result. Its slightly technical proof is
provided in [1, Thm. 2, p. 212].

Theorem 4.12. Let Q) C R™ be open, and let f : Q — R, with component functions f; :
Q=R forje{l,...,d}. If all f; are differentiable at X € Q, then f is differentiable
at X, and the equality (4.2) holds. In particular, if each f; is of class C*, then f is
differentiable and (4.2) holds.
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4.4 Chain rule

In Lemma 3.25, when discussing reparametrization of parametric curves, we already
introduced the concept of chain rule in a more general setting compared to Calculus 1.
Let us now introduce it in the general framework of functions from R” to R¢.

————

N

mm
X(.n.)

Fig. 4.1. Composition of two functions

Let  C R" be open, and consider f : Q — RY be differentiable. Let also A C R¢
be open with f(Q) C A, and consider g : A — R™ be differentiable. In this framework,
what can be said about the composed function go f : @ — R™ (see Figure 4.1)7 The
following statement answers this question. Its proof is similar to the one of Lemma 3.25

but slightly more complicated because of the number of variables involved. We refer to
[1, Thm.3 p. 216] for the proof.

Theorem 4.13. In the above setting the composed map go f : 2 — R™ is differentiable,
with deriwative at X € )

Tgoy(X) = Ty (F(X)) Tr(X). (4.4)

Let us emphasize that the r.h.s. of (4.4) corresponds to a product of matrices.
Indeed, J;(X) belongs to My, (R), while J,(Y") belongs to M,,4(R) for any ¥ € A. As a
result, the product of these matrices belongs to M,,,(R) as it should be, since Jyor(X)
is also a M, (R) matrix.

Clearly, the above statement contains the simple chain rule of Calculus I, but also
the one provided for reparametrization of parametric curves. To observe this, it is
sufficient to take Remark 4.8 and the following equalities into account:

VI(p(1) - ¢'(0) = (V) )¢ (1) = Tr(9() To(0).
Let us finally look at one example, and compute the derivative by two methods.

Example 4.14. Consider again

¢ :(0,00) x T 3 (r,0) — &(r,0) = (rcos(d),rsin(d)) € R?
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and let g : R? = R given by g(x,y) = zy>. If one computes separately the two Jacobian
matrices, one has (see also Example 4.11)

cos(f) —rsin(6)
0

7000 = (Gnty) o)) and Fyfea) =7 220

which leads to Jy(¢(r,0)) = (r*sin*(0) 2r?cos(0)sin(f)). Thus by the chain rule one
gets:

Tgos(r,0) = (r?sin®(0)  2r* cos(0) sin(0)) (Si:((gg ;Zzlslzg))

= (7’2 sin?(#) cos(#) + 2r? cos(#) sin?(0)  — r*sin®() + 2r° cos*(0) sin(@))
(

(37’2 sin®(6) cos(0)  1*(2cos®(0) sin(f) — sin3(9))>.

Note that the same result can be obtained by a direct computation. Indeed, one has
g(¢(r,0)) = r?cos(9) sin*(0), and the Jacobian matriz for the function (r,6) — r® cos(f) sin®(6)
is

(d (r® cos(0) sin*(#))  d (r® cos() sin*(0)) )
dr do

= (37“2 sin®(6) cos(6)  7*(2 cos®(0) sin(f) — sing(e))),

as before.

4.5 Invertibility

Let us consider an open interval I C R. We recall that if f : I — R is strictly increasing
on I, then it is invertible on its image J := f ((a, b)), which means that there exists
7t J — I with f7'o f(z) =z for any z € I and fo f~1(y) = y for any y € J.
The same observation holds if f is strictly decreasing. In addition, if f is differentiable,
note that the condition of strictly increasing or strictly decreasing corresponds to a
derivative never equals to 0.

Now what is the analogue of this situation for functions of n variables taking values
in R?? Clearly, the notion of strictly increasing or strictly decreasing does not mean
anything in this general framework.

Definition 4.15 (Invertibility). Let Q@ C R™ be open, and let f : Q@ — R". We set
A CR™ for the image of Q by f, namely A := f(Q). The function f is invertible on A
if A is open and if there exists f~': A — Q with f~' o f(X) = X for any X € Q and
fof7YY)=Y foranyY € A.

Let us stress that we have considered a function from 2 C R" to R", and not to
R? with arbitrary d. This more general situation could also be considered, and is useful
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sometimes, but we shall stick to the above framework. As an example with different n
and d, we can define f : R*> — R® with f(z,y) = (z,%,0) for any (z,y) € R Note
however that the image of f is not open in R?®, which means that the condition about
openness should be dropped.

Examples 4.16. (i) Let D € R™ be a fized vector, and consider f : R" — R" the
translation by D defined by f(X) = X+ D for any X € R"™. Clearly, this function
is invertible with = : R™ — R"™ given by f~1(Y)=Y — D.

(11) Let C,D € R™ be fized vectors, and let A € M,(R) be a given n X n invertible
matriz. Then the map f: R™ — R™ given by f(X) = A(X—C)+D is an invertible
map, with its inverse f~' : R™ — R™ given by f~(Y) =AY — D)+ C.

(111) Consider f defined by
f:(0,00) x (0,7/2) 5 (r,0) — (rcos(h), rsin(h)) € R

Clearly, the range of f is A := {(z,y) € R? |z > 0,y > 0}, and for any (z,y) € A
one can define [~ (z,y) = (\/3172 + y?, arccos (z//22 + y2)), and check that f=!

is indeed an inverse for f on A.

So far so good, but let us consider the function f : R? — R? defined by f(z,y) =
(sin(z),sin(y)). The range of f is the subset [—1,1] x [—1,1] of R? and this function
is clearly not invertible on this set. However, if we restrict f to a small open set ()
around 0, then this restriction might define a new function which is invertible on its
image. This means that the notion of invertibility introduced so far is too global, a local
version is necessary. The concept of local is going to be more and more important in
the sequel.

Definition 4.17 (Local invertibility). Let Q@ C R™ be open, let f : Q@ — R", and
let Xo € Q. The function f is invertible around f(Xo) € f(Q) if there exists € > 0
such that f is invertible on f(B.(Xo)), i.e. f(B.(Xo)) is an open set in R™ and there
exists ' ¢ f(B:(Xo)) = Bo(Xo) such that f~' o f(X) = X for all X € B.(Xo) and
fof(Y)=Y foranyY € f(B.(Xo)).

We can now state an important technical result, and sketch its proof.

Theorem 4.18. Let Q C R” be open, let f: Q — R™ be of class C*, and let X, € Q.
Then the function f is invertible around f(Xo) € f(Q) if its Jacobian matriz Jr(Xo)
at Xy s tnvertible.

Note that since f : Q@ — R", its Jacobian matrix J;(Xy) is a square matrix, and
therefore the notion of invertibility is well defined. In addition, this matrix is invertible
if and only if its determinant is not 0.
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Sketch of the proof. By the differentiability of f there exists a function g : R" — R"
with g(H) — 0 as H — 0 such that

(X)) = f(Xo) = Tp(Xo)(X — Xo) = [|[X — Xo|| g(X — Xo).
If we set A := J¢(Xy) this can be rewritten as
J(X) = A(X = Xo) + f(Xo) + o(X — Xo) (4.5)

with o(X — Xj) denoting a function from R™ to R" satisfying MO(X —Xo) —> 0 as
X — Xp. Thus, modulo this small remainder term, the equality (4.5) is similar to the
example (ii) in Examples 4.16, with an invertible matrix A, and two fixed vectors X, and
f(Xo). Thus, we can use the fact that the function given by f(X) = A(X — Xo)+ f(Xo)
is invertible. The precise proof consists in showing that the remainder term o(X — X))
does not destroy this picture, if X is close enough to X,. We leave this for a very
motivated reader. O]

Remark that in the special case n = 1, the condition of invertibility of J¢(Xo)
corresponds to the condition Jy(Xo) = f'(Xo) # 0. Thus, this condition means that f
is either strictly increasing or is strictly decreasing in a neighbourhood of Xj.

Let us make another important observation. Suppose that f is of class C! and
invertible around f(Xp). Let id : R™ — R™ denote the identity function, namely id(X) =
X. Then, from the idendity f~' o f(X) = X = id(X), valid for any X close to X;, one
can take the derivative on both sides of the equality, use the chain rule, and obtain

T (f(XO)) Tt (Xo) = Ly,

with 1,,, the n x n identity matrix. Thus, by multiplying by (J f(XO))_l, which exists
by our assumption, and by setting Y := f(Xj) one obtains

T (¥) = (7 (5710))

In Calculus I, this equality corresponds to the derivative of the inverse function. Now,
the derivative of the inverse of a function of several variables evaluated at Y also exists,
but it is a matrix and this matrix is given by the inverse of the Jacobian matrix of f
at f~1(Y). Be aware that the operation here is the inverse of a matrix, it is not 1 over
a matrix, which is something that does not exist.

4.6 Implicit function theorem Finctn

Theorem

Let us first consider a function f : R? — R and consider the set

Lo = {(z,y) € R?| f(x,y) =0}

Clearly, this set corresponds to the 0-level set, as introduced in Section 3.2. In general,
this set describes a curve in R?, but degenerated cases can also exist, for which this set
is empty, or it includes some larger sets in R?. A few examples are here:
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Examples 4.19. We consider examples of functions f : R? — R.
(i) If f(z,y) = sin(z) cos(y), then Lg is represented by a square lattice in R?,

(z,9)

(ii) If f(x,y)
(z,y) =
(

22 + 32, then Ly corresponds to just one point, the origin 0,

(111) If f(x,y) = e™, then Lg is the empty set,

(i) If f(x,y) = ||z]||+||y]|, then Ly corresponds to the set [0,1) x [0,1) in R%. Here,
|| denotes the floor function and gives the greatest integer less than or equal to
x?

(v) If f(z,y) = 2>+ y? — 1, then Ly corresponds to the unit circle in R?.

Suppose now that Lg is a “nice” curve, is
it possible to express y as a function of x, at
least locally 7 In other words, can one solve the _—

equation f(z,y) = 0 and get y = ¢(z) 7 As /“7'/:\\ \1
clearly visible on Figure 4.2 the answer is yes, / J '
except at a few points (represented in black on ‘\N,/
this figure). Note that a similar question was
discussed in Calculus I, and is related to im- »
plicit differention. However, what is the ana-
logue question for more than 2 variables 7 If
we have the equation f(xy,z9,...,2,) = 0,
can one express x, in terms of the other vari-
ables 7 Or not only z,,, but also x,_1, z,_2, and so on ? All the questions are related
to the Implicit function theorem which is presented below. It is a rather deep result,
which proof is based on the invertibility results provided in the previous section.

The framework is the following: We consider {2 an open subset of R™ and let f :
Q0 — R? with d < n. We emphasize that such a function corresponds to d functions
fi + @ — R. Each of these d functions can be considered as an equation, or as a
relation between the n variables. The system we shall consider is f(z1,xs,...,2,) = 0,
or equivalently f;(X) =0 for j € {1,...,d} and for X = (21, 29,...,x,). With these d
equations our aim is to express d variables in terms of the n — d remaining variables.
By convention, we choose to express the last d variables in terms of the other ones, but
this is purely by convention. Note also that the choice of putting f(X) = 0, and not
another vector on the right hand side, is also a matter of convention. Any other choice
can be recast in the above framework by changing the function f.

We state now the main result of this section. It is a complicated statement in the
general case, but we provide after it one simpler version which can be more easily
understood.

Fig. 4.2. A nice curve

Theorem 4.20 (Implicit function theorem). Let Q@ C R™ be open, let d < n and
consider f : Q@ — RY of class C* for some k > 1. Let X = (z1,...,1,) € Q verifying
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f(X) =0, and assume that

Op-ar1fi On-ar2fr .- Ouh
F,x) = | Pt Gmnh B
8n—d'+1fd 8n—d'+2f2 . an'fd
is an invertible d x d matriz. Then there exists € > 0 and ¢ : B-((21,...,%n_q)) — R?
of class C*, with ¢(z1,...,Tn_q) = (Tp_as1,...,Tn), such that

f(yla -y Yn—d, (bl(yla s 7yn—d)7 s >¢d(y17 s 7yn—d)) =0

for all (y1,...,Yn—a) € Bg((xl, o ,xn,d)). In addition, ¢ is the unique function satis-
Jying

[V € B.(X) | f(V) =0}
= {Y € B(X) | Yn—dre = Ge(y1, .-, Yn—q) for £ € {1,... ,d}}.

The function ¢ described in this theorem is called the implicit function. As easily
seen by the above statement, this theorem is not easy to understand in this generality.
Let us then restate it in a simpler case, namely when d = 1 and n > 2. This means
that we are going to deal with only 1 equation, and try to express the last variable in
terms of the n — 1 other variables.

Theorem 4.21 (Simpler version). Let Q@ C R™ be open, let d < n and consider f :
Q — R of class C* for some k > 1. Let X = (x1,...,x,) € Q verifying f(X) =0, and
assume that 0, f(X) # 0. Then there exists € > 0 and ¢ : B.((x1,...,2,-1)) = R of
class C* with ¢(x1,...,2n_1) = T,, such that

f(y17 s 7yn*17¢(y17 s 7yn71)) =0

for all (y1,...,Yn-1) € BE((xl, o ,xn,l)). In addition, ¢ is the unique function satis-
Jying

(Y € B.X) | F(Y) =0} <= {Y € B.(X) | g = 0lur. . ps) -

Let us now look at two interpretations of this the- " ’ /Q
orem. For simplicity, we shall switch from the variables g, + o w{ .
(x1,...,2,) to the variables (z,y) or (z,y, z). As a first (/ blaxc)
example, we let f : R? — 0 and consider the 0-level set
Ly. Suppose that we know one point X = (xg,yo) be- g™ ’
longing to Ly. Our aim is to describe the points of L heih 7 Nl

which are close to (xg, o). The theorem tells us that if
Oyf(xo,y0) # 0, then there exists a function ¢ which Fig. 4.3. Example in dim. 2
describes Ly close to (zg,yo), see Figure 4.3. More precisely, there exists ¢ > 0 and
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4 (xo,ﬁo.?-e)

(.xo.se‘ Ba(‘tD%O)
Fig. 4.4. Example in dim. 3

¢ : (xo—e, xo+e) — Rsuch that ¢(zo) = yo and f(x, qb(x)) = 0forallz € (zg—e, z9+e).
The last statement in the theorem says that all the points on Ly which are close to
(z0,yo) are described by the pairs (z,¢(x)) for all x € (zg — €, g + €).

For the second example we consider f : R* — R and again want to study the
surface defined by f(z,y,z) = 0. Suppose that (z¢, o, 20) belongs to Ly and that
0. f(xo,Y0,20) # 0. Then there exists ¢ > 0 and ¢ : BE((xg,yo)) — R such that
(0, y0) = 2o and f(x,y, (b(x,y)) =0 for all (z,y) € BE((xo,yo)). This means that the
point (x, y, o(z, y)) belongs to L, and the last statement of the theorem implies that
all points of Ly close to (xg, 4o, 20) can be described by such triplets.

The Implicit function theorem is of fundamental importance in mathematics, but
has also application in other fields, see Figure 4.5.

MR1047167 (90m:92019) Reviewed Citations
Garner, J. B.(1-MSS) From References: 0
Mathematical analysis of multisolute renal flow in a single nephron model of the From Reviews: 0
kidney.

J. Math. Biol. 28 (1990), no. 3, 317-327.

92A09

Review PDF | Clipboard | Journal | Article = Make Link

Summary: "A single nephron model, which includes the Bowman's space, the cortical interstitium, and the pelvis as well-
stirred baths, is investigated. A boundary value problem, which allows for pelvic reflux, is established for the fluid-
multisolute flow in the nephron. The implicit function theorem is used to establish the existence and uniqueness of a
solution of the boundary value problem for the case of small permeability coefficients and transport rates."

Fig. 4.5. Application in biology



Chapter 5

Curve integrals

With this chapter we start the study of integrals of functions from R" to RY. These
exist several types of integrals, and one should not mix them up.

5.1 Line integrals

The first type of integral corresponds to integral of vector fields along curves, as we
describe now.

Definition 5.1 (Vector field). Let Q@ C R™ be open. A vector field is a function f :
Q- R"

Compared to a genral function from R" to RY, what characterizes a vector field is
that n = d. Vector fields can be quite easily represented since at each point of {2 in R"
one attache a vector in R", see Figure 5.1.

NN

N <

NNNNNN S~ - S \\\$Mh77//

RERRERREEE IR
I Pt N

U A A vy \\}3')/Wﬁ

VAV VAV NN \\ \

A A A A A r =~ NN \ \ /

RN a el NN \ = -

PP TS AN / ¢

VS Aol A NAN iy N

YOS S SN i E

Fig. 5.1. Two vector fields

In addition to a vector field, we shall also need a parametric curve in §2 as introduced
in Chapter 2. In the present framework, a curve will be denoted by ¢ : [a,b] — . So,
let us consider a vector field f : 2 — R™ which is continuous, and a parametric curve

47
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N
Ly
[ | » \

Fig. 5.2. A vector field (in red) and a curve in R?

¢ [a,b] = Q of class C' in (a, b), see Figure 5.2. With these ingredients we can consider
the following function

(a,b) >t f(ct))-d(t) €R

It is easy to observe that this function is continuous, and corresponds to a function
of one variable with values in R, similar to the ones studied in Calculus I. Thus, the
integral of this function is well defined and can be written

/ Felt) - ¢ (t)dr.

Since such integrals appear in several contexts, let us give a name to them.

Definition 5.2. Let Q@ C R"™ be open, and let f : Q — R™ be continuous. Let also
c:la,b] = Q be of class C* in (a,b). Then the integral

[i=] F(etw) - Ao

is called the integral of f along ¢, or the line integral. It is also denoted by f; f-dc.

Let us observe that if n = 1 and ¢(t) = ¢, then the integral presented in this

hi()
definition reduce to the usual integral fab f(t)dt. Also if we set f(t) = : and if

fa(t)
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1(t)
we use the notation c(t) = : then one has
T (1)

/ Fle(t) - ¢(r)at
:/ {fl(xl(t),...,xn(t))x'l(t)—|—-~-—|—fn(:t1(t),...,xn(t))a:’n(t)}dt

b
E/ f1d931+f2d$2+"'—|—fndl'n-

This last notation is often used in the literature, and has a special meaning in a more
general context (in the framework of differential forms). We shall not touch this subject
in these notes.

2
Example 5.3. Consider f : R? — R? with f(z,y) = (xygy), and let ¢ : [0,1] — R?

with c(t) = <§> Then one has

/cf:/ol (t;t) : G) dt=/012t3dt: %

. . o t2
Obseve that if we use a different parametrization of the same curve, namely c(t) = ( ),

fo- () Eafn-

In the previous example, we have obtained the same result with two different
parametrizations of the same curve. Is this an accident, or is there a general result ? For
the next statement, we recall that the notion of diffeomorphism has been introduced in
Definition 2.4.

then one obtains

Lemma 5.4 (Independence of the parametrization). Let @ C R™ be open, and let
f:Q = R" be continuous. Let also ¢ : [a,b] — Q be of class C' in (a,b), and let
¢ : [c,d] — [a,b] be a diffeomorphism of class C' in (c,d). Assume that ¢(c) = a and
o(d) = b. Then the following equality hold:

/wa= /Cf. (5.1)

In simpler tems, the above statement means that a line integral is independent of
the parametrization but depends only on the curve itself, and of the function f, of
course.
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Proof. Let us consider the parametric curve co ¢ : [c,d] — Q which is of class C' on

(C, d) Then one has
/O :/ flcle(t)) 'Wdt

- / F(elo() - ¢ (o) (1) dt.

By the change of variable s = ¢(t) with ds = ¢/(¢t)dt the previous expression is equal
to

e(d)=b
/ flc(s)) - d(s)ds

(¢)=a

which finishes the proof. n

Let us observe that the definition of a line integral
can be extended to a slightly more general context.

Indeed, it is known from Calculus I that T
c b c
/ g(x)da = / g(x)dx —I—/ g(x)dx \
a a b
A

whenever g : [a, ¢] — R is continuous and b is a point in
the interval [a, c]. The same idea can be applied here.
Let us consider a curve ¢ given by a finite sequence Fig. 5.3. Curve with singular
of parametric curves c; taking values in an open set points (black dots)

Q C R", each of them of class C'. Then we can set

c=c UcyU---Ucy and set

/cf=/qf+/c2f+---+/wf

whenever f is a continuous function from 2 to R™. We say that such a curve has some
singular points, see Figure 5.3. The curve c is also called a path, and this path is closed
if the starting point of ¢; coincides with the final point of ¢y, see Figure 5.4.

Note that so far we have not considered the notion of orientation, and in fact Lemma
5.4 is slightly misleading in the following sense: In the statement, we have assumed that
¢(c) = a and p(d) = b, and this has been used in the proof. What would have happened
if we had only assumed that ¢ is a diffeomorphism from [, d] to [a, b], without specifying
the image of ¢ and d ? Then the equality (5.1) might not always be correct, it would
depend on the orientation of the parametrization.
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t "
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-

Fig. 5.4. Closed curve with singular points
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B

Definition 5.5. For a parametric curve ¢ : [a,b] — R™, the opposite curve or reverse
curve ¢~ is defined by

¢ :la,b] — R", c(t)y=cla+b-—1).
The following statement can then easily be proved:

Lemma 5.6. Let Q C R™ be open, and let f: Q — R"” ?

be continuous. Let also ¢ : [a,b] — Q be of class C' in e e
(a,b). Then /
[ ]

The result together with the content of Lemma 5.4
means that line integrals do not depend on the precise
parametrization of a curve, but they depend on the Fig. 5.5. A reverse curve
choice of the initial point and the final point on the
curve. More precisely, they depend on which direction one integrates along the curve.
Only two choices are possible, and the two different results differ only by a minus sign.

Proof. One has
b _
[ [ 1 2
b

:/ f(c(a—i—b—t))-%dt

a

where we have performed the changed of variable s = a + b — t with ds = —d¢. Note
that at the last step one has exchanged the boundaries of the integral, which produces
an additional minus sign. We end up with three minus signs which reduce to one minus
sign. O



52 CHAPTER 5. CURVE INTEGRALS

5.2 Curve integrals and potential functions

In the previous section we have seen that line integrals do not depend on the parametriza-
tion of a curve (just in the orientation of the path). In this section, we shall see that
in some cases, the integral does not even depend on the choice of the curve, it depends
only on the two end points.

Definition 5.7. Let 2 C R™ be open and let f : Q@ — R™. A function ¢ : Q — R is
called a potential function for f if ¢ is diffentiable on Q) and if the equality Vo = f
holds on ).

Observe that if we ask ¢ to be of class C', then f would be a continuous function.
Similarly, if ¢ is of class C* on € for some k > 1, then f is of class C*~! on Q.
The main result of this section is provided in the following statement.

Proposition 5.8. Let Q0 C R" be open, let ¢ : 2 — R be of class C, and set f = V.
Consider a parametric curve ¢ : [a,b] — 0 of class C'. Then,

/fE/ Fe(t) - ¢ (8)dt = d(c(d)) — d(c(a)).

This equality means clearly that the curve ¢ does not play any role. Only the end
points ¢(b) and ¢(a) are important. However, the condition that f = V¢ is a very strong
condition and does not hold for all vector fields f, see Definition 5.1.

Proof. One has
b
/ Felt) - ¢(t)at

= / Vo(c(t)) - d(t)dt

=/ (Volet))e ) at

product of 2 Jacoblan matrices

d(¢oc(t))
T dt
[05 oc)(b) = [¢ocl(a)

as expected.
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From the previous statement one directly infers the next corollary, if one remembers
that a closed curve means precisely that ¢(b) = c¢(a).
Corollary 5.9. In the previous setting, if the curve c is closed then fcf = 0.
Let us provide a rather famous example:

Example 5.10. Let us consider € := R3\ {0}, and for set r := || X|| for any X € Q.
Clearly, one has r > 0 for any X € Q. We now define the function F : Q — R3 given

by F(X) := —G%m%, where G, M and m are some fixed constants. For example, M
and m could be the masses of some objects, and G the universal gravitational constant.

Observe also that the expression % corresponds to the unit vector in the direction by

X, which is sometimes denoted by X. Let us also define ¢ : Q — R by ¢(X) := GMm,

r

Then, it is easily observed that F = V¢. Based on Proposition 5.8 one infers that if ¢
denotes any curve between two points A and B of €2, one has

/CF — $(B) — 6(A) = GMm(ﬁ _ ﬁ) _ —G’Mm(ﬁ _ ﬁ)

In particular, if we set R = ||A|| and ||B|| = R+ h with h small with respect to R one
gets

1 1
W= ol m<HAH HBH>

(7- = i)
_ GMm(1 %>
o

= —-GMm

>~

GMm 1 %)

R2 ’

where & R2 is often denoted by g when M is the mass of the earth and R its radius. Note
that a Taylor expansion up to the first term has been used for the approximate equality.

Remark 5.11. Let us mention that there exist additional relations between the exis-
tence of a potential function ¢ and the equality fc Vo = 0. Such relations also play an
important role in complex analysis. We shall not develop this any further here.

As a final remark, let us stress that there exist other types of integrals which can
be computed along a curve and which depend on the parametrization of the curve. For
example, if f:Q — R" and ¢ : [a, b] — ) is a parametric curve of class C'!; then the
integrals f Hf Hdt or f ||f H|| )||dt, do depend on the parametrization.
Many other examples can be exhlblted but it is also possible to exhibit examples
which do not depend on the precise parametrization (but still on the orientation).
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Chapter 6

Integrals in R"

In this chapter we shall generalize the Riemann sums which have been introduced in
Calculus L.

6.1 Motivation and definition

First of all, let us recall the construction of the Riemann sums. We consider f : [a,b] — R
and fix N € N. The interval [a, b] is then divided into N subintervals, and this defines
a sequence of point in [a, b] satisfying

Aa=Tg< T <Xy < - <xn_1<zxNy=D

The points z;_1 and x; define the j™ subinterval [z;_;, z;]. We also fix an additional
point x% in each subinterval, namely x% € [2;_1, ;]. The choice of {z;}}_ together with
the choice of {x%}, define a partition P of [a, b]. We can then define the Riemann sum
based on P

S of= (w5 —aio) f(a)). (6.1)
P

J=1

By definition, we say that the Riemann integral of f exists if by taking finer and finer
partitions of [a,b] (with |z; — x;_1| becoming smaller and smaller) the quantity defined
in (6.1) converges independently of the choice of the partitions. Whenever it converges,
we write fab f(x)dz for the limiting value.

Note that the process is rather complicated since one has to consider all possible
partitions of the interval [a, b]. Fortunately, a theorem seen in Calculus I says that this
process is converging if the function f is continuous on [a,b]. In summary, it means
that Riemann integrals exist for all continuous functions on closed intervals (but more
general functions also admit a Riemann integral). Figure 6.1 is an illustration of this
process.

It is now natural to wonder what is the analogue construction for functions f : Q —
R with 2 C R™ ? Before looking at the general theory, let us start with n = 2 and with

95
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-
v

Fig. 6.1. Various Riemann sums, see [6]

a rather simple domain 2, namely a rectangle. More explicitly, let us consider
f:la,b] x [c,d] - R

with Q := [a,b] x [c,d] a rectangle in R?. What is the meaning of [, f(z,y)dxdy ?
First of all, let us subdivide the rectangle into smaller rectangles. For this we con-

sider two families of points {z;}/*, and {y;}}Z, satisfying

A=Tg<T1<Tyg<- - <zxTy_1<aTny=0b

and
c=Yo <y <Y< - <ypy—1 <ym =d.

Inside each small rectangle Rj; = [;_1,x;] X [y;-1,9;] one chooses a point (z7;,y};),
as shown in Figure 6.2. Note that this double indexation can not be avoided. Again,

the choice of {z;},, {yx 1L, together with the choice of { (xfj,yfj)}zivj:lM define a

partition P of [a,b] X [¢,d]. Then, by mimicking the expression provided in (6.1) it is

natural to set
N M

STF=d0 (@i —wio) (5 — vi-) £ (25 95) (6.2)

P i=1 j=1
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Fig. 6.2. Partition for n = 2, see [7]

and call this expression a Riemann sum based on P. Note that in this expression, the
product (x; — x;—1) (y; — y;—1) represents the surface (area) of the small rectangle R;;.
The last step is again to consider finer and finer partitions of the rectangle [a, b] X [c, d]
and to look for the convergence of the Riemann sums. If the r.h.s. of (6.2) converges
independently of the choice of the partitions to a fixed quantity, we shall say that the
Riemann integral of f over [a,b] X ¢, d] exists.

Clearly, this construction can be extended to any hyperbox in R"™, simply by con-
sidering n indexes instead of just ¢ and j. Here, hyperbox means a domain €2 of the
form

Q= [ay,b1] X [ag, bo] X -+ [an,b,] CR" (6.3)

which generalizes a rectangle in higher dimensions. Note that there will also be n sums
instead of 2 in (6.2). and that the product

(iﬂi - -731'71)(3/3' - yjfl) cee (Zk - Zkfl)

appearing in the expression would simply denote the volume of a small hyperbox inside
the domain 2.

As in the one dimensional case recalled at the beginning of this section one impor-
tant result can now be stated. The lengthy and slightly messy proof is not provided
here but can be found in several classical books on functions of n variables.

Theorem 6.1. Consider a hyperbox €2 in R™ of the form provided in (6.3), and let
f:Q —= R be continuous. Then the Riemann integral of f over € exists, and is denoted
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simply by [ fAV (the letter V is for volume), or by

//---/Qf(xl,:cg,._.,xn)dxldxg...dasn, (6.4)

Note that the above result means that if f is a continuous function on €2 the limit
of the Riemann sums (6.2) over finer and finer partitions exist and is independent of the
limiting process. We then get a number which is denoted by the expression provided in
(6.4). Note that the number of integral signs is equal to n.

Before moving to more general do-
mains (2 let us discuss two possible inter-
pretations of such integrals. In dimension z=1fxy)
1 and for a positive function an integral VA
can be understood as the area below the
curve. In higher dimension, such an inter-
pretation is also possible, see Figure 6.3.
Indeed, in the sum (6.2), each term of the
form (2 — @i—1) (y; — yj—1) f (2}, y5;) can
be interpreted as the volume of a rectan-
gular tube (z; — x;—1) (y; — yj—1) and of
height f(x;‘},y;;) By summing up these
contributions one obtains the volume be-
low the graph of the function f.

The same integral in dimension 2 can
also be interpreted as the computation of the mass of a 2-dimensional object, if the
function f represents the area density denoted by ¢ in Figure 6.4.

Zy

Fig. 6.3. Volume below the graph

Density approximately constant over
each of these areas (d4,,dA4,,...,d4y)

Area density (o)
varies across surface / l \

3
Density = o(x.,y) Mass = 0| dA;+ 0, dA,+ -+ oy dAy.

X

Fig. 6.4. Mass = Integral of a density

In this interpretation, what is called “Mass” below the second picture is in fact a
Riemann sum for a given partition, and the Riemann integral is obtained by taking
finer and finer partitions of the rectangle.
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Now, what about more general do- | | el
main than a rectangle in dimension 2, or 8 .
a hyperbox in arbitrary dimension ? The o
general theory is rather complicated, but ;
for domains 2 which are regular enough, '
the key idea is easy to understand. For ex- B 75
ample, if we consider the domain {2 pre- :
sented in Figure 6.5. Then one can parti-
tion it by considering smaller and smaller
rectangles (or hyperboxes in higher di-
mension) and proceed as before by con- Fig. 6.5. Partition of €2, see [9]
sidering finite sums. What could happen is that the boundary of €2 is very complicated
(like the surface of a cauliflower) and that the successive approximations of the surface
Q2 does not not lead to a converging sequence of Riemann sums. ®

Fortunately, if the boundary is piecewise smooth (made of a finite number of pieces
which are infinitely many times differentiable), then the successive approximations will
converge, and one can thus define a Riemann integral on any such domain. We haven’t
really defined the content of the previous sentence (what is the exact meaning of a
piecewise smooth boundary) but in the applications this condition will be easy to check.
The next statement is the generalization of Theorem 6.1 for more general domain {2

R B

|

Theorem 6.2. Let ) be an open and bounded subset in R™ with a boundary which is
piecewise smooth. Let f : € — R which is continuous and bounded. Then the Riemann
integral of f on ) exists, and is denoted by fQ fdV, or by the longer expression (6.4).

Observe that we have taken f bounded on €2 in order to avoid any singularity of
f on the boundary of ). For example, in dimension 1 such a singularity could appear
if we consider 2 = (0,1) and f(z) = 1/x. The function f is continuous on §2, but f is
not bounded on this domain since it takes arbitrarily large values. We have also taken
Q bounded in order to avoid large domain, like for example (0, 00) x (0, 00) in R?.

6.2 Properties and examples

In the next statement we gather a few results which can be obtained from the defini-
tion of a Riemann integral. Such properties have already been mentioned in the one
dimensional case.

Lemma 6.3. Let ) be an open and bounded subset in R™ with a boundary which is
piecewise smooth, and let f,qg : 2 — R which are continuous and bounded. Let also
ceR. Then

(i) [o(f+9)dV = [, fdV + [,gdV,
(i) JoefdV =c [, fdV,
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(iii) [,(fg)dV # ([, fAV)( [, 9dV) in general.

We shall now start computing such integrals on a few examples. Note that we first
consider the domain €2 given by a rectangle, or more generally a hyperbox. More general
domains are introduced later on.

Examples 6.4. (i) Let Q := [0,1] x [0,1] C R? be a unit square, and consider
Jo2*y?dady. Then one has

// nyzdxdy:/ [/ z2y dy]

[0,1]%[0,1] 0

_ /1 [:)321193 y=1} de — l[llﬁ‘le] _ 1
0 37 ly=0 3L3 le=0 9

(i) LetQ :=1[0,1]x[0,1]x[0,1] C R? be a unit cube, and consider [,,(x+y+z)dzdydz.
Then one has

///[O’I]X[OJ]X[OJ](%-F?J%-z)dxdydz - /01{/01 [/01($+y+2)dz]dy}dx
:/01{/01 [(wz—l—yz—l—;z)‘ ]dy}dx—/ol{/ol [(-T*l-er%)]dy}dx
:/01{(xy+;y +;y) }dx—/ol(x+1)dx

1 2 =1
In these two examples, the integrations have been performed in a certain order, but
one easily observes that this order is irrelevant. For example, one could have computed

1 1
// m2y2dxdy:/ [/ x2y2dx]dy
[0,1]1x[0,1] 0 0
! 17l 4y=17 1
23 3|y
- [ o= o) -3
/0 [y - ] Y= 3137 lv=0] T g

Obviously, one gets the same result. Note that the difference in the two processes can be
visualized on Figure 6.2. In the first computation, by performing firstly the integration
over y is like summing the different contributions in this figure along a column: the
variable z is fixed, and we sum the contributions vertically. Then the integration over
x does the sum over the contribution of the different columns. On the other hand, by
performing firstly the integral over x is like summing along a row: the variable y is
fixed, and we sum the different contributions horizontally. Then, the integration over
y does the sum of the contribution over the different rows. In summary, the order of
integration is irrelevant as long as one takes all small contributions into account.
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(0.1)

(0.0) x (1,0 (0,0 (4,0)

Fig. 6.6. Two representations of the domain of integration 2

Let us now consider an example with a slightly more complicated domain 2. In
Figure 6.6 we present the domain {2 and emphasize the order chosen for the integration.
The first picture corresponds to the first integral provided below, and the second picture
to the second integral provided below.

Example 6.5. Let Q) be the domain represented in Figure 6.6, and consider the integral

fQ 22y?dxdy. Observe that for a fived z, the domain of integration of y is the interval
[0,1 — x|, and therefore one has

22dd_1 1ﬂﬁzzdd_l 213y:1—a>d
/ny xy—[j&é %y Q]x—z nynyﬂ }x

_1/1[2(1_ )3]d _1/1(2_3 34 3 5)d _1(

=3 i T T x—3 i x T Tt —x x—3
1

~ 180

3+3 1>
4 5 6

1
3

Alternatively, for any fized y, the domain of integration of x is the interval [0,1 — y],
and therefore one has

11— 1
// z2y? dedy —/ [/ yac2y2dx} dy —/ [(y21x3)‘x_(1)_y] dz
0 o tJo 0 3=

L[, I : 141 3 3 1
_ 1 1—3dy = = 2 _ 3,3 34—5d:—<——— ___)
3A[y( y)’|dy 3A(y v A3y -y )y =2(3-7FF ¢
1
_ﬁ-

The next example is taking place in R? and the domain € is deliminated by some
planes.

Example 6.6. Let Q) be the interior domain defined by the four planes
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and consider the integral fQ e* 2 dadydz. For this integral, the order of integration is
motivated by the fact that two planes are defined in terms of the variable x. Thus one

has
[ emrtoante= [ {[ [ aclasgar
- /j { /_1 ™ty [ez‘z;ﬂ dy}dm = /_(1 {ex (e7"—1) /1 eydy}dx

:/i{(l—em)(e—ex)}dx:e/: (1—ex)d:z:—/01 (e’x—l)dx

:e(x—ew)‘(il—(—e_x—x)‘(il:e(0—1+1+e_1)—(—1—0+e—1)
=3 —e

Note that a common mistake in this example would be to put some factors depending on
x in front of the integral over x. This would clearly be a mistake since the final result
should not depend on x.

Let us now motivate the next section. Consider the domain 2 given by the unit
disk in R?, namely B;(0). If we had to deal with the integral [,(2* + y*)dx dy, what
would be the best way to compute such an integral ? It seems that polar coordinates
would be useful, but how can one implement new coordinates in an integral ?

6.3 Change of variables

Let us first recall the change of variable in the framework of an integral on an interval.
Consider a continuous function f : [a,b] — R and let ¢ : [¢,d] — [a,b] be a bijective
function which is C*' on (c,d) with ¢/(x) > 0 for any = € (¢, d). Clearly, ¢(c) = a and
#(d) = b, and ¢ is nothing but a diffeomorphism of class C?, as introduced in Definition
2.4. Then one has , 4
[ #arde = [ 1(60)¢ ). (6.5)

What it the natural generalization of this procedure in n dimensions, in particular what
is ¢'(y) in the more general framework 7

First of all, let us generalize the function ¢. Consider A and €2 two open and bounded
subset of R”, and let ¢ : A — € be a diffeomorphism of class C*?, which means that ¢ is
bijective, of class C!, that its inverse exists and is also of class C'. Let us also consider
a continuous and bounded function f : 2 — R. If we impose the necessary conditions
on the boundaries of 2 and A, what would be the equality

//.../f<x1’1'27...’mn)dx1d$2...dxn
Q

://.../Af(¢(y1,y2,,..,yn))...?...dyldyg...dyn ?
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The answer to this question and the precise formula are provided in the following
statement. We recall that the Jacobian matrix has been introduced in Definition 4.7.

Theorem 6.7. Let Q0 be an open and bounded set in R™ with a boundary which is
piecewise smooth. Let f : Q — R be continuous and bounded. Consider also an open
and bounded set A with a boundary which is piecewise smooth, and assume that there
exists ¢ : A — Q a diffeomorphism of class C1. Then the following equality holds:

//---/f(a:l,a:Q,...,xn)dxldxg...dxn
0

= ///Af(¢(y17y2,,yn))det(jd)(yl,yQ,,yn))dylddeyn

where det(Jy) denotes the determinant of the Jacobian matriz of ¢.

Let us make some comments about this equality. First of all, observe that since ¢
maps the subset A of R™ to the subset {2 of R", its Jacobian matrix is a square matrix
and its determinant is well defined. In the special case n = 1, then we get nothing but
the expression ¢’ of (6.5). There is also one ambiguity in the above formula, which is
already visible for n = 1, namely the orientation. Indeed, if instead of writing

d
/ F(6) ¢ (v) dy

in (6.5) we had written f(c,d) f(#(y))¢'(v) dy we would not do a mistake in the above
example. But if ¢ was still bijective, but with ¢(c¢) = b and ¢(d) = a, then it would
follow that ¢'(y) < 0 and the notation [ (exd) f (¢(y))¢’ (y) dy would lead to an ambiguity.
Indeed, one has to be careful with the orientation, and in the present case one would
have to compute fdc f(gb(y))gb’(y)dy. Thus, one way to resolve this problem is to speak
about the orientation of A and of ). Since this problem is only a difference of sign,
and since in the applications one rarely does a mistake, we do not provide additional
information for this small problem, but just warn about a possible mistake in the sign
of the resulting integral.

Let us still mention that the appearance of the determinant is rather natural. Indeed,
the determinant has some properties which connect it directly to the notion of volume,
as presented in the following exercise:

Exercise 6.8. Let X,Y be two vectors in R%. Check that the area of the parallelogram
spanned by X and Y s equal to the absolute value of the determinant of the ma-
triv (X Y) € My(R). More generally, if X1,...,X, are n vectors of R™, one writes
Vol(X1, ..., X,) for the volume of the n-dimensional box spanned by X1, ..., X,. Why
18 it natural to have

Vol( Xy, ..., X,) = |det(X; ... X,)| 7

In the following examples, we compute some integrals with respect to classical
coordinates.
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Example 6.9 (Polar coordinates). Let us consider f : R? — R given by f(z,y) =
e~ @) Our aim is to compute the integral

/ flz,y)dedy = // e_(x2+y2)dxdy.
R? R?

Because of the symmetry of the function, and of the domain of integration, it is rather
natural (and in fact necessary) to use polar coordinates, as introduced in Example 4.11.
The determinant of the Jacobian matrix has been computed in 4.3. With this result one

gets
s o 2 00 )
// e @) drdy :/ [/ e " rd’r}d@
R2 0 0

_ /027r - %e—”mde —2r( - %(0— D) =r.

Note that if we had consider the set Q = [0,00) x [0,00), which is the first quadrant,
one would have obtained

w/2 9 1
// e_($2+y2)dmdy = / [/ e_r2rdr} g="-"

Example 6.10 (Spherical coordinates). In this example we shall use spherical coordi-
nates. Consider

¢:(0,00) x T x [0,7) > (r,0,) = ¢(r,0,p) € R’
with
¢(r,0, ) = (rcos(d) sin(p), rsin(f) sin(p), r cos(p)). (6.6)
We can observe that the image of this function is not equal to R® but to R3\ {0}, which
is an open set. For the Jacobian matriz, one finds

cos(f) sin(p) —rsin(f)sin(p) rcos(f) cos(p)
Ts(r,0,¢) = | sin(f)sin(e) rcos(f)sin(p) rsin(f)cos(y) |, (6.7)
cos(ip) 0 —rsin(p)

and for the Jacobian determinant the above matriz leads to the expression —r?sin(¢p)...

We are precisely in one of the examples mentioned above in which the orientation of the
domain has been changed. No problem takes place if we keep using the three coordinates
(r,0,¢) on the domain (0,00) x T x [0,7) but use the expression

‘det (j¢(r, 0, 90)) ‘ = r?sin(yp).

A simple application of this change of coordinates allows us to compute the volume
of a ball of radius R, namely

///Sphere o ldedyde = /OR [/0% { /OW 172 sm(@@}d@] dr

2m r A4
= ?Rg’( — Cos(go))|0 = ?R?’.
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Let us take this opportunity for introducing a notation which is often used when
several variables are integrated. Whenever the domain of integration {2 has the shape
of a box, namely Q = [ay, b1] X [ag, by] X -+ X [an, b,] one often uses the notation

//---/f(xl,azg,...,xn)dxldxz...dxn

Q
by b by

:/ dxl/ da:2~~/ dz, f(x1,29,...,2,).
a1 as an

We emphasize that this is just a convenient notation which reduces the number of
parenthesis (compare it with the expression in the previous example) but which has to
be used with some care: the function f contains the dependence on all variables, even
if this function is located after the sign dz; for any j.

For completeness, let us conclude with the computation of the Jacobian matrix and
determinant for another useful change of coordinates.

Example 6.11 (Cylindrical coordinates). Whenever a problem has a cylindrical sym-
metry, the following change of variable is useful:

¢:(0,00) x Tx RS (r,0,2) — ¢(r,0,2) € R?

with

¢(r,0,z) = (rcos(d),rsin(f), z).
This change of coordinates corresponds to a mixture of polar coordinates for the first
two variables, and cartesian coordinate for the third one. In this setting one finds

cos(f) —rsin(d) 0
Tp(r,0,2) = | sin(@) rcos(d) 0], (6.8)
0 0 1

and det(Ty(r,0,2)) =r.
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Chapter 7

Green’s theorem

In this chapter we construct a link between two of the integrals previously introduced.
The two main ingredients are again a vector field and a curve. Note that the present
construction takes place in R? only. Generalizations will be provided later on.

Let f : R? — R? be a vector field
of class C', and let ¢ : [0,1] — R? be a \ T ‘
closed parametric curve of class C', see \ ‘ ﬁ'
Figure 7.1. As seen in Definition 5.2, the
integral of f along c is well defined and is \

= A
given by NM//\/\ /
/0 1 Fle®) -d@dt. (1.1) —

On the other hand, since f = (fi, f2) with
f; : R* = R also of class C', we can con-
sider the following expression

curlsf := O1fa — Oofs = 0 fa — Oy fu

with curlsf : R? — R. If we denote by Q the interior of the closed curve defined by c,
then we can consider the integral

[ eutafi(e.p) dzay (7.2

as presented in Theorem 6.2. Thus, the two expressions (7.1) and (7.2) are defined
only in terms of the vector field f and the curve c. A natural question is about the
relation between these two expressions. In fact, once sufficient conditions are imposed
on ¢, the two expressions are equal, and this is the content of Green’s theorem. For its
precise statement we recall that the boundary 0f2 of a domain €2 and its interior 2°
have been introduced at the end of Section 3.7. We also recall that a closed curve can
be composed of a finite family of parametric curves, all of class C*, see Figure 5.4 and
the explanations before this figure.

Fig. 7.1. A curve in a vector field

67
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Theorem 7.1 (Green’s theorem). Let Q C R? be a bounded and closed domain whose
boundary consists in a finite number of curves c; Uca U --- U cy defined by parametric
curves of class C*, and such that ) is on the left of each of these parametric curves. Let
f=(f1, f2) : Q = R? be a continuous vector field of class C* on Q°, with its derivatives
continuous on ). Then the following equality holds:

[£= [[10ct: = 0l ot (7.3)

withc=ciUcaU---Ucy.

Before the proof of this theorem, let us provide a few explanations. Firstly, note
that we have imposed the condition that €2 is on the left of each parametric curve. This
imposes an orientation on the parametric curves. As seen in the previous chapter, not
choosing an orientation could lead to a different sign in the result of the line integral.

Secondly, we have imposed that f is defined on the closed domain €2 such that its
values on the boundary 02 are well defined. This is important for the Lh.s. of (7.3). We
have also assumed that f is continuously differentiable with derivatives continuous on
Q). This requirement is slightly stronger than f € C1(Q°) and is necessary in the proof.
Let us make an analogue of this condition in one dimension: the function z — /2 is
C*((0,1)) but its derivative does not admit an extension on [0, 1]. In fact, its derivative
is not bounded near 0, and this would generate a problem in the subsequent proof. In
fact the conditions that we impose on f imply that 0, fs and 9, f; are bounded on (2.
It would be sufficient to impose that the difference 0, f> — 9, f1 is bounded on €2, but
we do not consider this refinement here .

Proof. We provide the main ingredients of the proof. The proof consists in three steps:
1) we check the statement on a very simple domain, 2) we show how simple domains
can be patched together, 3) we cover {2 with such simple elements and conclude.

Yy
d <
——
Y
A
= v A
c >
r
a b —p—
Fig. 7.2. Simplest domain Fig. 7.3. Juxtaposition of 2 domains

We first consider the domain () defined by Figure 7.2, and provide a parametrization
of its boundary. The boundary consists in four segments which can be described by the
following four parametric curves:
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(i) ¢1:[0,1] 5t — a+tb—a,c)€R2,
—¢))
), d)

a,d+t(c—d )E]RQ.

c R?,

b+t(a—b),d) € R?,

) (
(ii) e 019tn—>(bc+t
(iii) c5: 9tb—>(

(

(IV) Cq . 9 t—

If we set ¢ = ¢1 U ca U c3 U ¢y One easily gets

/cf - il/olf@j(t)) () dt

:/o f1(&+t(b—a),c)(b—a)dt+/0 fa(b,c+t(d—c))(d—c)dt
+/1f1(b+t(a—b),d)(a—b) dt+/1f2(a,d+t(c—d))(c—d) dt

_ / ulese) — fule,d)] de + / [Falbry) — fola,y)] dy. (7.4)

On the other hand, one can also compute

/ [ 0242~ 0,11(a,) dedy

:/Cd[/abﬁxfg(x,y)dx]dy—/ab[/Cdayfl(m,y)dy]dx

= /Cd [f2(b, y) — fQ(a,y)]dy - /ab [f1($7d> - fl(x,c)}dx
N / [fi(z,¢) = filw, d)]de + / [f2(b,y) = fala, y)]dy. (7.5)

By comparing (7.4) and (7.5), one observes that the two expressions are the same, which
provides a proof of the equality (7.3) in the special case Q = Q.

The next step consists in combining different squares together. By looking at Figure
7.3 and by recalling that the equality (7.3) holds separately for both squares, one
observes that the equality (7.3) also holds for the union of these two squares. Indeed,
the r.h.s. of (7.3) is additive, which means that the contributions of the two squares are
added. On the other hand, for the l.h.s. one observes that two contributions are going
to cancel each others, and therefore the resulting integral corresponds to the integral
around the union of the two squares. This patching of squares can be repeated, and
one gets that for any domain 2 obtained by patching squares, the equality (7.3) holds.
As an example, if €2 corresponds the yellow domain presented in Figure 7.4, then the
equality (7.3) holds for this domain.

For the final step, one has to consider smaller and smaller squares, and approximate
the surface on the left of Figure 7.4 with a domain like the yellow domain on the right. As
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mentioned above, the statement holds for the yellow domain. Then, it remains to show
that the difference between fc f and the integral computed on the boundary of the yellow
domain can be made very small, by choosing smaller and smaller squares. Similarly, one
has to show that the integral [[,[0:f2 — 9, f1](2,y) dzdy can be well approximated by
the similar expression on the yellow domain. For the first approximation, one has to use
that the function f is continuous and bounded on €2, while for the second approximation
one uses that the expression 0, fs — 0, f1 is also continuous and bounded on the domain
Q). The details are left as an exercise. O

Fig. 7.4. Approximation with small squares

Let us look at two applications of the previous result.

1) Let © be the ellipse in R? defined by the equation z* + (%)2 < 1, and consider
the vector field f = (f, fo) : R? — R? with fi(x,y) = y + 3z and fo(z,y) = 2y — .
We consider a counterclockwise parametrization of the curve c defining the boundary
of 2. With this choice, the domain €2 remains on the left of the parameterized curve.
Without having to explicitly exhibit such a parametrization, one infers from Green’s
theorem that:

/} / 0, f> — 0, fi)(w, ) dudy

= // drdy = —2Area(Q) = —27-1-2 = —4n.
Q

2) Consider now a domain €2 as presented in Figure
7.5. The boundary of {2 consists in the two curves c; Ci
and ¢y, and observe that their orientations have been
chosen such that €2 is always on the left of the curves.
It means that Green’s theorem can be applied in the @

form

[f—Af+Lf—/J@h—@M@w¢My

Fig. 7.5. A domain 2 with a
hole
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Suppose now that we choose a function f satisfying [0,f> — 0, f1](x,y) = 0 for any
(x,y) € Q. Then, one gets

R R R R R

with the notation ¢, for the opposite curve introduced in Definition 5.5. In particular,
if f = V¢ for a function ¢ which is regular enough on the domain 2, the assumption
Oy f2 = O, f1 holds, and therefore the previous equality applies. An important application
of this result is presented in the following exercise.

Exercise 7.2. Consider the vector field f : R*\ {(0,0)} 3 (z,y) — (ﬁ, ﬁ) € R%
Compute the curve integral for the following curves:

(i) The curve defined by the circle centered at (0,0) and of radius \/2, taken in coun-
terclockwise direction, from (1,1) to (—v/2,0),

(i) The curve defined by the unit circle centered at (0,0), taken in counterclockwise
direction,

(111) The curve defined by the circle centered at (0,0) and of radius r > 0, taken in
counterclockwise direction.

We shall now deduce another theorem from Green’s theorem. For that purpose, let
¢ : |a,b] — R? be a parametric curve of class C'', and recall that the located vector ¢/(t),
once located at the point ¢(t), is tangent to the curve. This holds for any t € (a,b).

Since d(t) = (28), the located vector N(t) defined by (_03,1(2)) is perpendicular to
c(t), and therefore is perpendicular to the curve at ¢(t). Let us also mention that if

¢ : [a,b] — R? is closed, then one has c¢(a) = ¢(b). With these notations one can state:

Theorem 7.3 (Divergence theorem in 2D). Let Q2 C R? be a bounded and closed domain
whose boundary consists in a curve defined by a closed parametric curves ¢ : [a, b] — R?
of class C, and such that Q is on the left of this parametric curve. Let f = (fi, fo) :
Q — R? be a continuous vector field of class C' on Q°, with its derivatives continuous
on ). Then the following equality holds:

/a bf (c(t)) - N(t)dt = / /Q [divf](x, y) dzdy (7.6)

with div f = 0y f1 + Os f the divergence of f.

Let us already mention that a generalization of this result will take place in higher
dimensions. In the more general framework, we shall provide an interpretation of this
equality. Note also that we have written 0, for d, and 0, for 9,. This is motivated by
some generalizations later on.
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Proof. Define the function g :  — R? by g = (_f{Q ), or equivalently g1 = —f; and

go = f1. We can then apply Green’s theorem to the function g and infers that

/cg = //9[8192 — ogn)(z,y) dzdy

~ [[ 5+ usalta) aray

_ //Q[divf](as,y) dady.

On the other hand, one also has

/ g / (91 (c() &, (1) + ga(c()) ch(t)]
_ / [ Fa(e(®) &, () + fi(c(t) ()] dt

b
_ file)) ch(t)
—/a (fz(c(t))) ’ (—é(t)) dt

:/ f(e(t)) - N(t)dt.

By comparing (7.7) and (7.8), one directly obtains the statement.



Chapter 8

Surface integrals

In this chapter, we shall consider surface in R?® and define integrals on such surface.
More precisely, if € is an open subset of R? and if ¢ : Q — R? is regular enough, then
this function defines a surface in R3. Indeed, the map

q1(s,1t)
Q3 (s,t) = | @a(s,t) | €R? (8.1)
q3(s,t)

corresponds to a surface in R3. Note that the simplest example is constructed from a
function g : 2 — R by setting

Q> (s,t) i cR? (8.2)
9(s,1)

which correponds to the graph of g.

Fig. 8.1. Two surfaces in R3

The first example of Figure 8.1 corresponds to a general surface in R3 provided by
a function like in (8.1), while the second example of Figure 8.1 corresponds to a surface
of the type described in (8.2). Let us now provide a precise definition:

73
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Definition 8.1 (Parametric surface). For any open set Q@ C R?, a map q : Q — R3

ql(S,t)
with q(s,t) = (qz(syt)> is called a parametric surface. Its image q(f2) is a surface in R3.
q3(s,t)

Let us illustrate this definition with a few basic examples. The variables s and ¢ will
take different names according to the situation. These surfaces are illustrated in Figure
8.2.

(a) For r,h > 0 the function ¢ : T x [0, h] > (0, 2) —

cylinder in R3.

T 6
(r(s:?;((a))> € R? defines a vertical

z

rsin(¢) cos(p)
(b) For r > 0 the function ¢ : T x [0, 7] 3 (¢, @) (rsin(¢>) sin(so)) € R? corresponds
rcos(¢)

to a sphere of radius r in R3.

(c) ¢:R*> (z,y) — ( 2l > € R3 corresponds to an upside down umbrella in R3.

(d)Ifg:R— Ry, theng: TxR > (z,0) — ( ((x))cos((z))) € R3? corresponds to a

surface of revolution in R? along the z-axis.

(R4 cos(p)) cos(0)
(e) For R > r > 0 the surface ¢ : T x T 3 (0,¢) — ((R+Tcos(<p))sin(0)) c R3

rsin(yp)

corresponds to a doughnut in R3.

(a) Cylinder (b) Sphere (¢) Umbrella

Il -

) Surface of revolution (e) Doughnut

Fig. 8.2. Five basic surfaces
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We now consider one parametric surface given
by a function ¢ : Q — R3 with ¢(s,t) € R3, and

let us freeze one of the variable, for example the / ——
variable t. In such a case, we can define the subset / >
£

O ={s eR|(s,t) € Q}. A picture of the set €
is provided in Figure 8.3. Then, always for fixed t,
the map

a1 (s.0) Fig. 8.3. €; and €°
QD5 (qz(s,t)> eR3

q3(s;t)
define a curve located on the surface of ¢(£2). Thus, if we consider the derivative of this
function with respect to the variable s, namely [01¢](s, ), and if we locate this vector
at the point ¢(s,t) € R3, we get a located vector which is tangent to the surface ¢().
Since the same procedure can be applied to the function Q° 3 t — ¢(s,t) € R? for any
fixed s and with Q° provided in Figure 8.3, one gets a second located vector 0sq(s,t)
tangent to ¢(€2) at ¢(s,t). In other terms, one has obtained two located vectors tangent
to the surface at ¢(s,t). More precisely, one has obtained:

Definition 8.2 (Tangent plane). Let Q C R? be open, and let q : Q — R? be of class
C'. The two located vectors [D1q](s,t) and [D2q](s,t), once located at q(s,t), are tangent
to the surface q(2) and generate a plane called the tangent plane at q(s,t).

Fig. 8.4. A surface and the tangent plane at one point
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A illustration of the tangent plane is provided in Figure 8.4. In this figure, one has:
1) the surface in R?; 2) the map s — q(s,t); 3) the map ¢ — q(s, t); 4) the point q(s, to),
5) the tangent plane at q(sg, to); the vector normal to the tangent plane at g(sg, to) Let
us now provide more information about the normal vector. For that purpose, recall that

if X = (%é) cR3andY = (%é) € R3, are linearly independent vectors, then the cross
product X x Y is given by the expression

T2Y3 — T3Y2
X XY = | z3y1 —z1y3 | € R

T1Y2 — T2l

It is known that this vector is perpendicular to X and to Y, and therefore is also
perpendicular to the plane generated by X and Y. It follows that the vector % is
perpendicular to this plane and is a vector of norm 1.

Let us now use this information for the parametric surface defined by ¢ : Q — R3.
If ¢ is of class C! and if [01q](s,t) and [Dxq](s, t) are linearly independent vector (which
we shall assume in the sequel), then the vector

N,y(s,t) = [01q X 02q|(s,1) (8.3)

defines a located vector which is perpendicular for the surface ¢(£2) at the point ¢(s, t).
This located vector plays a central role in the subsequent type of integrals.

Definition 8.3 (Surface area). Let  C R? be open and bounded, and let q : Q — R?
be a parametric surface of class C (and injective). Then we set

//qm) 7= //Q [ Ng(s, t)|| dsdt (8.4)

and call this quantity the area of the surface ¢(2).

In Figure 8.5 the area of each small element of surface is proportional to || N,(s,?)]|.
The total area is obtained by summing these small contributions, and this procedure
directly leads to (8.4).

Observe first that in the very special case ¢(s,t) = (g), then || Ny(s,t)|| = 1 and

the quantity [[,1 ds dt corresponds to the area of the flat surface  in R*. In the
above definition we have also assumed that ¢ is injective, meaning that ¢(s,t) # q(s',t")
whenever (s,t) # (s',t'). This is indeed a natural requirement. For example, if we
consider the surface given by

(0,47) x (0,h) > (6, 2) — q(0,z) = (cos(d),sin(d), z) € R®

which is a cylinder in R3. The function ¢ is not injective, and the image of ¢ corresponds
to the cylinder, but covered twice. Thus, its surface is 2wh, but if we apply the above
formula we would find 47h because we would compute twice the surface. This is not
really meaningful, and for this reason we ask the function to be injective. Note however
that we could weaken this condition by allowing intersection of surface 0 but avoiding
overlap (of surface different from 0).



7

Fig. 8.5. A surface with the small elements represented

Remark 8.4. It has been proved in Proposition 2.7 that the length of a curve is in-
dependent of its parametrization. More precisely, the same length is obtained for the
curve ¢ and the curve cop if @ is a suitable diffeomorphism. It turns out that a similar
property holds for the area of a surface, namely the area of a surface defined by q and
the area of the surface obtained by q o @, for a suitable diffeomorphism o, are the same
Since the proof is slightly more complicated, and use the special form of the vector Ny,
we do not provide it here.

Let us now look at one example based on Example 6.10. Consider the function
q: T x[0,7) 3 (0,¢) = q(0,¢) € R?

with (6, ¢) = (r cos(#) sin(y), 7 sin(f) sin(y), r cos(¢)). This function describes a sphere
in R? of radius 7 > 0. The quantity ||N,(6,¢)]|| can easily be computed, and one finds
|V, (0, ¢)|| = 7 sin(p). One then infers the known result:

// do = // r?sin(p)dddp = 4mr?
o) Tx[0,r)

which is indeed the surface of a sphere of radius r.

In addition to the surface defined by ¢ : © — R3, consider now another function
defined on the surface ¢(2), namely consider a function f : ¢(2) — R. Clearly, if f is
defined on all R3, it is also defined on the surface ¢(£2), but it is not necessary that the
function f is defined outside of ¢(2). Then we can introduce one more natural quantity:

Definition 8.5 (Integral on a surface). Let Q C R? be open and bounded, and let
q: Q2 — R3 be a parametric surface of class C* (and injective). Consider f: q(2) — R
with the assumption that the composed map foq : Q@ — R is continuous. Then, the
integral of f over the surface ¢(Q) is defined by

/q(ﬂ)fda = //Qf(q(s,t))||Nq(s,t)||dsdt. (8.5)
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One immediately observes that the continuity condition is precisely the necessary
one for having the integral of a continuous function. Also, a special case of this integral
is provided by the computation of the area of ¢(£2) provided in Definition 8.3. Indeed, it
corresponds to the special choice f = 1. In that respect, one can consider the function f
as a local density of the surface ¢(£2), and then the integral || fq(ﬂ) f do can be interpreted
as the total mass of ¢(£2). Of course, other interpretations are possible, depending on
the nature of q.

In the previous construction, the function f was scalar valued, which means that
it takes values in R. What can one do if f takes values in R3. Of course, one could
define f fq(ﬂ) f do a vector-valued integral, but this would simply be three independent

integrals of the type provided in (8.5). In the case f takes values in R? and since N,
provides also a vector in R3, one can certainly construct something more interesting. ©

Definition 8.6 (Flux through a surface). Let Q C R? be open and bounded, and let
q:Q — R3 be a parametric surface of class C* (and injective). Let f : q(2) — R3 with
the assumption that the composed map f o q: Q) — R3 is continuous. Then, the flux of
f through the surface ¢(2) is defined by

/q(m frNydo = //Qf(‘J(Svt)) - Ny(s, t)dsdt
://Qf(q(s,t)) [D1q x Dag(s, ) dsdt. (8.6)

A representation of the framework for this integral is provided in Figure 8.6. Note
also that this integral will play a crucial role in the last chapter of this course.

Fig. 8.6. A surface S = ¢(€2) with NV, in blue and f in red



Chapter 9

Divergence and Stokes’ theorems

Green’s theorem and the divergence theorem seen in theorems 7.1 and 7.3 were taking
place in R2. In this chapter we look for similar results in R®. These results are called
Stokes’ theorem and divergence theorem. We start with divergence theorem.

Recall that in R? this statement is an equality of the form

/abf(c(t)) N(t)dt = //Q[divf](x,y) dady

where f : Q — R? is a vector field. If we consider now a vector field f : R® — R3,
the r.h.s. of this equality is still meaningful. Indeed, the divergence can be defined
on a vector field of any dimension by the formula: divf = 37, 0;f;, with {f;} the
components of f. Now, what would be the replacement of the I.h.s. 7 The most natural
choice is to replace the line integral by the integral of a flux through a surface, as
defined in (8.6). Note however that we have to change our notations: the domain 2 can
not be both a bounded volume in R?, and a subset of R? used for parameterizing the
surface enclosing the volume of R3. The next statement takes these necessary changes
into account.

Theorem 9.1 (Divergence theorem in R?). Let U be a bounded and closed domain in
R3 whose boundary S consists in the union of a finite number of surfaces which are
defined by parametric surfaces S = S; U Sy---U S, of class C* (and such that the
normal vector N, to these surface points outside of U). Let f : U — R® be a continuous
vector field of class C' on U°, with its derivatives continuous on U. Then the following

equality holds:
//Sf-quo:///u[divf] av. (9.1)

In the previous equality, the r.h.s. corresponds to a volume integral while the
L.h.s corresponds to the flux of f through the surface S. If this surface is made of
n pieces, then one has to perform the sum over each contribution. It is important that
the parametrization of each part of the surface defines a normal vector IV, which points
outside of the surface. As a result, one computes the total flux of f leaving the volume

Uu.
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We do not provide the proof of this
theorem, but let us mention the key point.
The process is similar to the proof of
Green’s theorem: one first considers el-
ementary volumes, proves the statement
for them, and then approximates U by
these elementary volumes, see Figure 9.1.
Here, the elementary volumes are small
cubes. It is indeed easy to prove equality
(9.1) on them, especially when the faces Fig. 9.1. A partition with small cubes
of these cubes are chosen parallel to the planes x = 0, or y = 0, or z = 0. For such faces
the normal vectors N, are quite easy to compute (and can even be guessed a priori).
Once the statement is proved on these cubes, their juxtaposition leads to the cancel-
lation of some contributions, and one easily realizes that the statement still holds for
any volume made of juxtapositions of small cubes. It finally remains to approximate U
by such a volume, and see that the errors between the computations realized on U and
the computations performed on this special volume can be made as small as necessary.
We leave the details for the interested reader.

Let us now present one application of this theorem. We consider first the function
g : R3\ {0} — R given by g(z,y,2) = ﬁm, where ¢ is a constant. We also
define vector field f: R3\ {0} — R? given by f = —Vg, which gives

x
Y
z

q 1

f(x,y,z) = E(xg +y2 +22>3/2

It is clear that this vector field is differentiable an arbitrary number of times on R*\ {0}.
In addition, one can readily check that

divf =divVg=0 on R*\ {0}. (9.2)

It then follows from (9.2) and from the divergence theorem that [[¢ f - Nydo = 0 for
any closed surface S which does not enclose 0. On the other hand, one also infers that
for any surface S enclosing 0 one has |, g f - Nydo = cst, for a constant which has to
be determined. The easiest example on which this computation can be performed is on
a unit sphere centered at 0. Indeed, by parameterizing such a sphere with

cos(#) sin(¢p)
q:Tx[0,m) > (0,p) — | sin(f)sin(p)
cos()
one gets (after a few computations) that
— cos() sin®(p)
Ny(6,¢) = | —sin(®) sin?(g) | = —sin(0)q(0, ¢),

— sin(p) cos(p)
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see also Example 6.10. Note that in order to have a vector pointing outside of the
surface, we shall have to change the sign of the above expression. Thus one gets:

/ / f-Nydo
unit sphere

- //T , )f(cos(ﬁ) sin(¢p), sin(f) sin(p), cos()) - sin(p)q(d, ¢) dfdy

= // L4(6,¢) - sin()q(0, 0) dddep
Tx[0,7) 4m

-z // sin(¢) dfdp
4 J Jrxjom

=4q,

where we have used that ¢(6, ¢) belongs to the unit sphere, and therefore has norm 1.
Observe that this result is nothing but Gauss’s law in electromagnetism.
The next and final result is an extension of
Green’s theorem, called Stokes’ theorem. It con-
sists in looking at Green’s theorem in R? instead N
of R?. Recall that Green’s theorem is an equality
of the form

[£= [[10ct: = i) ot

Clearly, the 1.h.s. is well defined even if the curve is
not located on a plane. Thus, for any curve in R? of
class C'* and for any continuous vector field f in R3,
the curve integral can be defined. For the r.h.s. it

has already been mentioned that the integral cor- C
responds to curlsf. Thus, it would be natural to
use the notion of curlf, namely Fig. 9.2. Surface with boundary

curlf = t(ayfg — 02 /2, 0. /1 — 0x.f3,05 f2 — ayfl)'

Since curlf is a vector field, we can use it and consider a surface integral of the form pro-
posed in (8.6). The surface considered has a boundary, and this boundary corresponds
precisely to the curve used for the curve integral. A representation of the setting is
provided in figure 9.2. Observe that if the surface is defined by a parametric surface
q: Q2 — R3? with Q C R? and if the boundary of ¢(2) is a curve which corresponds to
a parametric curve of class C', then one parametrization of this curve can be provided
by ¢ applied to the boundary 09 of Q2. We can now state this theorem (the notion of
orientability which appears in the statement will be discussed later on).

Theorem 9.2 (Stokes’ theorem). Let Q@ C R? be open and let ¢ : Q — R? be a
parametric surface in R® of class C'. Assume that the boundary 0q(Q) of q(Q) consists
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in a curve which can be defined by a parametric curve ¢ : [a,b] — R3 of class C*.
Assume also that the surface q()) is orientable, and that the surface lies on the left of
the curve. Let f : R® — R3 be a vector field of class C'. Then the following equality

holds:
/ /q | feumlf) - N do = / f (9.3)

Before discussing the above statement, let us write the equality with more details,
namely

/ /Q feurlf] (q(s, 1)) - [Brq x 2] (5, £) dsdt = / FeQ) - QA (94)

Observe that we have used the variable ¢ (instead of t) for the curve integral since the
variable t is already used in the L.h.s. Observe also that our assumptions on f are in fact
too strong. It is sufficient that f is defined on a small open set containing the surface
q(€2) such that the derivative of f is well defined. Accordingly, it is sufficient to require
that the map (s, ) — [curlf] (¢(s,?)) is continuous.

By looking at (9.3) it is clear that Stokes’ theorem relates an integral on a surface
with an integral on the boundary of this surface, which is a curve. We shall not prove it
here, since the proof would take a long time, but also since a much shorter proof exists
in a more advanced framework. Just for information, let us mention the formulation of
Stokes’ theorem in this more advanced framework. It can be summarized in the integral
of a differential form w over the boundary of some orientable surface S is equal to the
integral of its exterior derivative dw over the whole of S, namely fas w= fs dw. Clearly,
there is still a long path before one can fully understand such a statement.

Let us now consider a special application of Theorem 9.2. If Q C R? is open and if

we consider the parametric surface given by ¢ : 2 > (s,t) — <§>7 then N,(s,t) = (%),
and for any f: Q — R? of class C! with f3 = 0 one has

//Q [curlf] (q(s, 1)) - [O1g % Daq](s, t)dsdt (9.5)

0
= //Q [Curlﬂ (s,t,0) - (9) dsdt
= // [c%fg - 82f1} (8, t, 0) dsdt.
Q
On the other hand, if ¢ : [a,b] — R3? is a parametric curve defining the boundary of €,

one has ¢3(¢) = 0, namely the third component of ¢(¢) is 0 because €2 is located in the
plane z = 0. And by Stokes’ theorem, the expression (9.5) is also equal to

/ F(e(Q)) - ¢(0)d¢
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Thus, if we write f(m,y) for f(z,y,0) for any x,y € R, and define ¢ := (¢} ), then one
has obtained the equality

//ﬂ 912 = 1] (5,0 st = / F(E(0) ()¢

which is nothing but Green’s theorem, as stated in Theorem 7.1. As a summary, it means
that Green’s theorem corresponds to a special case of Stokes’ theorem, or reciprocally
it means that Stokes’ theorem is an extension of Green’s theorem. Note that this was
precisely the starting point of our discussion on Stokes’s theorem. In that respect, it
is not surprising that one proof of Stokes’ theorem is based on Figure 9.3. The idea is
similar to the proof of Green’s theorem seen earlier.

Fig. 9.3. The key idea for a proof of Stokes” theorem

It only remains to discuss the notion of orientability. Like the differential forms
mentioned earlier, this notion can not be fully defined in this course, and understanding
it should be a good motivation for further study. In fact, most of the common surfaces
are orientable, but famous exceptions like the Mobius strip exist. Let us just mention
the main idea behind orientability. Consider a parametetric surface g : 2 — R3 and the
normal vector N, introduced in (8.3) Consider also an arbitrary continuous and closed
curve ¢ : [a,b] — ¢(€2). One looks at the continuous map

[a,b] 2t — Ny(c(t)) € R

If Ny(c(a)) = Ny(c(b)), then the surface is orientable. On the other hand, if for some
curve one has N, (c(a)) = —Ny(c(b)), then one says that the surface is not orientable.
One example is provided in Figure 9.4.

As a conclusion, let us observe one surprising consequence of Stokes’” theorem. Con-
sider first a parametric surface ¢ : 2 — R3 and its boundary 9¢(f2). Let also its boundary
be parameterized by a curve c¢. The r.h.s. of (9.4) depends only on ¢ and not on the
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Fig. 9.4. A Mobius strip

parametric surface. Thus, if one deforms the surface by keeping its boundary constant,
the surface on which the computation of the Lh.s. of (9.4) is modified, but nevertheless
the result of the computation is constant (since the r.h.s. is not modified). This idea
is illustrated with the three surfaces of Figure 9.5 having the same boundary. A nice

result, among so many others !

.’. et | RN —
g —--.) - -l -
(_ — . ( -
- ——— - S —

Fig. 9.5. Three surfaces with the same boundary
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