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Abstract

Cosmic rays above 1018 eV, ultra-high energy cosmic rays or UHECRs, have been observed
for more than 50 years. The origin of UHECRs, however, is still unknown. The species of
UHECRs, the mass composition, as well as the energy spectrum are important information
to understand the origin of UHECRs. These UHECRs are measured by observing particles
produced in an air shower, cascade interaction caused by these UHECRs in the atmosphere.
The mass composition is estimated by comparing measured mass-sensitive observable and
predictions of these observable by simulations. For mass-sensitive observable, the depth
of maximum of shower development, Xmax, and the number of muons at the ground, Nµ,
are widely adopted. In measurements of mean of Xmax by the Pierre Auger Observatory,
systematic uncertainty in measurements for 1019 eV UHECRs is +8.0

−7.6 g/cm2. Meanwhile,
predictions of the mean of Xmax are different in approximate ±14 g/cm2 at the energy due
to the difference among the hadronic interaction models adopted in the simulation. Thus,
interpretation of mass composition is challenging due to uncertainty in hadronic interactions.
Furthermore, uncertainty in hadronic interactions may be underestimated if it is estimated
from the difference in predictions among hadronic interaction models.

Diffractive dissociation is one of the sources of uncertainty in hadronic interactions. To
reduce uncertainty in diffractive dissociation, measurements by accelerator experiments are
needed. There are several types of diffractive dissociation, e.g. single-diffractive dissoci-
ation (SD) and double-diffractive dissociation (DD). Diffractive dissociation is character-
ized by diffractive mass. Cross-sections of SD and DD were measured by many exper-
iments, e.g. by the ALICE and CMS experiments at the Large Hadron Collider (LHC)
at CERN. These cross-section measurements were performed for middle diffractive-mass
events. Cross-sections for low diffractive-mass events were extrapolated using hadronic in-
teraction models. Large experimental uncertainty was reported due to these extrapolations
for low diffractive-mass events. Large effects of diffractive dissociation on Xmax or Nµ were
pointed out in several previous studies. However, the effects of SD, DD, and diffractive mass
have been yet not separately estimated, whereas particles from SD and DD behave differently
in air shower development. Moreover, definitions of SD and DD are not consistent between
these estimations and experiments. It was challenging to consider uncertainty in Xmax or Nµ

propagated from the experimental uncertainty in measurements.
In this thesis, the effects of SD, DD, and diffractive mass for air shower development

were estimated comprehensively. We found that only the fraction of diffractive dissociation
in inelastic cross-sections shows a substantially large effect on the mean of Xmax, whereas
fractions between SD and DD or diffractive mass show minor or negligible effects on Xmax

and Nµ. The sizes of uncertainty in the mean of Xmax caused by experimental uncertainty
in measurements of cross-sections of SD and DD by the ALICE and CMS experiments are
found to be +4.0

−5.6 g/cm2 and +1.7
−1.2 g/cm2, respectively. The uncertainty from measurements
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by the ALICE experiment is comparable to the dominant source of systematic uncertainty
in Xmax by the Pierre Auger Observatory. Therefore, the experimental uncertainty in cross-
section measurements of diffractive dissociation is one of the dominant sources of the uncer-
tainties in interpretations of mass composition. The uncertainty caused by these experimental
uncertainties should be reduced to less than ±3.0 g/cm2 to avoid effects on interpretations
of mass composition.

The direct measurements of low diffractive-mass events are required to reduce these ex-
perimental uncertainties since this low diffractive-mass region could not be measured but
extrapolated by hadronic interaction models. In particular, in measurements of the CMS
experiment, this low diffractive-mass region was extrapolated using only one hadronic in-
teraction model. In this thesis, energy spectra of very forward photons produced in SD
were measured using detectors of the ATLAS and LHCf experiments. The validation of the
hadronic interaction model adopted in the CMS experiment was performed. The validation
using the measured photon spectra suggests that the systematic uncertainty quoted by the
CMS experiment may be underestimated. Future measurements with much higher statistics
by the ATLAS and LHCf experiments will reduce uncertainty in cross-section measurements
of diffractive dissociation and interpretations of the mass composition.
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Chapter 1

Introduction

1.1 Ultra-high energy cosmic rays

1.1.1 Ultra-high energy cosmic rays and their origin
Cosmic-rays with energy above 1018 eV, ultra-high energy cosmic-rays or UHECRs, have
been observed for more than 50 years since the Volcano Ranch experiment was reported a
cosmic-ray with energy more than 1020 eV [1, 2]. However, the origin of UHECRs is still
unknown. Measurements of the energy spectrum and the particle type, mass composition, of
UHECRs have been performed to understand the origin.

The energy spectrum of these cosmic rays has been observed as illustrated in Fig. 1.1 [3,
4, 5, 6]. Since the spectrum of cosmic rays decreases with energy steeply, the spectrum
was multiplied by E3 for a better understanding of the structure in the spectrum. Several
features in the spectrum were found; the spectrum becomes harder around 1018.7 eV and
steeply decreases above 1019.5 eV. The feature at 1019.5 eV can be caused by the maximum
energy of the acceleration at one source. The feature at 1018.7 eV can be caused by the
change of the source of UHECRs at that energy. Other interpretations are, however, possi-
ble by considering interactions during propagations from the source to the Earth affect the
spectrum. In propagations from the source to the Earth, a UHECR proton interacts with
cosmic-microwave background photons, γCMB, via pair creations, p+ γCMB → e++ e−+ p,
and pion productions, p+ γCMB → π0 + p. A UHECR nucleus also interacts with γCMB and
consequently, disintegration occurs; nucleons are produced in the nucleus-photon interac-
tion. This effect known as Greisen-Zatsepin-Kuzmin effects [7, 8] can explain the structure
above 1019.5 eV in the spectrum by assuming all UHECRs as protons. The mass composition
is important to understand the structure of the spectrum due to the acceleration mechanism
at the source or propagations.

Several scenarios for the origin of UHECRs are proposed to explain the spectrum and
the mass composition. Figure 1.2 illustrates predictions of the mean of lnA, ⟨lnA⟩, where
A is the mass number of UHECRs nucleus, by several theoretical scenarios as discussed in
Ref. [9] and its references. The mixed large Emax scenario [10] illustrated in dashed line in
Fig. 1.2 considers mixed composition with protons and nuclei. The maximum energy at the
source is assumed as Emax = Z × 1020.5 eV, where Z is the charge of cosmic-ray particles.
By considering propagations, ⟨lnA⟩ becomes smaller as energy becomes larger to explain
the energy spectrum. In interactions between a proton and γCMB, secondary protons with
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Fig. 1.1: The energy spectrum of cosmic rays above 1015.3 eV measured by TALE [3], surface and
fluorescence detectors of the Telescope Array experiment [4, 5], and Pierre Auger Observa-
tory [6]. The figure reproduced by permission of the AAS from Ref. [3].

smaller energy are produced. The structure of the spectrum around 1019.5 eV is explained by
these protons. The mixed small Emax scenario [11] illustrated in blue open circles in Fig. 1.2
considers the mixed composition and the maximum energy Emax = Z × 4× 1018 eV at the
source. Since the maximum proton energy is smaller than 1019 eV, ⟨lnA⟩ becomes larger as
energy becomes larger. The structure of the spectrum around 1019.5 eV is explained by the
maximum energy at the source. Several scenarios consider particular astronomical objects.
For example, in Ref. [12], the spectrum and the composition are predicted by assuming two
sources: galactic supernova remnants (SNR) as sources of cosmic-rays up to 1017 eV and
active galactic nuclei (AGN) as sources of UHRCRs. The prediction is illustrated by black
open squares in Fig. 1.2. The mixed composition with Emax ≈ Z × 1020 eV is considered,
whereas the composition at the source depends on the position of the shock front, where
cosmic-rays are accelerated. The mass composition can constrain scenarios for the origin of
UHECRs.

1.1.2 Measurements of ultra-high energy cosmic rays
The flux of these UHECRs is by far smaller than one per m2 per year. It is difficult to mea-
sure them directly by satellites. Instead, these UHECRs have been measured using a particle
cascade shower induced by UHECRs, air shower, to increase the effective area of measure-
ments. In the atmosphere, a cosmic-ray particle interacts with an air nucleus. For high energy
cosmic-rays, nucleons, neutral pions, and charged pions are produced in the collision. A neu-
tral pion decays into two gamma-rays, and produces two electromagnetic cascade showers;
an electron and a positron are produced via pair creation from a gamma-ray. The electron
or the positron emits gamma-ray(s) via bremsstrahlung. These interactions happen repeat-
edly. Many electrons and positrons are produced. The development of the electromagnetic
cascade showers stops when the energy of electrons and positrons becomes small and the
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Fig. 1.2: Predictions of ⟨lnA⟩ for some scenarios [9]. Mixed large Emax scenario [10], mixed small
Emax [11] scenario, and SNR and AGN [12] scenario are illustrated in dashed line, blue
open circles, and black open squares. Reprinted from [9], with permission from Elsevier.

ionization loss becomes dominant than bremsstrahlung. The number of particles in the cas-
cade shower becomes maximum when development stops. Meanwhile, charged pions and
nucleons make interactions with air nuclei repeatedly and produce nucleons, neutral pions,
and charged pions. A neutral pion decays into two gamma-rays and another electromagnetic
cascade shower starts. Charged pions and nucleons make interactions repeatedly. After these
cascade interactions, many low-energy charged pions are produced and decay into muons.
This cascade shower induced by a cosmic-ray is called an extensive air shower or an air
shower. Electrons, positrons, and gamma-rays are dominant components of an air shower.
On the ground, particles produced in an air shower spread in the wide area. We can measure
UHECRs by detecting part of these particles or the fluorescence lights emitted from charged
particles in an air shower.

These UHECRs have been observed by the Telescope Array (TA) experiment [13, 14]
at the northern hemisphere since 2007 and by the Pierre Auger Observatory (PAO) [15] at
the southern hemisphere since 2004 using the air shower method. These experiments em-
ploy two detection methods: surface detector arrays, which measure particles produced in
an air shower at the ground, and fluorescence telescopes, which measure fluorescence lights
emitted from charged particles in an air shower. In PAO, 24 fluorescence telescopes and
1660 particle detectors with a 3.6 m diameter were installed, each of which covers approx-
imately 3000 km2. Energy, arrival directions, and mass-sensitive observables of UHECRs
are measured using these detectors. For mass-sensitive observables, the depth of maximum
of air shower development, Xmax, and the number of muons on the ground, Nµ, are widely
adopted. Xmax and Nµ depend on the mass number of the primary cosmic-rays. Xmax is
defined by the depth along the initial cosmic-ray direction that the number of particles in an
air shower becomes maximum.

Mass composition is interpreted by comparing Xmax or Nµ measured by experiments
and those predicted by the air shower simulations. Figure 1.3 shows mean and fluctuations
of Xmax, ⟨Xmax⟩ and σ(Xmax), measured by Pierre Auger Observatory [16]. Red lines and
blue lines represent predictions of simulations with proton and iron for primary cosmic-
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Fig. 1.3: Mean and fluctuations of depth of maximum of air shower development measured by Pierre
Auger Observatory [16] and its predictions for proton primary (red lines) and iron primary
(blue lines) by three post-LHC hadronic interaction models: EPOS-LHC [17] (solid line),
QGSJET II-04 [18] (dashed line), and SIBYLL 2.3c [19] (dotted line). The figure is taken
from Ref. [16].

rays, respectively. Predictions with iron primaries show much larger ⟨Xmax⟩ and smaller
σ(Xmax) than those with proton primaries. This feature means that we can understand the
mass composition if ⟨Xmax⟩ and σ(Xmax) are measured by experiments and predicted by
simulations with good precision. Predictions by the simulation, however, depend on calcu-
lations of hadronic interactions by hadronic interaction models adopted in the simulation. In
Fig. 1.3, solid, dashed, and dotted lines corresponds to predictions by three hadronic inter-
action models, EPOS-LHC [17], QGSJET II-04 [18], and SIBYLL 2.3c [19], respectively.
Differences due to hadronic interaction models are 20-30 g/cm2 and 30-40 g/cm2 in ⟨Xmax⟩
for 1017 eV and 1019 eV proton primaries, respectively. These sizes of differences approx-
imately correspond to 1.0 in the mean of lnA, ⟨lnA⟩. Meanwhile, systematic uncertainty
in the measurements by PAO is +8.0

−7.6 g/cm2 [20] and much smaller than the differences in
predictions among hadronic interaction models. The dominant sources of the systematic
uncertainty in measurements by PAO are the reconstruction of Xmax and the effects of prop-
agations of fluorescence lights in the atmosphere. They can be improved in the future. In
consequence, it is challenging to interpret the mass composition of primary cosmic-rays even
after improvements of measurements due to uncertainty of hadronic interactions.

Interpretations of mass composition from Nµ have another problem. Figure 1.4 illustrates
the average muon number measured by PAO [22]. The results are larger than predictions of
the iron primary, which suggests heavier composition than iron. However, a nucleus heavier
than iron is very rare in the Universe. Moreover, interpretations of mass composition from
Xmax and Nµ should be consistent since UHECRs from the same sky are measured for both
cases. Therefore, this result suggests that Nµ calculated in the simulation is too small. This
problem is called the muon deficit problem and is confirmed by many experiments [23].

Even though differences in predictions of Xmax or Nµ among hadronic interaction models
are considered in interpretations of mass compositions, the uncertainty of hadronic interac-
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Fig. 1.4: The average muon number relative to QGSJET II-03 [21] predictions of the proton-induced
air shower measured by Pierre Auger Observatory [22]. Predictions for the proton and the
iron primary are shown in red and blue lines, respectively. Dotted and dashed lines corre-
spond to predictions by QGSJET II-04 [18] and EPOS-LHC [17], respectively. Reprinted
figure with permission from [A. Aab et al. (Pierre Auger Collaboration), Phys. Rev. D 91,
031003, 2015.] Copyright 2015 by the American Physical Society. [22].

tions can be larger than the differences. Since hadronic interaction models are based on phe-
nomenological models and tuned using the results of accelerator experiments as discussed
below, it is difficult to calculate the uncertainty of hadronic interactions theoretically. There-
fore, the uncertainty of hadronic interactions should be considered based on uncertainty in
measurements of accelerator experiments.

1.2 Interpretations of mass-composition and hadronic in-
teraction models

The hadronic interactions are dominant sources of uncertainty in predictions of Xmax or Nµ

in simulation, and therefore, dominant sources of the uncertainty in interpretations of the
mass composition. Calculations of interactions for gamma-rays, electrons, and positrons
are well established in Quantum Electrodynamics. By contrast, calculations for hadrons are
difficult; Quantum Chromodynamics (QCD) is the theory for hadronic interactions, whereas
it is difficult to calculate hadronic interactions with low momentum transfer cases from the
first principle in the theory. In the simulation, we utilize hadronic interaction models based
on phenomenological models tuned by results in accelerator experiments. Although hadronic
interaction models are tuned by available experimental results, large uncertainty exists in the
calculation using these models.

Calculations in hadronic interaction models can be divided into several parts based on
collision types. One is the calculation for the collision with (an) interaction(s) with high
momentum transfers between a constituent of each colliding hadron. Calculations based on
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1.2. INTERPRETATIONS OF MASS-COMPOSITION AND HADRONIC

INTERACTION MODELS

perturbative QCD work well for the interaction between constituents, even though it is dif-
ficult to calculate all the collisions. Phenomenological models are also adopted for part of
the calculation. The other is the calculation for the collision without interaction with high
momentum transfers. In the collision, we cannot apply perturbative QCD for the calculation.
Phenomenological models based on the Regge Theory are widely adopted for the collision.
Diffractive scattering is one of the collision types calculated in this way. Diffractive dissoci-
ation, a collision type similar to diffractive scattering but with particle productions from the
breakup of (a) scattered particle(s), is the other collision type. Since each type is calculated
by different phenomenological models in the hadronic interaction models, it is important to
improve calculations for each collision type separately.

Improvements in predictions of hadronic interactions using accelerator experiments are
necessary since phenomenological models should be tuned using the results of accelerator
experiments. Following things are needed for improvements of hadronic interactions: (i)
clear understandings of effects of each collision type in hadronic interactions on Xmax or
Nµ and (ii) measurements of each collision type using accelerator experiments. An effect
of each collision type on Xmax or Nµ varies. Some features in a collision type may show
large effects on Xmax or Nµ, whereas the other features in a collision type may show small or
negligible effects. All features in each collision type that show large effects are needed to be
measured by accelerator experiments. Thus, quantitative estimations of effects are necessary
to understand what should be measured.

The center-of-mass energy of a collision between a UHRCR particle and an air nucleus
is much larger than the energy of accelerators on the Earth. Therefore, measurements at
the highest energy collider, the Large Hadron Collider (LHC) at CERN, is important. The
energy of LHC corresponds to the energy of a collision between a 1017 eV cosmic-ray proton
and an air nucleus. Since large uncertainty in predictions of Xmax and Nµ are found even for
1017 eV cosmic rays, measurements at LHC are highly important.

The challenge of the improvements of hadronic interaction models is owing to the fol-
lowing reasons;

a) Effects of particular processes in the hadronic interaction on Xmax or Nµ are not sim-
ple. To understand the effect of each particular process, a careful study using air
shower simulations is necessary. The understanding of effects tells us what particular
process should be measured by accelerator experiments.

b) It is known that particles produced in regions with very small scattering angles in col-
lider experiments, forward regions, are important for air shower predictions, whereas
it is challenging to measure all particles produced in these regions in collider exper-
iments. As discussed in Ref. [24], by considering the interaction between an initial
cosmic-ray and an air nucleus, the forward particles, particles produced in forward
regions, of the interaction and cascade showers initiated from these forward particles
produces most particles in an air shower. Predictions of the forward particles are im-
portant. To measure these forward particles in the experiment, forward detectors in the
collider experiments are important. However, due to configurations of beam pipes at
colliding points and magnets in each collider, measurements using these detectors are
limited.
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Fig. 1.5: Predictions of total and elastic cross-sections and experimental data for proton-proton colli-
sions [25]. The figure is taken from Ref. [25]

1.3 Improvements of hadronic interaction models and diffrac-
tive dissociation

1.3.1 Improvements of hadronic interaction models using the early re-
sults at LHC

Improvements of hadronic interaction models were performed using the early results at LHC
as discussed in Ref. [25]. Figure 1.5 illustrates total and elastic cross-sections measured
by the TOTEM experiment [26] at LHC (red star) and its predictions by EPOS 1.99 (gray
dashed) [27], EPOS-LHC (blue solid) [17], QGSJET II-03 (green dash-dotted) [21], and
QGSJET II-04 (red dotted) [18]. Here, QGSJET II-03 and EPOS 1.99 are models before
tuning (pre-LHC models) and QGSJET II-04 and EPOS-LHC are models after tuning (post-
LHC models). Post-LHC models were tuned using measurements at LHC, thus differences
of predictions between post-LHC models were much smaller than those between pre-LHC
models. The tuning was also performed for the number of charged particles using the number
density of charged particles measured by the CMS experiment [28]. The tuning focusing on
the number of charged particles mainly affected inelastic collisions except for diffractive
dissociation.

Tuning of diffractive dissociation was performed using measurements of cross-sections
for these collisions by the ALICE and the CMS experiments [29, 30]. For example, a
hadronic interaction model, SIBYLL 2.3 [31], was tuned to show agreements with the AL-
ICE results. Figure 1.6 illustrates calculations by SIBYLL 2.3 and experimental results used
for tuning. Solid, dashed, dot-dashed lines were calculated results by SIBYLL 2.3 with
three different criteria in calculations. The solid line was the same criteria with experimental
results shown in the plot. (Details are given in Sec. 3.2.) The results of the ALICE exper-
iment were illustrated in red open squares and circles [30]. The other markers correspond
to relatively low energy results for proton-proton and proton-antiproton collisions. Large
errors were found for these experimental results. For diffractive dissociation, tuning was
performed even though very large experimental uncertainty exists in experimental results.



16
1.3. IMPROVEMENTS OF HADRONIC INTERACTION MODELS AND

DIFFRACTIVE DISSOCIATION

Fig. 1.6: The single-diffractive cross-section calculated by SIBYLL 2.3. Three different criteria in
calculations are shown in dash, solid, and dot-dashed lines. Experimental results are also
shown in Markers [30, 32]. The figure is taken from Ref. [31] with permission by the author.

The tuning using measurements at LHC reduced uncertainty in hadronic interaction models.
Large differences in Xmax were, however, observed even for post-LHC models as illustrated
in Fig. 1.3.

1.3.2 Prospects of improvements
For future improvements of hadronic interaction models, the following three things are im-
portant: tuning of these models using the latest data from the experiments, new measure-
ments for cases where no data is available, and improvements of measurements with large
experimental uncertainty. Recently, several measurements have been performed for forward
regions, e.g. by the LHC forward (LHCf) experiment [33, 34]. Moreover, measurements of
collisions between a proton and an Oxygen ion are planned at LHC [35]. The proton-Oxygen
collisions exactly correspond to the collisions in the air shower. Improvements in hadronic
interaction models are expected because of these latest results and future results. However,
large experimental uncertainty in measurements exists in the results for diffractive dissoci-
ation. The large uncertainty in measurements can cause large uncertainty in predictions of
Xmax or Nµ.

1.3.3 Diffractive dissociation
Diffractive dissociation is the collision with diffractive scattering and the breakup of (a)
scattered particle(s) after the scattering. In the collision, the scattered particle dissociates,
i.e. the scattered particle becomes excited and then dissociates into several particles. In
diffractive dissociation, two hadrons interact with each other with low momentum transfer.
Diffractive dissociation has several types; one is that one of the colliding particles dissociates.
The other is that both of the colliding particles dissociate. In an air shower, a projectile
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cosmic-ray is sometimes intact after diffractive dissociation, whereas particles are produced
from the dissociation of an air nucleus. Since most particles produced in the forward regions
in diffractive dissociation, it shows large effects on the air shower.

The previous studies discussed the effects of diffractive dissociation. In Ref. [36], effects
of uncertainty in experiments were discussed using two additional tunes of QGSJET II-04,
where the model was tuned to have better agreements with results by the ATLAS [37] and the
CMS [29] experiments or with that by the TOTEM [38] experiment. From differences of two
tunes, effects of different tuning for diffractive dissociation were estimated to be 10 g/cm2 on
⟨Xmax⟩. Effects of diffractive dissociation were also discussed in Ref. [39] with an extreme
assumption, turning all the diffractive dissociation off in air shower simulations. The effect
on ⟨Xmax⟩ for 1020 eV proton primary was estimated to be 15 g/cm2. Effects of diffractive
dissociation on muon density on the ground were also pointed out.

Although these studies showed large effects of diffractive dissociation on Xmax or Nµ and
measurements of diffractive dissociation were performed, there are several problems. The
first one is that the effects of each type in diffractive dissociation are unclear. For example,
in the study in Ref. [36], effects were studied by several additional tunes of QGSJET II-04.
The tuning, however, affects both diffractive dissociation and inelastic cross-sections. There-
fore, the size of effects for each feature in diffractive dissociation is unclear in the previous
studies. The second one is that the effects of large experimental uncertainty in diffractive
dissociation on Xmax or Nµ is unclear despite discussions in previous studies. Definitions
for diffractive dissociation were based on the hadronic interaction models in these simula-
tion studies. Meanwhile, definitions in experimental results depend on the configurations
of detectors in each experiment. Due to the differences in definitions, it is impossible to
calculate the effects of large experimental uncertainty on Xmax or Nµ. The third one is that
measurements of particular cases of diffractive dissociation, i.e. low diffractive-mass cases
as discussed in Sec. 3.3.5, are very hard. That makes experimental uncertainty large.

1.4 Aim and structure of this thesis
In this thesis, we aim for solving the problem in interpretations of the mass composition of
UHECRs. As the important step for solving the problem, we focus on one of the impor-
tant sources of uncertainty in Xmax or Nµ, diffractive dissociation. To solve three problems
of diffractive dissociation discussed in the previous section, we discuss the effects of col-
lision types and characteristics of diffractive dissociation on Xmax or Nµ comprehensively.
Moreover, uncertainty in predictions of Xmax or Nµ is estimated from the uncertainty in
cross-section measurements of diffractive dissociation. Additionally, the measurements us-
ing ATLAS and LHCf detectors are discussed to reduce experimental uncertainty in mea-
surements.

The structure of this thesis is as follows; the air shower and hadronic interactions are
introduced in Chapters 2 and 3, respectively. Effects of diffractive dissociation on Xmax and
Nµ are discussed comprehensively in Chapter 4. Uncertainty of ⟨Xmax⟩ from experimental
uncertainty is discussed in Chapter 5. Measurements of diffractive dissociation with detec-
tors of ATLAS and LHCf experiments are discussed in Chapters 6 and 7. We conclude in
Chapter 8.





Chapter 2

Air shower

2.1 Simplified air shower model: Heitler model
Since an air shower consists of electromagnetic and hadronic cascade interactions, Xmax

or Nµ depends on the characteristics of each interaction. The understanding of the effects
of an interaction on Xmax or Nµ is important to understand what should be measured in
accelerator experiments for the improvements of hadronic interaction models. In this section,
we introduce a very simplified model for the air shower, developed by Heitler as reviewed
in Ref. [40, 41] and extended by Matthews [42]. This model works well for qualitative
understanding of the relation. Discussion based on simulations in previous studies follows
after this section.

First, we focus on an electromagnetic shower initiated by a gamma-ray with energy E0.
In this simplified model, a gamma-ray makes an interaction after running a radiation length
λe, which is the length that the energy of high energy electrons decreases to 1/e of the initial
energy, and produces an electron and a positron by the pair creation. The electron and the
positron make interactions after running λe and produce a gamma-ray by bremsstrahlung
as illustrated in the left plot of Fig. 2.1. The number of particles after n-th interactions is
N = 2n. If we assume the same energy for each produced particle for simplicity, the energy
of each particle is E = E0/2

n. The development of electromagnetic shower stops when the
energy of each particle becomes smaller than the critical energy Ec

e.m., the energy that ion-
ization loss of electrons and positrons becomes dominant than bremsstrahlung. The critical
energy Ec

e.m. of the air is roughly equal to 80 MeV [41]. The number of particles in electro-
magnetic showers becomes maximum after nMAX-th interactions, where Ec

e.m. = E0/2
nMAX .

Thus, nMAX = log2E0/E
c
e.m.. The depth of maximum of particles in electromagnetic show-

ers, XEM
max, corresponds to the depth at the nMAX-th interaction calculated as

XEM
max = λe log2E0/E

c
e.m.. (2.1)

Second, we focus on a cascade shower initiated by a hadron as illustrated in the right plot
of Fig. 2.1. In a hadronic interaction, many charged pions and neutral pions are produced.
A neutral pion decays into two gamma rays and produces electromagnetic cascade showers.
Charged pions make interactions after running one interaction length λI , the mean length
that a hadron travels before it makes an inelastic collision. As the energy of a charged pion
becomes smaller, decay length λdecay, the mean length that the particle travels before it de-
cays, becomes smaller. Once λdecay becomes comparable with λI , decay of a charged pion
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becomes dominant. Note that this λI depends on the inelastic cross-section of the collisions.
This dependency is, however, ignored in this model. For simplicity, we assume all the parti-
cles produced in a collision are either charged or neutral pions, having the same energy. In
this case, the energy and the number of gamma-rays produced in the first interaction are

Eγ =
E0

2nmult

, (2.2)

and
Nγ = rnmult, (2.3)

where r is the fraction of neutral pions in produced particles, E0 is the energy of the primary
cosmic ray, and nmult is multiplicity, the number of particles produced in the interaction.
Charged pions produced in the interaction make hadronic interactions with air nuclei repeat-
edly. After n-times of hadronic interactions, the number of charged pions and its energy are
calculated as,

Nπ± = ((1− r)nmult)
n, (2.4)

Eπ± =
E0

nn
mult

. (2.5)

Development of hadronic showers stops at the critical energy Ec
π, the energy where λdecay =

λI . When development stops, muons are produced by the decays of charged pions. These
muons are detected on the ground. The number of interaction when development stops,
nMAX
had , is

nMAX
had =

lnE0/E
c
π

lnnmult

, (2.6)

and the number of muons is
Nµ = (

E0

Ec
had

)β, (2.7)

where β = ln rnmult

lnnmult
. If electromagnetic showers produced from the first interaction are only

considered, the depth of maximum of air shower development, Xmax, is calculated as,

Xmax = λI + λe log2
E0

2nmultEc
e.m.

. (2.8)

For simplicity, we have assumed the same energy for each produced particle. However,
the particle produced from the remnant of a projectile particle typically carries a large portion
of energy in hadronic interactions. The effect is considered in an extended model developed
in Ref. [42]. Hereafter, we consider the case that one particle, a leading particle, carries a
large part of the energy, KelE0, where “elasticity” Kel is the ratio of the energy of the
leading particle to the projectile cosmic ray. If we assume that all other particles produced in
the interaction share the same portion of energy, the energy of gamma rays produced in the
first interaction is calculated as,

Eγ =
(1−Kel)E0

2nmult

. (2.9)

Xmax for these gamma rays is calculated as,

Xmax = λI + λe log2
(1−Kel)E0

2nmultEc
e.m.

. (2.10)
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If we consider the gamma rays produced in the interaction caused by the leading particle
produced in the first interaction, the energy of the incident leading particle is

Eleading = KelE0. (2.11)

Xmax for this case is calculated using 2λI and Eleading instead of λ and E0, respectively in
Eq. (2.10).

Xmax = 2λI + λe log2
Kel(1−Kel)E0

2nmultEc
e.m.

. (2.12)

The total energy of gamma rays produced in the first interaction and the interaction by the
leading particle are r(1 −Kel)E0 and rKel(1 −Kel)E0, respectively. From Eqs. (2.10) and
(2.12), Xmax from each interaction becomes smaller when Kel becomes larger. However,
Kel dependency of Xmax is not simple; the total energy of gamma rays produced in the first
interaction decrease as Kel becomes larger. Thus, the gamma-rays produced in the interaction
of the leading particle or interactions after that interaction become more important. Actually,
Xmax becomes larger when Kel becomes larger.

2.1.1 Mass number dependency
Xmax or Nµ depends on the mass of UHECRs. The mass dependency is explained by as-
suming the superposition of the nucleon in UHECRs. If a UHECR nucleus with the mass
number A and the energy E0 enters the atmosphere, we assume that the interaction between
the UHECR nucleus and an air nucleus can be considered as A-times interactions between
a nucleon and an air shower nucleus. In this case, A-times air showers induced by a nu-
cleon with E0/A are produced after the interaction. In the Heitler model without considering
elasticity, Xmax for the mass number A, XA

max, is calculated from Eq. (2.8) as

XA
max = λA

I + λe log2
E0

2AnmultEc
e.m.

. (2.13)

Here, λA
I is the interaction length for the UHECR nucleus. λA

I is smaller than λI for pro-
tons since the cross-section for the UHECR nucleus is much larger than that for protons.
Therefore, XA

max becomes smaller than Xmax for protons.
Nµ for the mass number A, NA

µ , is calculated from Eq. (2.7) as

NA
µ = A1−β(

E0

Ec
had

)β. (2.14)

Here, β = ln rnmult

lnnmult
is smaller than 1. Therefore, because of A1−β > 1, NA

µ becomes larger
than Nµ for a UHECR proton.

2.2 The relation between hadronic interactions and air shower
development

The Heitler model and its extension tell us the relations between air shower development and
characteristics of hadronic interactions. For example, small multiplicity and small inelastic
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DEVELOPMENT

Fig. 2.1: Simplified schematic view of electromagnetic (left) and hadronic (right) cascade in the air
shower [40, 41]. Reprinted figures with permission from [Ralf Ulrich, Ralph Engel, and
Michael Unger, Phys. Rev. D 83, 054026, 2011.] Copyright 2011 by the American Physical
Society. [41].

cross-section make Xmax larger. However, this simple model is not true, because the energy
of each particle does not necessarily share the same portion of energy. Moreover, the effect
of elasticity is unclear in the simplified model. It is necessary to confirm these relations in
the simulation.

The relation between each characteristic of hadronic interactions and Xmax or Nµ were
studied quantitatively using simulations in Ref. [41]. Figures 2.2 and 2.3 illustrated the im-
pact of modification in characteristics of hadronic interactions on Xmax and Nµ, respectively.
In the study, cross-section, multiplicity, the ratio of charged particles in produced particles
(charge ratio), and elasticity were focused as characteristics of hadronic interactions. The
mean value of each characteristic was modified with the f19 parameter. If f19 is 1.5, the
characteristic was modified to the 1.5 times larger value at 1019 eV. At the energy E, the
characteristic was modified to f(E, f19) times larger value. f(E, f19) was defined as

f(E, f19) = 1 + (f19 − 1)F (E). (2.15)

Here, F (E) was defined as

F (E) =

{0 E ≤ 1PeV

log10(E/1PeV)

log10(10EeV/1PeV)
E > 1PeV

(2.16)

For ⟨Xmax⟩, cross-section, multiplicity, and elasticity show large effects as illustrated in
Fig. 2.2. Large cross-section, large multiplicity, and small elasticity make ⟨Xmax⟩ smaller.
Only the cross-section shows a large effect on σ(Xmax). Small multiplicity and large charge
ratio make Nµ larger as illustrated in Fig. 2.3. For improvements of predictions of ⟨Xmax⟩
and Nµ, phenomenological models which affect these characteristics in hadronic interaction
models should be validated and improved by accelerator experiments.
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Fig. 2.2: The impact of modification of hadronic interactions on mean of Xmax (top panel) and
standard deviation of Xmax (bottom panel) for proton primary (left) and iron primary
(right) [41]. Reprinted figures with permission from [Ralf Ulrich, Ralph Engel, and Michael
Unger, Phys. Rev. D 83, 054026, 2011.] Copyright 2011 by the American Physical Soci-
ety. [41].
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DEVELOPMENT

Fig. 2.3: The impact of modification of hadronic interactions on mean of log10(Nµ) (top panel) and
standard deviation of log10(Nµ) (bottom panel) for proton primary (left) and iron primary
(right) [41]. Reprinted figures with permission from [Ralf Ulrich, Ralph Engel, and Michael
Unger, Phys. Rev. D 83, 054026, 2011.] Copyright 2011 by the American Physical Soci-
ety. [41].
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2.3 Particles produced in the forward regions and the air
shower

The relations between interaction in an air shower and Xmax or Nµ were discussed in the
previous sections based on several characteristics: cross-sections, charge ratio, multiplicity,
and elasticity. Meanwhile, a discussion for the relation was given in Ref. [24] by focusing
on another aspect of the interaction, i.e. the scattering angles of produced particles.

In the study in Ref. [24], the longitudinal profile of the number of electrons and positrons
and the muon density on the ground were simulated with the information of the mother
particles of these particles, which were produced at the first interaction. The profile and the
muon density were discussed with the scattering angle of the ancestor particles at the first
interaction. Here, instead of the scattering angle, pseudo-rapidity η, which is defined as

η = − ln(tan
θ

2
), (2.17)

where θ is the scattering angle of the produced particle, was adopted. The primary particle
of the air shower was a 1017 eV proton. Note that the η was calculated in the center-of-mass
frame of the interaction between a proton and an air nucleus.

Figures 2.4 illustrate the longitudinal profile and the muon density with pseudo-rapidity
of mother particles at the first inelastic interaction [24]. Most particles in the longitudinal
profile and the muon density are produced from the particle in |η| > 5.0 at the first inter-
action. Therefore, particles produced in the large |η| regions in the hadronic interaction are
important.

In collider experiments, most detectors cover |η| ≤ 5.0, whereas only several detectors
cover |η| > 5.0. At LHC, the regions with |η| > 5.0 are called forward regions. In the
forward regions, equipment to control colliding beams, e.g. magnets and beam pipes, exists.
Thus, detectors cannot measure all particles produced in forward regions. At LHC, neutral
particles in |η| > 8.4 are measured by zero-degree calorimeters of experiments, forward
particles in η ≈ 6 are measured by the CASTOR detector of the CMS experiment and T2
detector of the TOTEM experiment. Scattered beam protons are measured by the detectors
inserted in the beam pipe, Roman Pot detectors, utilized by the ATLAS and the TOTEM
experiments.
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Fig. 2.4: Longitudinal electron profiles (left) and lateral distributions of muons (right) for air showers
induced by a 1017 eV proton [24]. Histograms are stacked separately for different pseudo-
rapidity regions. Pseudo-rapidity is calculated in center-of-mass frame for the first interac-
tion.



Chapter 3

Hadronic interactions and diffractive
dissociation

3.1 Hadornic interactions

3.1.1 Overview
A hadron consists of quarks. A quark is an elementary particle and has a color charge. A
quark can interact with another quark by exchanging gluons. This interaction is called strong
interaction and is successfully described by Quantum Chromodynamics (QCD) (for reviews,
please see [43, 44].) A hadron is a color singlet; a hadron does not have a color charge. For
example, a proton consists of two up quarks and one down quark. The color charges of three
quarks are canceled out.

A collision between hadrons is not simple due to the important feature of QCD: asymp-
totic freedom. If an energy scale of momentum exchange, Q2, is large, the coupling constant
of QCD is small enough and perturbative QCD works well. Meanwhile, if Q2 is small, it is
impossible to apply perturbative QCD. For example, if Q2 in a collision is large enough, a
collision can be considered as one or several interactions between constituents of each col-
liding hadron. Interactions among constituents in a hadron can be ignored. Constituents of
a hadron are quarks. At high energy, several additional quarks and gluons can be produced
by pair creation from the vacuum and can be constituents of a hadron. Figures 3.1(a) and (b)
show examples of the collisions. Constituents of colliding hadrons (a) scatter or (b) interact
and produce quarks. Hadrons are produced from scattered or produced quarks (hadroniza-
tion). In hadronic interaction models, the interaction between constituents is calculated by
perturbative QCD. Since hadronization includes low Q2 interactions, it is calculated by a
phenomenological model.

If Q2 is small, we cannot apply perturbative QCD. Interactions among constituents of a
hadron are not negligible. Total and elastic cross-sections cannot be calculated from the first
principle, since interactions with small Q2 are important. Instead, in hadronic interaction
models, these collisions are calculated by a phenomenological model based on the Regge
Theory. In Sec. 3.1, we review the hadronic interaction for these collisions by focusing on
proton-proton collisions.

27



28 3.1. HADORNIC INTERACTIONS

(a) (b) 

l

l

Z

l

l

proton

proton

𝑞!

𝑞" 𝑞!

𝑞"

hadrons

hadrons

proton

proton

q

𝑞"

q

𝑞"

hadrons

hadrons

Fig. 3.1: Schematic views of interactions between constituents of colliding protons. (a) Two quarks,
q1 and q2, in two protons are scattered by a gluon. Hadrons are produced from quarks after
the scattering. Circles represent any process for the productions of quacks from proton or
for productions of hadrons from quarks. (b) Quark and anti-quark in protons annihilate and
produce quarks. Hadrons are produced from quarks after the interaction.
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Fig. 3.2: A diagram for elastic scattering.

3.1.2 Mandelastam variables and rapidity
Figure 3.2 illustrates elastic scattering of two particles. Four momenta of incoming particles
are represented by p1 and p2. Four momenta of outgoing particles are represented by p3 and
p4. Mandelastam variables s and t are defined as,

s = (p1 + p2)
2, (3.1)

and
t = (p1 − p3)

2. (3.2)

Here,
√
s corresponds to a center-of-mass energy of the collision.

Rapidity y is defined as,

y =
1

2
ln(

E + pz
E − pz

), (3.3)

where E and pz are the energy and the momentum of the particle parallel to the proton beam.
For mass-less particles, y is identical with pseudo-rapidity η defined in Eq. (2.17).

3.1.3 The total and elastic cross-sections and the optical theorem
Even though it is difficult to calculate total and elastic cross-sections from the first principle,
these two cross-sections have an important relation, i.e. optical theorem. (For review, see
a textbook, for example, [40].) Using an amplitude for the elastic scattering Aela(s, t) as a
function of s and t, differential elastic cross-section dσela/dt is

dσela

dt
=

1

64πsk2
|Aela(s, t)|2, (3.4)



CHAPTER 3. HADRONIC INTERACTIONS AND DIFFRACTIVE DISSOCIATION 29

where k = |p| and p is the momentum of the scattered particle in the center-of-mass frame.
Note that ℏ = c = 1 is assumed here. From the unitarity, total cross-section σtot have the
following relation known as the optical theorem,

σtot =
1

2k
√
s
ImAela(s, t → 0), (3.5)

where Aela(s, t → 0) is t → 0 limit of the elastic amplitude. Using the ratio of the real part
to the imaginary part of the elastic amplitude, ρ, the optical theorem is also written as

σ2
tot =

16π

1 + ρ2
dσela

dt

∣∣∣
t=0

. (3.6)

The total cross-section is the sum of the elastic cross-section and the inelastic cross-section.
Therefore, from Eq. (3.6), the elastic cross-section at t → 0 limit increases when inelastic
cross-section increases. The elastic cross-section at t → 0 limit is called diffractive scatter-
ing since this feature in Eq. (3.6) is considered as an analogy to classical wave diffraction;
in classical wave diffraction, when the incoming plane wave is absorbed by a thin and small
target, diffraction is caused by absorption of the plane wave. By considering inelastic colli-
sions as absorption of the plane wave, the increase of diffractive scattering is an analogy of
diffraction. Total cross-section was measured using the optical theorem and measurements
of dσela/dt by accelerator experiments, e.g. the TOTEM experiment [45].

3.1.4 The Regge Theory
Historically, hadronic interactions at low energy can be explained by the Regge Theory as
reviewed in Ref. [43, 46]. Before going to proton-proton collisions, we start from π− + p →
π0 + n. Cross-sections for π− + p → π0 + n collisions for a fixed proton target with a π−

beam of 20-200 GeV are well explained by the exchange of families of particles with isospin
1 in the Regge Theory [47]. If we plot the square of the mass, M2 = t, for the horizontal
axis and the angular momentum J for the vertical axis for these particles, e.g. ρ and a2, these
particles are along a straight line, as illustrated in Fig. 3.3. This is the Regge trajectory. The
trajectory is parameterized as,

αR(t) = α(0) + α
′
t, (3.7)

where α(t) = J and t = M2.
The Regge trajectory is extended to the families of imaginary particles with spin 0,

isospin 0, and charge 0. These imaginary particles and the trajectory are called Pomeron
and the Pomeron trajectory, respectively. Diffractive scatterings in proton-proton collisions
are well explained by the exchange of a Pomeron. The Pomeron trajectory, αP , can also be
parametrized as,

αP (t) = 1 + ϵ+ α
′
t, (3.8)

where ϵ and α are parameters for the Pomeron trajectory.
The total and elastic cross-sections of hadronic interactions can be calculated in the

Regge Theory. The total cross-section, σpp
total, is calculated in Ref. [46] as

σpp
total =

∑
k

βpk(0)
2sαk(0)−1, (3.9)
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Fig. 3.3: The Regge trajectory. The square of mass and the angular momentum of several mesons are
plotted in the horizontal and the vertical axis, respectively. The fitted line corresponds to the
trajectory parametrized in Eq. (3.7). The figure is taken from Ref. [48].

where k runs over all possible trajectories. Here, Regge and Pomeron trajectories are con-
sidered. βpk(t) is the term related to the coupling between a proton and the k trajectory. The
elastic cross-section, σel, is calculated as

dσel

dt
=

∑
k

βpk(t)
4

16π
s2(αk(t)−1). (3.10)

The energy dependence of total and elastic cross-sections came from α(t) − 1 in each tra-
jectory. For Pomeron trajectory, α(0) − 1 is slightly larger than 0 to reproduce the fact that
total cross-sections slightly increase at high energy.

3.1.5 Diffractive dissociation
In hadronic interactions, (a) colliding hadron(s) after diffractive scattering sometimes breaks
up and produces particles. These collisions are considered that the colliding hadron is excited
in diffractive scattering and particles are produced from the excited hadron, and, therefore,
called diffractive dissociation. Diffractive dissociation is also explained by an exchange of
the Pomeron. After an exchange of the Pomeron, a colliding proton sometimes becomes an
excited state and dissociates.

There are several types of diffractive dissociation as illustrated in Fig. 3.4: one of the
colliding particles dissociates (single-diffractive dissociation, SD), both of the colliding par-
ticles dissociate (double-diffractive dissociation, DD). Moreover, particles are sometimes
produced from the interaction between two Pomerons, whereas two colliding particles are
intact. This additional type is called central-diffractive dissociation (CD). Hereafter, we fo-
cus on diffractive dissociation. Inelastic collisions other than diffractive dissociation are
called non-diffractive collisions (ND) in this study.
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Fig. 3.4: Feynman diagrams for (a) single-, (b) double-, and (c) centeral-diffractive dissociation.
These figures are reproduced from Ref. [49].

3.1.6 Diffractive mass and rapidity gaps
There are important characteristics in diffractive dissociation: diffractive mass and rapidity
gaps. Diffractive mass corresponds to the mass of the excited proton in diffractive dissocia-
tion. For SD as illustrated in Fig. 3.4, the square of the diffractive mass, M2

X, is defined as
follows,

M2
X = (p1 + p2 − p3)

2 =
(∑

i

pi
)2
, (3.11)

where p1 and p2 are four momentum of initial particles. p3 is four momentum of the scattered
proton. i runs over all final-state particles in the dissociation system and pi is four momentum
of each particle.

Experimentally, diffractive dissociation is characterized by a large rapidity gap, a rapidity
interval without produced particles. The rapidity gap depends on the diffractive mass. Fig-
ure 3.5 illustrates a schematic view of the rapidity gap. If we consider an ”excited” state of
proton with mass MX and it dissociates into particles in the dissociation system, the rapidity
of each particle yi is

yi = ⟨y⟩+ δy, (3.12)

where ⟨y⟩ is the mean rapidity of the particles in the dissociation system, and δy is the
difference of rapidity from the mean for each particle. ⟨y⟩ corresponds to the rapidity of the
”excited” state of proton. In the center-of-mass frame and

√
s ≫ MX limit, the ”excited”

state of proton flying parallel to the initial proton have pz ≈
√
s
2

, then, ⟨y⟩ is

⟨y⟩ = ln

√
s

MX

. (3.13)

By assuming that particles in the dissociation system distribute in the range of ± ln MX

mp
[46],

where mp is a proton mass, the minimum rapidity in the dissociation system, ymin, is

ymin = ln

√
s

MX

− ln
MX

mp

= ln
mp

√
s

M2
X

. (3.14)

Here we assume
√
s ≫ mp. The rapidity of the proton scattered in the opposite direction

is yproton = − ln(
√
s/mp). The rapidity gap is an interval in rapidity between the scattered
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Fig. 3.5: A schematic view of the rapidity gap. Horizontal axis is the rapidity y. Each vertical line
represents a particle at the rapidity.

proton and the minimum rapidity particle in the dissociation system. Therefore, the rapidity
gap is

∆y = ln
s

M2
X

= − ln ξ. (3.15)

Here, ξ ≡ M2
X/s. For diffractive dissociation with MX = 10GeV/c2 in proton-proton

collisions with
√
s = 13TeV, ∆y ∼ 14.3 and ymin ∼ 4.8. Thus, in diffractive dissociation,

a very large rapidity gap is expected. For diffractive dissociation with higher mass, e.g.
MX = 100GeV/c2, ∆y ∼ 9.7 and ymin ∼ 0.20.

Detectors typically need to cover the pseudo-rapidity η ∼ ymin at least to detect particles
in the dissociation system. As MX becomes lower, ymin become larger. Thus, detections of
low diffractive-mass cases, typically MX < 3.4GeV/c2 or log10 ξ < −6.6 for proton-proton
collisions with

√
s = 13TeV, are hard since detectors need to cover very forward regions.

In this thesis, we call the regions with MX < 3.4GeV/c2 or log10 ξ < −6.6 for proton-
proton collisions with

√
s = 13TeV as low diffractive-mass regions. We call the regions

with MX < 3.4GeV/c2 and ∆η > 3.0 as middle diffractive-mass regions. The middle
diffractive-mass regions were measured by several detectors.

The rapidity gap ∆y is an important parameter to measure diffractive dissociation. We
can separate diffractive dissociation and the other collisions using ∆y since only diffrac-
tive dissociation shows large ∆y. Moreover, ∆y and ymin are useful parameters to estimate
diffractive mass since they depend on diffractive mass. Unfortunately, diffractive dissocia-
tion with very high diffractive mass cannot be distinguished from the other collisions since
it shows small ∆y.

Measurements of diffractive dissociation using the rapidity gap were performed by many
experiments. Particles considered in the detection of the rapidity gap depend on detectors in
each experiment. Typically, charged particles and several neutral particles, e.g. gamma-rays
and neutral hadrons, are considered using tracking detectors and calorimeters. In

√
s ≫ m

for particles in dissociation system, ∆y ≈ ∆η, where ∆η is the gap in pseudo-rapidity. Since
pseudo-rapidity is calculated only from the scattering angle of each particle, the rapidity gap
in pseudo-rapidity is also used in the experiments.
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3.2 Phenomenological models for diffractive dissociation
In each hadronic interaction model, diffractive dissociation is described by a phenomenolog-
ical model based on the Regge Theory and tuned with experimental data. In PYTHIA8 [50],
cross-sections for diffractive dissociation are modeled with the parameters for the Pomeron
trajectory. There are several different versions of tune for diffractive dissociation in PYTHIA8,
e.g. tunes by Donnachie and Landoshoff [51] (DL hereafter) and Minimum Bias Rockefeller
tune [52] (MBR hereafter). Parameters ϵ and α in Eq. (3.8) are tuned by available experi-
mental data for total cross-sections. Cross-sections for diffractive dissociation are calculated
from the Regge Theory using these Pomeron trajectory parameters and coupling constants
for Pomeron. For example, in MBR tune [52], the cross-section of SD is modeled as,

d2σSD

dtd∆y
=

1

Ngap(s)

[
β2(t)

16π
e2[α(t)−1]∆y

](
κβ2(0)(

s
′

s0
)ϵ
)
, (3.16)

where ∆y is the size of rapidity gap, β(t) is the Pomeron-proton coupling. α(t) is the
Pomeron trajectory. ϵ is a parameter in the Pomeron trajectory. κ is the ratio of triple-
Pomeron coupling to β(0). s

′ is the square of center-of-mass energy. Ngap(s) is the gap
renormalization factor [53].

In SIBYLL 2.3 [31, 54], diffractive dissociation is modeled based on Good-Walker
model [55]. In the model, with considering two state of proton, ground state of proton,
|p⟩, and diffractive state of proton, |p∗⟩, and the elastic amplitude Aela, the amplitude for SD
ASD is modeled as [31],

⟨p∗p|ASD|pp⟩ = λAela, (3.17)

where λ is a coupling constant for diffractive dissociation and depends on s. Elastic cross-
sections for proton-proton collisions, σpp

ela(s), and SD cross-sections for lower mass cases,
σpp
SD,ξ<ξmax(s), have the following relation,

λ2(s) =
σpp
SD,ξ<ξmax(s)

σpp
ela(s)

. (3.18)

Here, SD events with ξ < ξmax, where ξmax is the upper limit of the ξ value, are only consid-
ered. In calculations in SIBYLL 2.3, the upper limit is set to be ξmax = 0.02. The coupling
constant λ(s) is tuned from this relation and experimental data for the SD cross-section.
Figure 1.6 illustrates the SD cross-section calculated by SIBYLL 2.3 with three different
upper limits ξmax in the calculations: ξmax = 0.2 (dashed line), ξmax = 0.05 (solid line), and
ξmax = 0.02 (solid line). The tuning was performed with ξmax = 0.05, which corresponds
to the definition in the experiments shown in the plot. The red squares in Fig. 1.6 are the
ALICE results with MX < 200 GeV/c2. The red circles are the ALICE results extrapolated
to ξ < 0.05. Uncertainties in experimental results affect the uncertainty in the tuning of λ.
Since the Good-Waler model is not valid for high mass diffractive dissociation [46], a fixed
fraction of the ND events is considered as high mass diffractive dissociation for ξmax > 0.02
in SIBYLL 2.3.

Predictions for collisions between a proton and a light ion or between a light ion and a
light ion are described by extending the model for proton-proton collisions. There are large
differences in the extrapolation from proton-proton collisions to proton-light ion collisions
among hadronic interaction models. For example in SIBYLL 2.3, DD in proton-light ion
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interaction Fraction in inelastic collisions [%]
model projectile SD (pp → Xp) target SD (pp → pY ) DD

EPOS-LHC 6.3 6.4 11.7
QGSJET II-04 7.1 7.2 6.4
SIBYLL 2.3c 7.5 7.4 2.1

Table 3.1: Fraction of SD and DD in inelastic collisions for proton-proton collisions predicted by
EPOS-LHC, QGSJET II-04, and SIBYLL2.3c. Collisions between a proton with 1017 eV
and a proton at rest are simulated with CMRC v1.7.

interaction Fraction in inelastic collisions [%]
model projectile SD (pN → XN ) target SD (pN → pY ) DD

EPOS-LHC 4.2 4.3 8.1
QGSJET II-04 5.9 3.5 3.4
SIBYLL 2.3c 6.6 3.0 0.8

Table 3.2: Fraction of SD and DD in inelastic collisions for proton-Nitrogen nucleus collisions pre-
dicted by EPOS-LHC, QGSJET II-04, and SIBYLL2.3c. Collisions between a proton
with 1017 eV and a nitrogen nucleus at rest are simulated with CMRC v1.7.

collisions is calculated by considering completely independent interactions between a proton
and a nucleon in the nucleus. If all independent interactions between nucleons are DD,
the collision is treated as DD. Meanwhile, projectile SD in proton-light ion collisions is
treated systematically with considering the excitation to the diffractive state caused by the
nucleus [31]. Excitation and de-excitation of a projectile proton to/from the diffractive state
by each nucleon in the nucleus are considered coherently. This effect enhances projectile SD
in proton-light ion collisions. Tables 3.1 and 3.2 show the fraction of each type of diffractive
dissociation for the collision of a 1017 eV proton with either a proton or a Nitrogen nucleus
at rest simulated by CRMC version 1.7 [56]. The fractions of projectile SD and target SD
in SIBYLL 2.3 are comparable for proton-proton collisions as shown in Tab. 3.1, whereas
the fraction of projectile SD is more than twice than that of target SD as shown in Tab. 3.2.
The fractions of projectile SD and target SD by EPOS-LHC are, however, comparable even
for proton-Nitrogen collisions. No enhancements of projectile SD are considered in EPOS-
LHC.

Differences in the modeling of diffractive dissociation affect cross-sections. Figure 3.6
illustrates SD (pp → Xp) cross-sections as a function of log10 ξ for proton-proton collisions
with

√
s = 13 TeV predicted by EPOS-LHC (magenta solid line), QGSJET II-04 (blue

dotted line), SIBYLL 2.3 (green dashed line), PYTHIA8 DL (orange dash-dotted line), and
PYTHIA8 MBR (red dash-two-dotted line). For parameters of the Pomeron trajectory in
PYTHIA8, ϵ = 0.085 and α

′
= 0.250 GeV−2 are adopted for PYTHIA8 DL and ϵ =

0.104 and α
′
= 0.250 GeV−2 are adopted for PYTHIA8 MBR. Parameters were tuned

using measurements of total cross-sections for (anti)proton-proton collisions for DL tune,
whereas they were tuned using measurements for (anti)proton-proton, π±-proton, and K±-
proton collisions for MBR tune [57]. Predictions of cross-sections become larger with log10 ξ
become smaller except for SIBYLL 2.3, whereas large differences can be found in the slope.
EPOS-LHC shows a clear peak at log10 ξ ≈ −8.0. There are very large differences of
predictions of cross-sections in log10 ξ < −6.5.
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Diffractive mass affects predictions of particle productions. Figure 3.7 illustrates log10 ξ
dependencies of elasticity (left) and multiplicity (right) for SD (pp → Xp) in proton-proton
collisions with

√
s = 13 TeV in the center-of-mass frame. Here, elasticity in the center-of-

mass frame is calculated using the most energetic particle produced in proton dissociation as
the following equation,

Kel = E1/E0, (3.19)

where E1 is the energy of the most energetic particle. E0 is the energy of the beam proton.
Collisions with smaller diffractive mass produce a smaller number of particles and a larger
elasticity. In air showers induced by cosmic rays, projectiles dissociate for projectile SD and
DD cases, whereas projectiles are intact for target SD and CD cases. Thus, diffractive-mass
dependencies in particle productions may affect Xmax or Nµ through projectile SD and DD
collisions.
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3.3 Collider experiments and results for diffractive disso-
ciation

3.3.1 Measurements of diffractive dissociation in experiments
Diffractive dissociation has been measured by detecting a large rapidity gap in many exper-
iments. Since most of the detectors at LHC detect particles in |η| < 6.5 except for several
very forward detectors, measurements of a large rapidity gap were limited. For example,
for proton-proton collisions at

√
s = 7 TeV, most of very low diffractive-mass events with

MX < 3.4 GeV did not make signals in detectors covering |η| < 6.5. Other possibilities
to measure cross-sections of diffractive dissociation were methods using forward detectors
covering |η| > 6.5. The Roman Pot detector was one of them. Using the Roman Pot de-
tectors, protons scattered in SD were measured by the ATLAS experiment [58]. Total and
inelastic cross-sections were precisely measured with Roman Pot detectors and the optical
theorem by TOTEM [45, 59] and ATLAS experiments [60].

3.3.2 Results by the CMS experiment
Measurements of cross-sections for SD and DD were performed using central detectors and
the CASTOR detector of the CMS experiment, which covers |η| ≤ 4.7 and −6.5 < η <
−5.2, respectively, for proton-proton collisions at

√
s = 7 TeV [29]. ξX corresponds to ξ

of the dissociation system in the side with the CASTOR detector. MY corresponds to the
diffractive mass of the dissociation system on the opposite side. The events were categorized
into three samples using the particle with the maximum pseudo-rapidity, yXmax, in dissociation
system for the CASTOR detector side and the particle with the minimum pseudo-rapidity,
yYmin, in dissociation system for the opposite side. If both the particles were measured in the
central detectors and a large rapidity gap was found between two particles, these events are
categorized into the CG sample. If the particle with yYmin was measured and the particle with
yXmax was not measured in the central detector, the events were categorized into two samples:
the sample with detection of particles in the CASTOR detector (the CASTOR sample) and
the sample without detection of particles in the CASTOR detector (the no-CASTOR sample).
These samples contain both SD and DD processes. Cross-sections of diffractive dissociation
for these three samples were as follows.

• σno−CASTOR = 2.99 ± 0.02+0.32
−0.29 mb for −5.5 < log ξX < −2.5 and log10MY < 0.5,

which are dominated by SD,

• σCASTOR = 1.18± 0.02± 0.13 mb for −5.5 < log ξX < −2.5 and 0.5 < log10MY <
1.1, which are dominated by DD, and

• σCG = 0.58 ± 0.01+0.13
−0.11 mb for log10MX > 1.1 and log10MY > 1.1 and ∆η > 3,

where ∆η = − log(
√

M2
XM

2
Y /(sm

2
p)),

Figures 3.8 and 3.9 illustrate differential cross-sections dσ/d log10 ξ measured by the CMS
experiment in Ref. [29] and predictions by hadronic interaction models. PYTHIA8 MBR
with ϵ = 0.08 shows good agreements with data, whereas QGSJET II-04 and EPOS-LHC
underestimate the data. These results at middle diffractive-mass regions were extrapolated
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Fig. 3.8: Differential cross-sections of diffractive dissociation dσ/d log10 ξ (a, b) in −5.5 < log ξX <
−2.5 and log10MY < 0.5 and (c, d) in −5.5 < log ξX < −2.5 and 0.5 < log10MY < 1.1
for proton-proton collisions at

√
s = 7 TeV measured by CMS experiments [29].

using PYTHIA8 MBR, since the model well reproduced the experimental results. The results
of cross-sections for SD and DD were as follows;

σSD = 8.84± 0.08(stat.)+1.49
−1.38(syst.)

+1.17
−0.37(extrapolation) mb , (3.20)

for SD with ξX < 0.05, and

σDD = 5.17± 0.08(stat.)+0.55
−0.57(syst.)

+1.62
−0.51(extrapolation) mb (3.21)

for DD with ∆η > 3. These results were extrapolated by PYTHIA 8 MBR.
The measurement of inelastic cross-section for proton-proton collisions at

√
s = 13 TeV

was performed by the CMS experiment in Ref. [61]. Inelastic cross-sections were measured
for two samples; one is the sample with either the ND events and diffractive dissociation with
ξ > 10−6. The other is the sample with either the ND events and diffractive dissociation with
ξX > 10−7 or ξY > 10−6. Results are illustrated in Fig. 3.10 with predictions by hadronic in-
teraction models. In Ref. [61], they concluded that extrapolations using hadronic interaction
models would underestimate the total inelastic cross-section, since no model reproduced two
inelastic cross-sections.
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3.3.3 Results by the ALICE experiment
Measurements of cross-sections for SD and DD in proton-proton collisions at

√
s = 7 TeV

were performed by the ALICE experiments using detectors covering −3.7 < η < −1.7,
|η| < 2.0, and 1.7 < η < 5.1 [30]. Inelastic cross-section was measured using luminosity
measured by van der Meer scans and simulations for trigger efficiency. Rates for SD and DD
were measured using these detectors except for the low diffractive-mass regions and were
extrapolated using models. The results of cross-sections are

σSD = 14.9+3.4
−5.9 mb (3.22)

for SD with MX < 200 GeV/c2 and

σDD = 9.0± 2.6 mb (3.23)

for DD with ∆ηgap > 3, where ∆ηgap is a rapidity gap in charged particle distributions.

3.3.4 Results by the TOTEM experiment
A measurement of cross-sections for very low diffractive-mass events with MX < 3.4 GeV/c2

was performed by comparing two inelastic cross-section measurements in Ref. [38]. Using
T1 and T2 telescopes, which covers 3.1 ≤ |η| ≤ 4.7 and 5.3 ≤ |η| ≤ 6.5, respectively,
the inelastic cross-section for events with particle productions in |η| < 6.5 was measured in
Ref [38]. Independently, total and inelastic cross-section was measured by Roman Pot detec-
tors and the optical theorem with no assumption for low diffractive-mass events in Ref. [45].
By subtracting two inelastic cross-sections, inelastic cross-sections for events without par-
ticle productions in |η| < 6.5, which correspond to very low diffractive-mass events with
MX < 3.4 GeV/c2 including both SD and DD contributions, was measured as [38],

σinel,|η|>6.5 = 2.62± 2.17 mb. (3.24)

The similar analysis was performed by the ATLAS experiment in Ref. [62]. Based on in-
elastic cross-section measurements by the ATLAS experiment [60, 63], the cross-sections
for diffractive dissociation for ξ < 5 × 106 was measured for proton-proton collisions with√
s = 7 TeV as,

σ(ξ < 5× 106) = 9.9± 2.4 mb. (3.25)

The method adopted in these results is the only method for published results of cross-sections
for very low diffractive-mass events. Experimental uncertainties of these results are large
even though the cross-section is only considering very low diffractive-mass regions. One
should note that it is impossible to separate SD and DD contributions in this method.

3.3.5 Very low diffractive mass events
It is very hard to detect a very large rapidity gap produced in very low diffractive-mass events,
whereas large cross-sections are predicted for these cases. Detectors covering |η| > 6.5, e.g.
zero degree calorimeters and Roman Pot detectors, are necessary for the detection of these
very low diffractive-mass events. Uncertainties for SD and DD cross-sections are not so large
in the results by the CMS experiment discussed in Sec. 3.3.2 because extrapolations for low



40 3.4. EFFECTS OF DIFFRACTIVE DISSOCIATION ON AIR SHOWER

Central-diff.Single-diff.

projectile 
dissociation

target nucleus 
dissociation

Non-diff. Double-diff.

nucleon other hadron air nucleus

Pseudo-rapidity
0 ∞ 0 ∞

gap

0 ∞

gap

0 ∞

gap

0 ∞

gap gap

Pseudo-rapidity Pseudo-rapidity Pseudo-rapidity Pseudo-rapidity

Fig. 3.11: Schematic views of ND, SD, DD, and CD for the first interaction of the air shower in the
lab frame. These figures are reproduced and modified from Ref. [49].

diffractive-mass events were performed by one model, which is PYTHIA8 MBR. However,
the validity is unclear for very low diffractive-mass events. Uncertainty becomes very large
if many models are considered in extrapolations. Cross-sections for very low diffractive-
mass events were estimated indirectly using two different measurements of inelastic cross-
sections by the TOTEM and the ATLAS experiments, as discussed in the previous section.
These cross-sections were measured successfully, however, experimental uncertainties for
these results are large.

The possibility to measure very low diffractive-mass events directly is detecting forward
neutral particles produced in these events by zero degree calorimeters. Using zero-degree
calorimeters, we can measure particles in the largest rapidity regions. This measurement can
validate models used for extrapolations of low diffractive-mass events in experiments. We
discuss this possibility in Chap. 6 and 7.

3.4 Effects of diffractive dissociation on air shower
From a cosmic-ray point of view, SD can be divided into two types: projectile SD, where
a projectile cosmic-ray particle dissociates, and target SD, where a target air nucleus disso-
ciates and a projectile cosmic-ray particle is intact. Effects on the air shower are different
among these types; if a comic-ray particle is intact, most of the projectile particle energy is
carried by one particle. Thus, Xmax becomes one interaction length larger. Meanwhile, in
projectile SD and DD, a projectile cosmic-ray particle dissociates. In this case, the projectile
particle energy is shared by the several particles produced in the dissociation. The elasticity
is typically larger than ND but smaller than target SD. Therefore, we can categorize hadronic
collisions into five types as illustrated in Figs. 3.11: projectile SD, target SD, DD, CD, and
ND.

Effects of diffractive dissociation were discussed in the previous studies [36, 39]. In
Ref. [36], two additional tunes for QGSJET II-04 was produced: SD+ and SD-. SD+ was
tuned using the results by the ATLAS [37] and the CMS [29] experiments. SD- was tuned
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Copyright 2014 by the American Physical Society.

using the results of the TOTEM experiment [38]. Figures 3.12 illustrate dσSD/d log10 ξX
measured by the CMS experiments [29] and predicted by these tunes. SD+ showed better
agreements with the results of the CMS experiment [29]. Tuning was also performed using
the results by the ATLAS [37] and the TOTEM [38] experiments. Predictions of ⟨Xmax⟩ and
σ(Xmax) by these tunes were illustrated in Fig. 3.13. Effects of these tunes on ⟨Xmax⟩ were
estimated to be 10 g/cm2. However, these tunes also affected cross-sections as illustrated
in Fig. 3.14. Therefore, the effects of SD and other effects were not separated in this way.
Another previous study in Ref. [39] was performed with an extreme assumption, turning all
the diffractive dissociation off in air shower simulations. The effects of SD and DD were not
separated. In consequence, the effects of each type of diffractive dissociation were unclear
in previous studies, even though the effect of each type of diffractive dissociation is different
qualitatively.

Another problem in the previous studies is that effects are estimated in the definitions
based on the hadronic interaction model. Since the definition of experimental results de-
pends on the coverage of detectors adopted in each experiment, the effects of experimental
results and their uncertainty are unclear. In the CMS experiment, SD and DD cross-sections
for proton-proton collisions with

√
s = 7 TeV were measured for ξX < 0.05 and ∆η < 3,

respectively. In the ALICE experiment, SD and DD cross-sections for proton-proton colli-
sions with

√
s = 7 TeV were measured for MX < 200 GeV/c2 and ∆ηgap < 3, respectively.

ND contamination was expected for DD. Large experimental uncertainty exists in the AL-
ICE results. However, in the previous studies, the effects of these experimental definitions
were unclear. To understand the effects of the experimental uncertainty on Xmax predictions,
a study based on these experimental definitions is necessary.

The analyses using the air shower simulation are performed in the following chapters to
solve these problems. The effects of collision types and characteristics in diffractive disso-
ciation on predictions of Xmax or Nµ are discussed comprehensively in Chap. 4; effects of
ratios of each collision type to other collision types are discussed. The effects of diffractive
mass dependencies of cross-sections are also discussed. Effects on ⟨Xmax⟩, σ(Xmax), the
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depth of the maximum of the muon productions, and Nµ are considered. Effects based on
experimental definitions are discussed in Chap. 5. The conversion of experimental uncer-
tainties in accelerator experiments into the uncertainty in Xmax is also performed in Chap. 5.





Chapter 4

Effects of diffractive dissociation on
predictions of Xmax and Nµ

4.1 Motivation
As discussed in the previous chapter, each collision type shows a different effect qualita-
tively. Moreover, diffractive-mass may affect Xmax and Nµ, since elasticity and multiplicity
in diffractive dissociation depend on diffractive-mass. However, effects of each collision
type and diffractive mass were not estimated separately in the previous studies [36, 39]. In
this chapter, effects of collision types and diffractive mass are discussed by focusing on two
characteristics; cross-sectional fractions of collision types and diffractive-mass dependencies
of cross-sections. Since experimental results of total and inelastic cross-sections measured
using Roman-Pot detectors and the optical theorem [64, 59, 60] showed small experimental
uncertainty, we focus only on cross-sectional fractions of collision types. For mass-sensitive
observable, we focus on Xmax, Nµ, and the depth of maximum of muon productions, Xµ

max.
Xµ

max was measured by PAO [65]. The interpretations of mass composition estimated from
Xµ

max were heavier than those from Xmax, whereas the interpretations should be consistent.
The effect of diffractive dissociation on this difference in interpretations is also given in this
chapter.

4.2 Simulation setup and analysis method

4.2.1 Simulation setup
In this study, simulations were performed using one-dimensional air shower simulation
CONEX v6.40 [66]. By using this package, the computation time was reduced signifi-
cantly compared to three-dimensional simulations. This feature of the CONEX was im-
portant for analyses with each collision type since these analyses need high statistics of sim-
ulated air showers. 4 × 104 air showers were simulated for each case and each high-energy
hadronic interaction model in analyses with 60◦ zenith angle. EPOS-LHC, QGSJET II-04,
and SIBYLL 2.3c were adopted for high-energy hadronic interaction models above 80 GeV
in projectile energy. For the low-energy hadronic interaction model, UrQMD [67, 68] was
adopted. The depth of maximum of shower development calculated in CONEX was adopted

45
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as Xmax. Longitudinal muon production profiles were fitted by the Gaisser-Hillas func-
tion [69] to calculate Xµ

max. The number of muons at the ground for zenith angle 60◦ were
adopted for the number of muons, Nµ, in this study. Some modifications were applied in
CONEX for the analyses in this chapter; information of collision types, diffractive-mass,
and the largest rapidity gap at the first inelastic interaction was added in the outputs. The
diffractive mass for each event was calculated by separating the dissociation system in each
event and calculating the square of the sum of four-momentum. Moreover, simulation sam-
ples with modification of a fraction of collision types for whole air showers in CONEX were
prepared for analysis. Details of this modification were provided in the next sections.

4.2.2 Analysis method
Analyses in this chapter were performed from the following two points: effects of detailed
characteristics with focusing on the first interaction in the air shower and effects of fractions
of diffractive dissociation with considering whole air shower development. The effect of
each characteristic at the first interaction was estimated from the dependency of Xmax or
Nµ on the characteristic. These analyses at the first interaction allowed us to understand
the effects of detail characteristics of diffractive dissociation comprehensively. Effects of
interactions caused by secondary cosmic rays in the air shower were considered by changing
a characteristic for the whole air shower.

The following four methods were adopted for the analyses in this chapter;

(A) Effects of collision types on the mean value of Xmax or Nµ were analyzed at the first
interaction using the mean value categorized by the collision type at the first interac-
tion. The mean value of observable, ⟨O⟩, can be calculated from categorized mean
values of observable, ⟨Oi⟩, and fractions of each collision type, fi, where i represents
a collision type, as

⟨O⟩ =
∑
i

fi⟨Oi⟩. (4.1)

Here, O can be Xmax, Xµ
max, and Nµ in the analyses. Fractions of collision types at

the first interaction were presented in Fig. 4.3. From this relation, we can calculate
the mean value of observable after modification of fractions. In the analysis, we uti-
lized the following four ratios and modify these ratios to change fractions: the ratio of
diffractive dissociation to inelastic collisions R1, the ratio of SD to SD and DD R2, the
ratio of target SD to all SD R3, and the ratio of CD to all diffractive dissociation R4.
Each fraction can be calculated using these ratios as follows;

fND = 1−R1,

fprojectile SD = R1R2(1−R3)(1−R4),

f target SD = R1R2R3(1−R4),

fDD = R1R2(1−R4),

fCD = R1R4. (4.2)

Note that modifications of fractions of CD using R4 were not performed in the analy-
ses, since no and few CD collisions were predicted by SIBYLL 2.3c and QGSJET II-
04, respectively. Due to too small fractions of CD, we cannot discuss the effects of
fractions of CD for these two hadronic interaction models.
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Fig. 4.3: Fractions of collision types at the first interaction for (a) 1019 eV and (b) 1017 eV proton
primary. The figure is reproduced from Ref. [49].

(B) Effects of collision types on the fluctuation of Xmax, σ(Xmax), were analyzed at the
first interaction using distributions of Xmax for each category of collision type. Using
distributions of Xmax for each category normalized by the number of events in each
category, we rescaled these distributions by fractions after modifications and added
them into one distribution. Using the distribution, we can calculate σ(Xmax) after
modification of fractions. Effects of fractions of collision types on σ(Xmax) were
estimated by comparing modified σ(Xmax).

(C) Effects of differential cross-sections over diffractive mass, dσ/d log10 ξ, were analyzed
at the first interaction using diffractive mass dependencies of each Xmax or Nµ. In the
analysis, we divided diffractive mass into bins with 0.5 steps in log10(ξ). The mean
value of observable can be calculated using probability of diffractive-mass in each
diffractive-mass bin, Pj , where j represents diffractive-mass bin, and observable in
each diffractive-mass bin, Oj , as follows;

⟨O⟩ =
∑
j

PjOj. (4.3)

Modified ⟨O⟩ were calculated using Pj from three hadronic interaction models. Effects
of dσ/d log10 ξ were estimated by comparing three modified ⟨O⟩.

(D) To consider effects of interactions after the first interaction in an air shower, fractions
of diffractive dissociation in inelastic collisions were modified for all interactions with
projectile above 1015 eV in whole air shower. In this analysis, we only focused on the
modification of R1.

Fractions of diffractive dissociation depend on energy. These energy dependencies
were simulated using the CRMC package [56]. Figure 4.4 shows the fractions for
proton-Nitrogen and π+-Nitrogen collisions. The fractions by EPOS-LHC and SIBYLL 2.3c
were fitted by the equation a log10(E) + b. Each fitted result was used as the refer-
ence fraction RRef

1 in the modification of fractions. RRef
1 from proton-Nitrogen col-

lisions and π+-Nitrogen collisions were used for baryon-air and meson-air collisions,
respectively. Hereafter, RRef

1 from the fitting of EPOS-LHC (SIBYLL 2.3c) was called
EPOS-based (SIBYLL-based) RRef

1 .
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Modifications of simulations were performed using the reference fractions; for each
collision with projectile E > 1015 eV, a collision type was defined randomly accord-
ing to RRef

1 before simulating a collision. The collision was simulated by hadronic in-
teraction models repeatedly until the collision type of the simulated collision matches
with the collision type defined randomly according to RRef

1 .

4.3 Definitions and uncertainties of diffractive dissociation
in this study

The definition of diffractive dissociation depends on each experiment. In experiments, def-
initions of diffractive dissociation were based on diffractive mass and rapidity gaps. For
example, definitions of results by the ALICE experiment [30] were MX < 200 GeV for SD
and ∆ηgap < 3 for DD. The definition for DD includes some contamination of ND collisions.
By contrast, definitions of CMS results [29] are ξ < 0.05 for SD and ∆η < 3 for DD. Here,
∆η is defined as ∆η = − log(M2

XM
2
Y/(sm

2
p)), where MX and MY are diffractive mass of

two dissociation systems, mp is the mass of proton.
Each hadronic interaction model also has definitions based on the phenomenological

model. In this chapter, we utilized the collision type information provided from each hadronic
interaction model. For SIBYLL 2.3c, if the number of the interacting nucleon in the nucleus
was one and the interaction was diffractive dissociation in the collision-type information, the
collision was considered as diffractive dissociation. This definition was based on the defini-
tion in Ref. [39, 31]. We discuss effects based on the experimental definitions in Chap. 5.



50
4.3. DEFINITIONS AND UNCERTAINTIES OF DIFFRACTIVE DISSOCIATION IN

THIS STUDY

In the analysis focusing on the first interaction, we adopted the uncertainty region of
each characteristic and considered the effects of each characteristic on Xmax or Nµ with
changing the characteristic within the uncertainty region. Uncertainty regions for fractions
of diffractive dissociation were estimated based on current experimental results in LHC; we
rescaled the fraction using the ratio of experimental data to hadronic interaction models.
Experimental uncertainty was propagated to the fraction after rescaling. The uncertainty
in the fraction after rescaling was utilized as the uncertainty region. High diffractive-mass
regions for ξ > 0.05 or MX > 200 GeV have not been yet measured. Thus, we utilized
predictions by EPOS-LHC for these regions, since the model shows better agreements with
experimental data in three hadronic interaction models adopted in the air shower simulation.
Details of estimations of the uncertainty regions were given later.

For characteristics without enough experimental results, we used differences among three
hadronic interaction models as uncertainty regions. For example, the ratio of target SD to
all SD for proton-nucleus or nucleus-nucleus collisions has not been measured at LHC.
Thus, uncertainty regions for the ratio were estimated from differences among hadronic
interaction models. For dσ/d log10 ξ, predictions by three hadronic interaction models do
not agree with experimental results as shown in Figs. 3.8 and 3.9. Moreover, experimen-
tal results of dσ/d log10 ξ for low diffractive-mass regions do not exist. Here, we utilized
differences of three hadronic interaction models as uncertainty regions of dσ/d log10 ξ, be-
cause SIBYLL 2.3c and EPOS-LHC shows two extreme cases; SIBYLL 2.3c shows flat
dσ/d log10 ξ without peaks at low diffractive-mass regions, whereas EPOS-LHC shows a
very sharp peak at the lowest diffractive-mass region. In this way, uncertainty regions of
dσ/d log10 ξ may be overestimated, since two extreme cases were considered.

The uncertainty region for the fractions of diffractive dissociation were calculated as
follows;

(i) Ratios of experimental results to predictions by EPOS-LHC and its uncertainty, r+δr
−δr ,

were calculated. The ratios are illustrated in Figs. 4.1(b) and 4.2(b). Note that the
result for DD by the ALICE experiment [30] was ignored because contamination of
ND events were expected. Contamination of ND events is considered in Chap. 5.

(ii) Events categorized by collision types at the first interactions were additionally catego-
rized by the experimental definitions. Results of additional categorization using CMS
and ALICE definitions are presented in Tab. 4.3. Ratios r were applied to the fractions
where experimental definitions are satisfied. The fraction of SD and DD was calculated
from two fractions for low and high diffractive mass regions: the fraction modified by
the ratio r and the fraction predicted by EPOS-LHC for ξ > 0.05 or MX > 200 GeV.

(iii) The upper and lower limit of fractions of SD and DD were calculated by applying r±δr
instead of r in step (ii). Results after applying r and its uncertainty are presented in
Tab. 4.1 and 4.2. Note that the ratio for SD from experimental results in proton-proton
collisions was applied for the sum of fractions of projectile SD and target SD in proton-
air nucleus collisions.

(iv) The uncertainty regions for R1 and R2 were calculated using propagations of uncer-
tainty for SD and DD calculated in step (ii) and (iii). Results of R1 and R2 are pre-
sented in Tab. 4.4. Note that the fraction of CD and its error calculated by the av-
erage and differences among hadronic interaction models was 0.0105 ± 0.0105 and
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SD DD
Definitions ξ < 0.05 ∆η < 3

ratio r 1.04+0.22
−0.17 0.85+0.28

−0.13

EPOS-LHC 0.086+0.013
−0.010 0.075+0.010

−0.004

1017 eV
EPOS-LHC 0.082+0.011

−0.009 0.074+0.010
−0.004

1019 eV

Table 4.1: The center values and uncertainty regions of SD and DD for the first interaction in air
showers estimated from results by the CMS experiment [29]. SD includes projectile SD
and target SD.

SD
Definitions MX < 200 GeV

ratio r 1.95+0.45
−0.78

EPOS-LHC 0.128+0.021
−0.036

1017 eV
EPOS-LHC 0.122+0.020

−0.034

1019 eV

Table 4.2: The center values and uncertainty regions of SD for the first interaction in air showers
estimated from results by the ALICE experiment [30].

0.0108± 0.0108 for 1017 eV and 1019 eV, respectively. The uncertainty was also con-
sidered in R1.

Note that experimental results by the CMS and the ALICE experiments [29, 30] were mea-
sured for proton-proton collisions with

√
s = 7 TeV. This energy roughly corresponds

to collisions between 2.6 × 1016 eV proton and proton at rest, whereas collisions between
1017 eV proton or 1019 eV proton and air nucleus in the air shower were considered in the
analyses. In the estimation of uncertainty regions, we applied ratios in Figs. 4.1(b) and 4.2(b)
without considering energy dependence.

projectile SD target SD DD
EPOS-LHC, 1017 eV

CMS definition 0.630 0.745 0.435
ALICE definition 0.502 0.609 0.647

EPOS-LHC, 1019 eV
CMS definition 0.568 0.701 0.433

ALICE definition 0.491 0.594 0.681

Table 4.3: Fractions of events which pass the CMS or ALICE definitions for each category for col-
lisions of a 1019 eV proton or a 1017 eV proton with an air nucleus at rest. The CMS
and ALICE definitions for cross-section measurements were described in Sec. 3.3.2 and
3.3.3, respectively.
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R1 R2

1017 eV
From CMS results 0.171+0.019

−0.015 0.534+0.050
−0.032

From ALICE results 0.219+0.024
−0.038 0.616+0.039

−0.067

uncertainty region
for analyses 0.156 - 0.243 0.502 - 0.655

1019 eV
From CMS results 0.167+0.018

−0.014 0.526+0.047
−0.030

From ALICE results 0.212+0.022
−0.036 0.606+0.039

−0.066

uncertainty region
for analyses 0.153 - 0.235 0.496 - 0.645

Table 4.4: The ratios R1 and R2 with their uncertainty regions estimated from results by the CMS
and the ALICE experiments [29, 30]. Uncertainty regions used for this analysis in this
chapter are also shown in the ”for analysis” row.

4.4 Effects on ⟨Xmax⟩
Predictions of ⟨Xmax⟩ depends on collision types and diffractive mass as illustrated in Figs. 4.5
(a) and 4.6. ⟨Xmax⟩ for the categories of diffractive dissociation shows a larger value than
that for ND collisions; ⟨Xmax⟩ for the category of target SD and CD dissociation typically
shows approximately 50 g/cm2 larger than that for the category of ND collisions, because
the projectile proton is intact at the first interaction and additionally travels one interaction
length, typically ∼ 50 g/cm2 for 1019 eV protons, before another interaction. ⟨Xmax⟩ for the
category of projectile SD and DD shows a larger value than that for the category of ND col-
lisions but a smaller value than that for target SD, because the projectile proton dissociates
in these collisions and high elasticity and low multiplicity are expected at the first interac-
tion. Diffractive dissociation with lower diffractive mass is characterized by higher elasticity
than that with higher diffractive mass, thus ⟨Xmax⟩ become larger as diffractive mass become
smaller as presented in Fig. 4.6. Note that events with projectile SD at the first interaction
are selected for the calculation of diffractive-mass dependencies.

Effects of collision types at the first interactions are analyzed with method A in Sec. 4.2.2.
Figures 4.7(a), (b), and (c) illustrate ⟨Xmax⟩ with modifying R1, R2, and R3, respectively, for
1019 eV proton primary (upper panel) and 1017 eV proton primary (middle panel). Results
are calculated for three hadronic interaction models EPOS-LHC (magenta), QGSJET II-04
(blue), and SIBYLL 2.3c (green). Black points in each panel correspond to the predictions
by these hadronic interaction models. Orange arrow represents the uncertainty range of each
ratio estimated in Sec. 4.3. The bottom panel show the differences from the model original
value, ∆⟨Xmax⟩, defined as,

∆⟨Xmax⟩ = ⟨XModified
max ⟩ − ⟨Xoriginal

max ⟩, (4.4)

where ⟨XModified
max ⟩ and ⟨XOriginal

max ⟩ are modified and original value of ⟨Xmax⟩, respectively.
The size of effects when ratios are modified within the uncertainty regions for 1019 eV pri-
mary at the first interaction are 2.8-3.8 g/cm2 for R1, 0.03-0.14 g/cm2 for R2, and 0.04-
0.19 g/cm2 for R3. Those for 1017 eV primary are 3.0-4.0 g/cm2 for R1, 0.16-0.28 g/cm2

for R2, and 0.14-0.57 g/cm2 for R3. Note that statistical error in this analysis is ±0.3 g/cm2,
thus effects of R2 and R3 for 1019 eV primary are consistent to zero within statistical errors.
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Fig. 4.5: (a) ⟨Xmax⟩ and (b) ⟨Xµ
max⟩ categorized by collision types at the first interaction. These

figures are reproduced from Ref. [49].
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Fig. 4.6: Diffractive-mass dependencies of ⟨Xmax⟩ for (a) 1019 eV and (b) 1017 eV proton primary.
These figures are reproduced from Ref. [49].
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Fig. 4.7: Fraction dependencies of ⟨Xmax⟩ for (a) R1, (b) R2, and (c) R3. Top and middle panel for
each figure show the results for 1019 eV and 1017 eV proton primary, respectively. Bot-
tom panel of each figure shows difference ∆⟨Xmax⟩ for 1019 eV (solid lines) and 1017 eV
(dashed lines) primary. Orange arrays represent the uncertainty region estimated in Sec. 4.3.
These figures are reproduced with modifications from Ref. [49].
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Modified ⟨Xprojectile SD
max ⟩ [g/cm2]
model for probability of diffractive-mass the size

of effects
model original EPOS-LHC QGSJET II-04 SIBYLL 2.3c

EPOS-LHC 838.0± 0.3 838.0 ± 0.3 841.7 ± 0.4 837.6 ± 0.5 4.1± 0.7
QGSJET II-04 833.3 ± 0.3 829.3 ± 1.0 833.3 ± 0.3 828.2 ± 0.6 5.1 ± 0.7
SIBYLL 2.3c 847.4 ± 0.3 850.3 ±0.7 851.9 ± 0.6 847.4 ± 0.3 4.4 ± 0.7

Table 4.5: Modified ⟨Xmax⟩ with changing probability of diffractive mass for three probability by
hadronic interaction models. Errors are statistical errors of estimations. Primary cosmic
rays are proton with 1019 eV.

Effects of diffractive mass at the first interactions are analyzed with method C in Sec. 4.2.2.
Results of modified ⟨Xmax⟩ for the category of projectile SD, ⟨Xprojectile SD

max ⟩, and the size of
effects are shown in Tab. 4.5. By changing probability of diffractive mass, ⟨Xprojectile SD

max ⟩
changes 4.1-5.1 g/cm2, whereas diffractive mass only affects the collision types with disso-
ciation of a projectile proton, namely projectile SD and DD. The fraction of these cases is
5-12 % in inelastic collisions. Thus, effects of probability of diffractive mass on ⟨Xmax⟩ are
approximately 0.6 g/cm2 at the first interaction.

The effects of the fraction of diffractive dissociation in inelastic collisions are discussed
for whole air showers with focusing on effects of R1 to consider effects in collisions of sec-
ondary particles. R1 is modified for all collisions with projectile energy larger than 1015 eV
in the whole air shower using the method D in Sec. 4.2.2. The results of this modification are
summarized in Tab. 4.6. The effect with modification for whole air shower using SIBYLL-
based RRef

1 is −4.2 g/cm2 for EPOS-LHC and that using EPOS-based RRef
1 is 8.9 g/cm2 for

SIBYLL 2.3c.
Systematic uncertainty of this method can be estimated from the result of EPOS-LHC

with modification by EPOS-based RRef
1 and that of SIBYLL 2.3c with modification by

SIBYLL-based RRef
1 . From differences of ⟨Xmax⟩ between these cases, the sizes of the sys-

tematic uncertainty of this method are 2.0 g/cm2 and 0.9 g/cm2 for EPOS-based RRef
1 and

SIBYLL-based RRef
1 , respectively. Since the results with modification by EPOS-based and

SIBYLL-based RRef
1 are larger than the original values of EPOS-LHC and SIBYLL 2.3c, re-

spectively, results estimated in method D can be overestimated within the size of systematic
uncertainty. It means that the systematic uncertainties are −2.0 g/cm2 and −0.9 g/cm2 for
8.9 g/cm2 and −4.2 g/cm2, respectively.

By comparing results using method D and effects of R1 at the first interaction, we can
understand the ratio of effects for whole air showers to at the first interaction. From Fig. 4.7,
for 1019 eV primary, the effect of modification of R1 from the original value of EPOS-LHC to
predictions by SIBYLL 2.3c at the first interaction is −4.4±0.3 g/cm2 for EPOS-LHC. That
from the original value of SIBYLL 2.3c to predictions by EPOS-LHC at the first interaction
is 3.7 ± 0.3 g/cm2 for SIBYLL 2.3c. From the comparison between −4.2 ± 0.4 g/cm2

and −4.4± 0.3 g/cm2, the effect for the whole air shower including collisions of secondary
particles is 0.95 times larger than that at the first interaction for the EPOS-LHC case. From
the comparison between 8.9 ± 0.4 g/cm2 and 3.7 ± 0.3 g/cm2, the effect for the whole air
shower is 2.4 times larger than at the first interaction for the SIBYLL 2.3c case. Considering
statistical uncertainty of each value and systematic uncertainty in the method D, the ratios of
effects are 2.4± 0.4(stat.)+0.0

−0.5(syst.) and 0.95± 0.2(stat.)+0.2
−0.0(syst.) for SIBYLL 2.3c and
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⟨Xmax⟩ [g/cm2]
original with modification

interaction EPOS-based RRef
1 SIBYLL-based RRef

1

model difference difference
EPOS-LHC 807.5 ± 0.3 809.5 ± 0.4 2.0 ± 0.4 803.3 ± 0.3 -4.2 ± 0.4

QGSJET II-04 792.2 ± 0.3 796.6 ± 0.3 4.4 ± 0.4 788.5 ± 0.3 -3.7 ± 0.4
SIBYLL 2.3c 819.6 ± 0.3 828.6 ± 0.3 8.9 ± 0.4 820.5 ± 0.3 0.9 ± 0.4

difference between models 27.4 ± 0.4 31.9 ± 0.5 32.0 ± 0.4

Table 4.6: Results of ⟨Xmax⟩ with modifications for whole air shower. Errors are statistical errors.
Primary cosmic rays are proton with 1019 eV.
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Fig. 4.8: Diffractive-mass dependencies for ⟨Xµ
max⟩ for (a) 1019 eV and (b) 1017 eV proton primary.

These figures are reproduced from Ref. [49].

EPOS-LHC cases, respectively.
From this result, 0.95 − 2.4 times larger effects are expected for effects estimated at

the first interaction. By considering 2.4 times larger effects for effects of R1 at the first
interaction, which are 2.8-3.8 g/cm2, the maximum size of the effect of R1 is 6.7-9.1 g/cm2.
Effects of R1, R2, and diffractive mass are less than 1.5 g/cm2 at maximum and negligible.

4.5 Effects on ⟨Xµ
max⟩

Predictions of ⟨Xµ
max⟩ depends on collision types and diffractive mass as presented in Figs. 4.5(b)

and 4.8. Dependencies are similar with the case of ⟨Xmax⟩; categories of diffractive dissoci-
ation show larger ⟨Xµ

max⟩ than ND collisions. Diffractive dissociation with lower diffractive
mass show larger ⟨Xµ

max⟩. In this section, effects of fractions of categories and diffractive
mass are estimated as we performed in Sec. 4.4.

To understand the effects of collision types and diffractive mass at the first interactions,
we apply the analysis method A and C in Sec. 4.2.2 to ⟨Xµ

max⟩ as in the previous section.
Figures 4.9 show ⟨Xµ,modified

max ⟩ with changing ratios R1, R2, and R3 in the uncertainty range
defined in Sec. 4.3. The size of effects when ratios are modified within the uncertainty
region at the first interaction are 2.6-3.7 g/cm2 for R1, 0.04-0.17 g/cm2 for R2, and 0.07-
0.19 g/cm2 for R3 for 1019 eV primary. Those for 1017 eV primary are 3.18-4.14 g/cm2

for R1, 0.16-0.24 g/cm2 for R2, and 0.12-0.45 g/cm2 for R3. Statistical errors for this
estimation is ±0.3g/cm2, thus effects of R2 and R3 for 1019 eV primary are consistent to
zero. Effects of the probability of diffractive mass are estimated with method C in Sec. 4.2.2



CHAPTER 4. EFFECTS OF DIFFRACTIVE DISSOCIATION ON PREDICTIONS OF
XMAX AND Nµ 57

⟨Xmax⟩ [g/cm2] Modified ⟨Xµ,projectile SD
max ⟩ [g/cm2]

model for probability of diffractive-mass the size
of effects

model original EPOS-LHC QGSJET II-04 SIBYLL 2.3c
EPOS-LHC 618.2± 0.3 618.2 ± 0.3 621.7 ± 0.5 618.4 ± 0.5 3.5± 0.6

QGSJET II-04 590.9 ± 0.3 587.4 ± 1.1 591.0 ± 0.3 586.2 ± 0.6 4.8 ± 0.7
SIBYLL 2.3c 604.8 ± 0.3 607.1 ±0.7 607.6 ± 0.6 604.8 ± 0.3 2.8 ± 0.7

Table 4.7: Modified ⟨Xµ
max⟩ with changing probability of diffractive mass for three probability by

hadronic interaction models. Errors are statistical errors of estimations. Primary cosmic
rays are proton with 1019 eV.

and results are presented in Tab. 4.7. The size of effects is 2.8-4.8 g/cm2 for events with
projectile SD at the first interaction. By considering the fraction of projectile SD and DD,
effects of ⟨Xµ

max⟩ at the first interaction are less than 0.6 g/cm2.
Effects of the secondary interactions are discussed by changing R1 for whole air showers

using method D in Sec. 4.2.2. Results are presented in Tab. 4.8. The result for EPOS-LHC
with modification using SIBYLL-based RRef

1 is -4.4 g/cm2 and that for SIBYLL 2.3c using
EPOS-based RRef

1 is 9.4 g/cm2. Systematic uncertainties of this estimation are −0.9 g/cm2

for EPOS-LHC and −1.0 g/cm2 for SIBYLL 2.3c. Systematic uncertainties are estimated
from differences between results of EPOS-LHC (SIBYLL 2.3c) and EPOS-LHC (SIBYLL 2.3c)
with modification using EPOS-based (SIBYLL-based) RRef

1 .
By comparing results using method D and effects of R1 at the first interaction, we can

understand the ratio of effects for whole air showers to at the first interaction. From the
estimation at the first interaction, the effect of R1 when R1 is changed from a prediction by
EPOS-LHC to that by SIBYLL 2.3c is −4.1±0.3 g/cm2 for EPOS-LHC. For SIBYLL 2.3c,
that when R1 is changed from a prediction by SIBYLL 2.3c to that by EPOS-LHC is 3.4 ±
0.3 g/cm2. From the comparison between −4.4 ± 0.4 g/cm2 and −4.1 ± 0.3 g/cm2 or
9.4± 0.4 g/cm2 and 3.4± 0.3 g/cm2, the ratio of effects for whole air showers to at the first
interaction is approximately 1.1 for EPOS-LHC and 2.8 for SIBYLL 2.3c. Thus, effects for
the whole air shower are 1.1-2.8 times larger than that at the first interaction. Considering the
statistical uncertainty of each value and the systematic uncertainty for the results in method
D, the ratios of effects are 2.8 ± 0.5(stat.)+0.0

−0.3(syst.) and 1.1 ± 0.2(stat.)+0.2
−0.0(syst.) for

SIBYLL 2.3c and EPOS-LHC cases, respectively.
If 2.8 times larger effects are considered for 1019 eV primary, effects of R2, R3, and

diffractive mass are less than 2 g/cm2. By contrast, the maximum size of the effect of R1

is 7.3-10.4 g/cm2 with considering 2.8 times larger effects for at the first interaction, which
are 2.6-3.7 g/cm2. In consequence, effects of R1 show substantially large effects, whereas
other characteristics show minor effects.

From the discussion above, the size of effects of R1 on ⟨Xmax⟩ and ⟨Xµ
max⟩ are similar.

It means that diffractive dissociation cannot solve the inconsistent interpretations of mass
composition from Xmax and Xµ

max.

4.6 Effects on σ(Xmax)

Fluctuations of Xmax are caused by the fluctuation of the depth of the first interaction and
fluctuations of air showers induced by particles produced at the first interaction. If the mul-
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Fig. 4.9: Fraction dependencies of ⟨Xµ
max⟩ for (a) R1, (b) R2, and (c) R3. Top and middle panel for

each figure show the results for 1019 eV and 1017 eV proton primary, respectively. Bot-
tom panel of each figure shows difference ∆⟨Xµ

max⟩ for 1019 eV (solid lines) and 1017 eV
(dashed lines) primary. Orange arrays represent the uncertainty region estimated in Sec. 4.3.
These figures are reproduced with modifications from Ref. [49].
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⟨Xµ
max⟩ [g/cm2]

original with modification
interaction EPOS-based RRef

1 SIBYLL-based RRef
1

model difference difference
EPOS-LHC 590.5 ± 0.3 591.4 ± 0.4 0.9 ± 0.4 586.1 ± 0.3 -4.4 ± 0.4

QGSJET II-04 552.5 ± 0.3 558.6 ± 0.3 6.1 ± 0.4 548.5 ± 0.3 -4.0 ± 0.4
SIBYLL 2.3c 579.6 ± 0.3 589.0 ± 0.3 9.4 ± 0.4 580.6 ± 0.3 1.0 ± 0.4

difference between models 38.0 ± 0.4 32.8 ± 0.5 37.6 ± 0.4

Table 4.8: Results of ⟨Xµ
max⟩ with modifications for whole air shower. Errors are statistical errors.

Primary cosmic rays are proton with 1019 eV.

ND projectile SD target SD DD CD inclusive
EPOS-LHC 53.8 65.3 69.5 61.8 66.0 58.2

QGSJET II-04 57.1 66.5 76.3 66.8 92.6 60.5
SIBYLL 2.3c 60.5 64.2 76.9 62.6 61.8

Table 4.9: σ(Xmax) with categorization at the first interaction for ND, projectile SD, target SD, DD,
CD, and without categorization (inclusive). Primary cosmic rays are protons with 1019 eV.

tiplicity of the first interaction is high, many air showers are produced by particles produced
at the interaction, therefore fluctuations are suppressed. Diffractive dissociation is charac-
terized by low multiplicity, thus σ(Xmax) for the case with diffractive dissociation at the
first interaction is larger than ND collisions at the first interaction, as presented in Tab. 4.9.
To compare σ(Xmax) for each category and σ(Xmax) without categorization, it is, however,
necessary to consider ⟨Xmax⟩. If σ(Xmax) of the distribution is calculated from sum of
two distributions with different ⟩Xmax⟨, σ(Xmax) becomes larger due to the difference of
⟨Xmax⟩. In this section, we discuss the effect of the ratio R1 on σ(Xmax) using the method
B in Sec. 4.2.2, since the ratio shows the largest effect on ⟨Xmax⟩.

Effects of uncertainty in fractions of diffractive dissociation on σ(Xmax) are presented
in Tab. 4.10. By comparing modified σ(Xmax) with R1 at the upper and the lower limit of
the uncertainty range, the size of the effects of R1 is 1.6 g/cm2 for EPOS-LHC, 1.9 g/cm2

for QGSJET II-04, and 1.1 g/cm2 for SIBYLL 2.3c. Differences of predictions between
hadronic interaction models in σ(Xmax) are 3.6 g/cm2, thus the effect of R1 at the first inter-
action is half of differences between hadronic interaction models. Meanwhile, the difference
of σ(Xmax) between proton-induced showers and helium induced showers is approximately
20 g/cm2. Therefore, this effect is negligible for interpretations of mass composition.

σ(Xmax)[g/cm
2]

with modification the size of effects
interaction model uncertainty upper lower [g/cm2]

EPOS-LHC 59.2 57.6 1.9
QGSJET II-04 63.4 61.5 1.6
SIBYLL 2.3c 64.1 63.0 1.1

Table 4.10: σ(Xmax) with modification of R1 within the uncertainty range defined in Tab. 4.4.
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Fig. 4.10: Nµ with categorization by collision types at the first interaction for (a) 1019 eV and (b)
1017 eV. These figures are reproduced from Ref. [49].

4.7 Effects on Nµ

Predictions of Nµ depends on collision types and diffractive mass. These dependencies
show different characteristics from ⟨Xmax⟩ and ⟨Xµ

max⟩ as illustrated in Figs. 4.10 and 4.11.
Figure 4.12 illustrates profiles of longitudinal developments of the number of muons. As
illustrated in Fig. 4.10, Nµ with projectile SD and DD at the first interaction show smaller
values than that with ND. Moreover, Nµ with target SD and CD show larger values than that
with ND. Qualitative explanations for these features are as follows; if the first interaction
is target SD or CD, projectile proton additional travels for typically one interaction length.
The shower development is shifted to one interaction length deeper parts of the atmosphere
than the development with ND collisions at the first interaction. The feature is illustrated
in yellow dash-dotted and cyan dash-three-dotted lines of Figure 4.12 for projectile SD and
DD, respectively. Muons are typically detected for inclined showers. It means that muons
are measured at much after the depth of the maximum of the number of muons. Therefore,
Nµ at detectors becomes larger for these collision types. If the first interaction is projectile
SD or DD, a low multiplicity collision happens at the first interaction. Multiplicity affects
the number of muons as discussed in Sec. 2.1. The feature of projectile SD or DD makes
Nµ smaller than the case with ND collisions at the first interaction, as illustrated in magenta
dotted and green dash-two-dotted lines of Figure 4.12.

From Fig. 4.11, diffractive-mass dependencies vary between hadronic interaction mod-
els. SIBYLL 2.3c shows a strange dip structure at the low diffractive-mass region, whereas
the other two models show small diffractive-mass dependencies. These dependencies may be
connected with particle productions because the number of muons is sensitive to multiplicity.

Effects of fractions of collision types and diffractive-mass spectrum are analyzed using
methods A and C in Sec. 4.2.2. Results of Nµ with modification of R1, R2, and R3 are
illustrated in Fig. 4.13(a), (b), and (c), respectively. Difference of Nµ from the original
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Fig. 4.11: Diffractive-mass dependencies of Nµ for (a) 1019 eV and (b) 1017 eV proton primary.
These figures are reproduced from Ref. [49].
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Fig. 4.12: Profiles of longitudinal developments of the number of muons with categorization using
collision types at the first interaction. Profiles for ND, projectile SD, target SD, DD, and
CD at the first interactions are illustrated by blue dotted, magenta dashed, yellow dash-
dotted, green dash-two-dotted, and cyan dash-three-dotted lines, respectively. The profile
of the average of all categories is illustrated by a black solid line. The figure is reproduced
from Ref. [49].
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⟨Xmax⟩ [g/cm2] Modified ⟨Nprojectile SD
µ ⟩ [×107]

model for probability of diffractive-mass the size of
effects [%]

model original EPOS-LHC QGSJET II-04 SIBYLL 2.3c
EPOS-LHC 1.935± 0.002 1.935 ± 0.003 1.928 ± 0.003 1.944± 0.003 0.9± 0.2

QGSJET II-04 1.912 ± 0.002 1.905 ± 0.005 1.916 ± 0.002 1.902 ± 0.003 0.8 ± 0.2
SIBYLL 2.3c 2.078 ± 0.002 2.083 ±0.005 2.042 ± 0.004 2.076 ± 0.002 2.0 ± 0.3

Table 4.11: Modified ⟨Nprojectile SD
µ ⟩ with changing probability of diffractive mass for three proba-

bility by hadronic interaction models. Errors are statistical errors of estimations. Primary
cosmic rays are protons with 1019 eV.

prediction in percent, ∆Nµ, is defined as,

∆Nµ =
⟨Nmodified

µ ⟩ − ⟨Noriginal
µ ⟩

⟨Noriginal
µ ⟩

× 100, (4.5)

where ⟨Nmodified
µ ⟩ and ⟨Noriginal

µ ⟩ are a modified and a original prediction of mean of Nµ.
From ∆Nµ illustrated in the bottom panel of Fig. 4.13 and the uncertainty region, we can
calculate the size of effects, ENµ , defined as

ENµ = ∆NMax.
µ −∆NMin.

µ , (4.6)

where ∆NMax.
µ and ∆NMin.

µ are the maximum and the minimum values of ∆Nµ in the uncer-
tainty region for each case. The results of ENµ are 0.06-0.12 % for R1, 0.03-0.09 % for R2,
and 0.07-0.10 % for 1019 eV primary. For 1017 eV primary, the size of effects are 0.00-0.12 %
for R1, 0.07-0.11 % for R2, and 0.12-0.18 % for R3. Statistical errors of this estimation are
±0.1% in ∆Nµ. Thus, effects of ratios on Nµ at the first interaction are less than 0.2 %
and consistent to zero within statistical errors of estimations. These results show different
features of Nµ comparing to ⟨Xmax⟩ and ⟨Xµ

max⟩; for ⟨Xmax⟩ and ⟨Xµ
max⟩, effects of R1 are

much larger than effects of the other ratios. By contrast, effects of R1, R2, and R3 show
similar values for Nµ.

Effects of diffractive mass are as large as effects of fractions of diffractive dissociation
except for SIBYLL 2.3c cases. Original predictions of Nµ, modified Nµ with changing
probability for diffractive mass, and the size of effects are presented in Tab. 4.11. The size
of effects ENµ is calculated from Eqs. (4.6). The size of effects for projectile SD at the first
interaction is 2.0% for SIBYLL 2.3c and less than 1.0% for EPOS-LHC and QGSJET II-04.
Considering fractions of projectile SD and DD, the effects of the probability of diffractive
mass at the first interaction are approximately 0.1 % for EPOS-LHC and QGSJET II-04 and
0.2 % for SIBYLL 2.3c at maximum. The size of effects is two times larger for SIBYLL 2.3c
than the effects of fractions of diffractive dissociation. A dip structure at the low diffractive
mass region in Fig. 4.11 may affect the result for SIBYLL 2.3c. This dip structure is only
seen in SIBYLL 2.3c for both 1017 eV and 1019 eV proton primary and may be caused by
modeling of particle productions in diffractive dissociation at low diffractive mass.

In an air shower, hadronic interactions occur repeatedly before muons are produced by
the decay of charged pions, therefore effects on Nµ are piled up by the number of interactions
before muons are produced. From Ref. [70], the number of interactions before producing
muons for 1015 eV primary cosmic-rays are 4-7. Thus, for 1019 eV primary, the number of



CHAPTER 4. EFFECTS OF DIFFRACTIVE DISSOCIATION ON PREDICTIONS OF
XMAX AND Nµ 63

0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2 0.22 0.24

18

19

20

21

22

23

24
610×

>
 

µ
<

N
EPOS-LHC
QGSJET II-04
SIBYLL 2.3c
Uncertainty Region

Black circle:
the prediction by original model

 eV proton primary1910

0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2 0.22 0.24

260

270

280

290

300

310

320
310×

>
 

µ
<

N

EPOS-LHC
QGSJET II-04
SIBYLL 2.3c
Uncertainty Region

Black circle:
the prediction by original model

 eV proton primary1710

0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2 0.22 0.24
1the ratio R

0.6−
0.4−
0.2−

0

0.2

0.4

0.6

 [%
]

µ
 N∆

(a) R1 dependence of ⟨Nmodified
µ ⟩

0.4 0.5 0.6 0.7 0.8 0.9 1

18

19

20

21

22

23

24
610×

>
 

µ
<

N

EPOS-LHC
QGSJET II-04
SIBYLL 2.3c
Uncertainty Region

Black circle:
the prediction by original model

 eV proton primary1910

0.4 0.5 0.6 0.7 0.8 0.9 1

260

270

280

290

300

310

320
310×

>
 

µ
<

N

EPOS-LHC
QGSJET II-04
SIBYLL 2.3c
Uncertainty Region

Black circle:
the prediction by original model

 eV proton primary1710

0.4 0.5 0.6 0.7 0.8 0.9 1
2the ratio R

0.6−
0.4−
0.2−

0

0.2

0.4

0.6

 [%
]

µ
 N∆

(b) R2 dependence of ⟨Nmodified
µ ⟩

0.2 0.25 0.3 0.35 0.4 0.45 0.5 0.55 0.6

18

19

20

21

22

23

24
610×

>
 

µ
<

N

EPOS-LHC
QGSJET II-04
SIBYLL 2.3c
Uncertainty Region

Black circle:
the prediction by original model

 eV proton primary1910

0.2 0.25 0.3 0.35 0.4 0.45 0.5 0.55 0.6

260

270

280

290

300

310

320
310×

>
 

µ
<

N

EPOS-LHC
QGSJET II-04
SIBYLL 2.3c
Uncertainty Region

Black circle:
the prediction by original model

 eV proton primary1710

0.2 0.25 0.3 0.35 0.4 0.45 0.5 0.55 0.6
3

the ratio R

0.6−
0.4−
0.2−

0

0.2

0.4

0.6

 [%
]

µ
 N∆

(c) R3 dependence of ⟨Nmodified
µ ⟩

Fig. 4.13: Fraction dependencies of ⟨Nµ⟩ for (a) R1, (b) R2, and (c) R3. Top and middle panel for
each figure show the results for 1019 eV and 1017 eV proton primary, respectively. Bottom
panel of each figure shows difference ∆⟨Nµ⟩ for 1019 eV (solid lines) and 1017 eV (dashed
lines) primary. Orange arrays represent the uncertainty region estimated in Sec. 4.3. These
figures are reproduced with modifications from Ref. [49].
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interactions is expected to be 10 or more. The effects at the first interaction are 0.20% at
maximum. If 0.20% is piled-up for 15 times, the size of effects is a few %. The sizes of
these effects are much smaller than the muon deficit problem.

4.8 Summary of effects on Xmax and Nµ

From discussions in this chapter, fractions of diffractive dissociation in inelastic collisions
show large effects on ⟨Xmax⟩ and ⟨Xµ

max⟩, whereas other characteristics show minor effects
on Xmax or Nµ. Effects of uncertainty in R1 are 6.7-9.1 g/cm2 at maximum for ⟨Xmax⟩
and 7.3-10.4 g/cm2 at maximum for ⟨Xµ

max⟩. Effects of uncertainty in R2, R3, and diffrac-
tive mass are less than 1.5 g/cm2 and less than 2.0 g/cm2 for ⟨Xmax⟩ and ⟨Xµ

max⟩, respec-
tively. Differences of predictions among hadronic interaction models are 27.4 g/cm2 and
38.0 g/cm2 for ⟨Xmax⟩ and ⟨Xµ

max⟩, respectively. Thus, effects of R1 are approximately
one-third of the differences. Effects of other characteristics are less than one-tenth of the
differences and negligible.

Effects of diffractive dissociation on ⟨Xmax⟩ and ⟨Xµ
max⟩ are found to be similar. There-

fore, diffractive dissociation cannot solve the inconsistent interpretations of mass composi-
tion from Xmax and Xµ

max reported by PAO [65]. Effects of diffractive dissociation on Nµ

and σ(Xmax) are a few % and less than 2 g/cm2, respectively. These effects are negligible
comparing with muon deficit problem and differences between proton-induced and helium-
induced showers for Nµ and σ(Xmax), respectively.



Chapter 5

Uncertainty of ⟨Xmax⟩ due to
experimental uncertainties on diffractive
dissociation

5.1 Experimental uncertainty in results from the LHC and
its effects on ⟨Xmax⟩

Effects of diffractive dissociation were discussed in Chap. 4 with model-based definitions.
As discussed in the previous chapter, the fraction of diffractive dissociation in inelastic col-
lisions shows a substantially large effect, whereas other characteristics of diffractive dissoci-
ation show much smaller effects. Discussions with model-based definitions are useful to un-
derstand the effect of each characteristic. The following points are, however, not considered
in the previous chapter: contamination of ND in experiments and differences in definitions
between experiments and models.

We convert uncertainties in experimental results at the LHC to the uncertainty of ⟨Xmax⟩
with considering these points in this chapter. The primary particle of simulated air showers is
a 1017 eV proton. Measurements considered in this chapter are measured for proton-proton
collisions with

√
s = 7 TeV at LHC. These measurements correspond to 2.6 × 1016 eV

in the laboratory frame. However, we perform the estimation with assuming negligible en-
ergy dependence in ratios of experimental results to predictions by each hadronic interaction
model.

The procedure to estimate the uncertainty of ⟨Xmax⟩ from experimental uncertainty was
as follows;

(i) The categorization with definitions in experiments was applied for the first interaction
of simulated air shower events. For each category, ⟨Xmax⟩ was calculated. Tables 5.1
and 5.2 present the number of events and ⟨Xmax⟩ with experiment-based categoriza-
tion. The fraction and ⟨Xmax⟩ for outside of definitions were calculated from Tabs. 5.1
and 5.2, Fig. 4.5(a), and Fig. 4.3 using Eq. (4.1).

(ii) The ratio of experimental results to model predictions in proton-proton collisions with√
s = 7 TeV and its uncertainty were applied for the fraction of categorized events.

The calculated ratios and their uncertainties are summarized in Tab. 5.3. Modified frac-
tions were calculated by scaling the fraction of each category by the ratio in Tab. 5.3.

65
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5.1. EXPERIMENTAL UNCERTAINTY IN RESULTS FROM THE LHC AND ITS

EFFECTS ON ⟨XMAX⟩

interaction collision type the number of events ⟨Xmax⟩ [g/cm2]
model total pass reject pass reject

EPOS-LHC projectile SD 1000 630 370 731.40 ± 0.11 720.14 ± 0.18
target SD 1000 745 255 732.40 ± 0.10 721.79 ± 0.27

DD 1000 435 565 735.52 ± 0.16 716.03 ± 0.11
SIBYLL 2.3c projectile SD 1000 955 45 729.90 ± 0.07 721.83 ± 1.26

target SD 1000 967 33 753.18 ± 0.09 760.86 ± 2.94
DD 1000 441 559 724.47 ± 0.16 724.87 ± 0.12

Table 5.1: The number of events and ⟨Xmax⟩ categorized by CMS definitions for each collision type
at the first interaction. The primary particle is the 1017 eV proton. In CMS definitions,
non-diffractive and central-diffractive collisions are excluded in measured regions.

Uncertainties of modified fractions were calculated from the uncertainty in the ratio.
The experimental results considered in this chapter were results in Ref. [29, 30].

One should note that the energy dependence of r and its uncertainty was ignored in
this estimation. Moreover, r measured for proton-proton collisions were applied for
fractions of proton-air nucleus collisions. Major parts of diffractive dissociation in
proton-air nucleus collisions were diffractive dissociation with one interacting nucleon
in the nucleus. The collision was not diffractive dissociation if one or more interacting
nucleons make ND collisions. Thus, cases with two or more interacting nucleons
in diffractive dissociation were suppressed by a factor of the fraction of diffractive
dissociation. Therefore, the assumption that r can be applied for proton-air nucleus
collisions was not far from the theoretical descriptions in hadronic interaction models.

(iii) Using the modified fractions and their uncertainty, the effect of the fraction of diffrac-
tive dissociation at the first interaction was calculated using method A in Sec. 4.2.2
with experiment-based definitions for collision types. In this calculation, ⟨Xmax⟩ for
each category predicted by EPOS-LHC were adopted.

(iv) The size of effects was multiplied by a factor of 2.4 to consider the maximum size of
effects including collisions of secondary particles. This factor was coming from the
analysis in Sec. 4.4.

(v) To consider nuclear effects, the procedure in step (i)-(iv) was repeated for predictions
of fractions by EPOS-LHC and SIBYLL 2.3c for categorized events in step (ii). EPOS-
LHC and SIBYLL 2.3c were utilized to consider uncertainty for predictions of proton-
air collisions. For example, the enhancement of projectile SD in proton-air collisions
was considered in SIBYLL 2.3c, but not considered in EPOS-LHC.

(vi) The procedure in step (i)-(v) was repeated for results by the CMS and the ALICE
experiments [29, 30].
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interaction collision type the number of events ⟨Xmax⟩ [g/cm2]
model total pass reject pass reject

EPOS-LHC projectile SD 1000 502 498 732.33 ± 0.14 722.10 ± 0.13
target SD 1000 609 391 735.51 ± 0.12 720.59 ± 0.18

DD 1000 647 353 731.56 ± 0.10 711.56 ± 0.17
ND 10000 973 9027 714.91 ± 0.07 684.12 ± 0.01

SIBYLL 2.3c projectile SD 1000 643 357 729.30 ± 0.11 729.94 ± 0.20
target SD 1000 638 362 755.72 ± 0.13 749.42 ± 0.23

DD 1000 746 254 725.38 ± 0.09 722.68 ± 0.25
ND 10000 2557 7443 723.41 ± 0.03 693.50 ± 0.01

Table 5.2: The number of events and ⟨Xmax⟩ categorized by ALICE definitions for each collision
type at the first interaction. The primary particle is the 1017 eV proton. Pass in ND row
corresponds to contamination of ND collisions to DD.

interaction experiment r + δr − δr
model Single-diff. Double-diff.

EPOS-LHC CMS 1.04 + 0.22− 0.17 0.85 + 0.28− 0.13
ALICE 1.95 + 0.45− 0.78 0.54 + 0.16− 0.16

SIBYLL 2.3c CMS 0.78 + 0.17− 0.13 6.19 + 2.05− 0.92
ALICE 1.85 + 0.43− 0.73 0.38 + 0.11− 0.11

Table 5.3: Ratios of experimental results to predictions by hadronic interaction models for results by
the CMS and the ALICE experiments in proton-proton collisions with

√
s = 7 TeV [29,

30].

5.2 Estimation of uncertainty of ⟨Xmax⟩

5.2.1 Estimation from the results by the CMS experiment
First, we estimate uncertainty of ⟨Xmax⟩ from results by the CMS experiment at

√
s =

7 TeV [29]. In the experiment, SD with ξ < 0.05 and DD with ∆η > 3 were measured.
To consider the definitions of measurements, these criteria were additionally applied for
the categorization of simulated events. Fractions and ⟨Xmax⟩ with definitions of the CMS
experiment, calculated in step (i), are presented in Tab. 5.4. The fractions rescaled by the
ratio r and its uncertainty, calculated in step (ii), are presented in Tab. 5.5.

The effects of experimental uncertainty on ⟨Xmax⟩, calculated in step (iii) and (iv), are
presented in Tab. 5.6. The uncertainty in measurements of SD corresponds to +0.5

−0.4 g/cm2

and +0.6
−0.5 g/cm2 using EPOS-LHC and SIBYLL 2.3c for fractions in step (i)-(iv), respec-

tively. Differences between EPOS-LHC and SIBYLL 2.3c for fractions were 0.2 g/cm2

and caused by different treatments in proton-nuleus collisions (nuclear effects). The uncer-
tainty in measurements of DD corresponds to +0.4

−0.2 g/cm
2 and +0.3

−0.2 g/cm
2 on ⟨Xmax⟩ using

EPOS-LHC and SIBYLL 2.3c, respectively. Using propagations of errors, the uncertainty
propagated from measurements on ⟨Xmax⟩ was +0.7

−0.5 g/cm
2 and +0.7

−0.5 g/cm
2 using EPOS-LHC

and SIBYLL 2.3c, respectively. According to Sec. 4.4, due to the effects of collisions of sec-
ondary particles, effects for the whole air showers were expected to be 2.4 times larger than
those at the first interaction at maximum. Therefore, effects of uncertainty for the whole air
shower were expected to be +1.7

−1.1 g/cm
2 and +1.7

−1.2 g/cm
2 at maximum using EPOS-LHC and

SIBYLL 2.3c, respectively. With combining two uncertainties estimated using EPOS-LHC
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Fractions
projectile SD target SD DD others

EPOS-LHC Fraction [%] 2.5 3.3 3.5 90.7
⟨Xmax⟩ [g/cm2] 731.4 734.4 735.5 690.6

SIBYLL 2.3c Fraction [%] 6.4 2.8 0.36 93.1
⟨Xmax⟩ [g/cm2] 729.9 753.2 724.5 704.8

Table 5.4: Fractions and ⟨Xmax⟩ for projectile SD, target SD, and DD with CMS definitions and
those for the other events.

Fractions
projectile SD target SD DD

EPOS-LHC
rescaled by r [%] 2.6 3.4 3.0

rescaled by r − δr [%] 2.2 2.9 2.5
rescaled by r + δr [%] 3.1 4.2 4.0

SIBYLL 2.3c
rescaled by r [%] 5.0 2.2 2.2

rescaled by r − δr [%] 4.2 1.8 1.9
rescaled by r + δr [%] 6.0 2.7 2.9

Table 5.5: Fractions rescaled by r and its uncertainty for CMS definition. r and its uncertainty shown
in Tab. 5.3 are applied for fractions with CMS definition shown in Tab. 5.4.

and SIBYLL 2.3c for the whole air shower, ⟨Xmax⟩ and its uncertainty was 694.5+1.7
−1.2 g/cm

2.

5.2.2 Estimation from results by the ALICE experiment
Second, we estimate uncertainty from results by the ALICE experiment at

√
s = 7 TeV [30].

In the experiment, SD with MX < 200 GeV and DD with ∆ηgap > 3 were measured. Frac-
tions and ⟨Xmax⟩ calculated in step (i) and fractions rescaled by ratio r calculated in step
(ii) are presented in Tab. 5.7 and 5.8, respectively. The results of estimations of ⟨Xmax⟩
and its uncertainty in step (iii) and (iv) are presented in Tab. 5.9. Experimental uncertain-
ties in measurements of SD and DD by the ALICE experiments correspond to +1.0

−1.7 g/cm2

model for fractions considered ⟨Xmax⟩ uncertainty
before rescaling uncertainty [g/cm2]

At first int.

EPOS-LHC
SD only

694.4
−0.4 + 0.5

DD only −0.2 + 0.4
SD + DD −0.5 + 0.7

SIBYLL 2.3c
SD only

694.6
−0.5 + 0.6

DD only −0.2 + 0.3
SD + DD −0.5 + 0.7

Differences in ⟨Xmax⟩ 0.1
Whole air shower EPOS-LHC SD + DD −1.1 + 1.7
(Uncertainty only) SIBYLL 2.3c SD + DD −1.2 + 1.7

Nuclear effects ±0.1

Table 5.6: ⟨Xmax⟩ with fractions rescaled by ratio r and uncertainty propagated from experimental
uncertainty for the CMS case.
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Fractions
projectile SD target SD DD others

EPOS-LHC Fraction [%] 2.0 2.7 13.1 82.2
⟨Xmax⟩ [g/cm2] 732.3 735.5 721.5 688.0

SIBYLL 2.3c Fraction [%] 4.3 1.9 23.5 70.3
⟨Xmax⟩ [g/cm2] 729.3 755.7 723.5 695.7

Table 5.7: Fractions and ⟨Xmax⟩ for projectile SD, target SD, and DD with ALICE definitions and
those for the other events.

Fractions
projectile SD target SD DD

EPOS-LHC
rescaled by r [%] 3.9 5.3 7.1

rescaled by r − δr [%] 2.3 3.2 5.0
rescaled by r + δr [%] 4.8 6.5 9.2

SIBYLL 2.3c
rescaled by r [%] 8.0 3.4 8.9

rescaled by r − δr [%] 4.8 2.1 6.3
rescaled by r + δr [%] 9.8 4.2 11.5

Table 5.8: Fractions rescaled by r and its uncertainty for ALICE definition. r and its uncertainty
shown in Tab. 5.3 are applied for fractions with ALICE definition shown in Tab. 5.7.

and +0.7
−0.7 g/cm2, respectively, by using EPOS-LHC for estimations. Combining these two

uncertainties, uncertainty came from both SD and DD measurements was +1.2
−1.8 g/cm2, if

we consider effects at the first interaction only. If fractions predicted by SIBYLL 2.3c were
adopted for fractions, the uncertainty came from both SD and DD measurements corresponds
to +1.5

−2.2 g/cm
2. Moreover, ⟨Xmax⟩ after rescaling of fractions vary 1.6 g/cm2 between EPOS-

LHC and SIBYLL 2.3c. This difference between the two models corresponds to differences
caused by nuclear effects. Because projectile SD was enhanced compared to other collision
types in SIBYLL 2.3c, the effects of the large ratio r from the ALICE experiment were en-
hanced by the fraction of projectile SD in SIBYLL 2.3c. Therefore, this effect showed a
much larger size of effects than the CMS case.

Considering the effects of collisions of secondary particles, the size of uncertainty from
measurements was expected to be 2.4 times larger. The results after multiplying by a factor of
2.4 were +2.9

−4.3 g/cm
2 and +3.6

−5.5 g/cm
2. The uncertainty from nuclear effects was ±1.9 g/cm2.

This uncertainty from nuclear effects was calculated from 1.6 g/cm2 differences at the first
interaction and scaled by a factor of 2.4. The size of the uncertainty was larger than the CMS
case because of the large uncertainty of diffractive dissociation in the measurement. For the
result of the ALICE experiment, experimental uncertainty in measurements of SD was more
important than that in measurements of DD. With combining two uncertainties estimated
using EPOS-LHC and SIBYLL 2.3c for whole air shower, ⟨Xmax⟩ and its uncertainty were
695.4+4.0

−5.6 g/cm
2.

5.2.3 Estimated uncertainty of ⟨Xmax⟩ and discussions
Finally, uncertainty of ⟨Xmax⟩ from diffractive dissociation are discussed. Figure 5.1 illus-
trates the uncertainty. Black filled circle and its error bars are modified ⟨Xmax⟩ and uncer-
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model for fractions considered ⟨Xmax⟩ uncertainty
before rescaling uncertainty [g/cm2]

At first int.

EPOS-LHC
SD only

694.6
−1.7 + 1.0

DD only −0.7 + 0.7
SD + DD −1.8 + 1.2

SIBYLL 2.3c
SD only

696.2
−2.1 + 1.2

DD only −0.9 + 0.9
SD + DD −2.2 + 1.5

Differences in ⟨Xmax⟩ 1.6
Whole air shower EPOS-LHC SD + DD −4.3 + 2.9
(Uncertainty only) SIBYLL 2.3c SD + DD −5.5 + 3.6

Nuclear effects ±1.9

Table 5.9: ⟨Xmax⟩ with fractions rescaled by ratio r and uncertainty propagated from experimental
uncertainty for the ALICE case.

tainty by considering cross-section measurements of diffractive dissociation by the CMS ex-
periment as discussed in Sec. 5.2.1. Black open circle and its error bars are modified ⟨Xmax⟩
and uncertainty estimated in Sec. 5.2.2. These uncertainties correspond to the uncertainty of
the EPOS-LHC prediction from diffractive dissociation, since ⟨Xmax⟩ predicted by EPOS-
LHC were adopted in estimations. Uncertainty from diffractive dissociation in EPOS-LHC
is shown as the hatched region in Fig. 5.1. The maximum and the minimum value in error
bars are considered as the maximum and the minimum value of uncertainty in EPOS-LHC.

The uncertainty from diffractive dissociation is substantially large; the size of uncertainty
from results by the ALICE experiment is comparable with the difference between predictions
by EPOS-LHC and QGSJET II-04, even though the difference between the two models is
made from the pile-up of many reasons [71]. The size of uncertainty from results by the CMS
experiment is small. However, results by the CMS experiment are valid only if predictions
by PYTHIA8 MBR reproduce cross-sections of diffractive dissociation including very low
diffractive mass cases.

The size of uncertainty from diffractive dissociation is comparable with one of the dom-
inant sources of systematic uncertainty in measurements by PAO, i.e. reconstruction uncer-
tainty and uncertainty of propagations of fluorescence lights in atmosphere [20]. Therefore,
the uncertainty caused by measurements of diffractive dissociation is one of the dominant
sources of uncertainty in interpretations of the mass composition. The uncertainty caused
by these cross-section measurements should be reduced to less than ±3.0 g/cm2 to avoid
effects on interpretations of mass composition.

Large uncertainty from diffractive dissociation is owing to low diffractive-mass cases
and nuclear effects. Because of no direct measurements of diffractive dissociation for low
diffractive-mass cases, systematic uncertainty of cross-section measurements of diffractive
dissociation by the ALICE experiment [30] is very large. SD and DD cross-sections mea-
sured by the CMS experiment [29] depend on a hadronic interaction model. Limited data
for proton-ion collisions also affect the uncertainty. From estimations in previous sections,
nuclear effects are expected to be ±1.9 g/cm2 including effects in interactions between sec-
ondary particles and air nuclei. In the next chapters, we measure the low diffractive-mass
cases directly using ATLAS and LHCf detectors and validate hadronic interaction models
for these low diffractive-mass cases.
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Chapter 6

ATLAS-LHCf joint analysis for direct
measurements of photons from low
diffractive mass events

6.1 Motivation and strategy of measurements

6.1.1 Motivation
As discussed in the previous chapter, the measurements of low diffractive-mass cases are
important to reduce large experimental uncertainty in cross-section measurements of diffrac-
tive dissociation. Since a very large rapidity gap is expected for low diffractive-mass events,
these events were not measured by the ALICE and the CMS experiment discussed in the
previous chapter. Instead, these events were estimated by models. Results are valid only if
the models used in the estimation correctly predict these events.

Very forward detectors which cover |η| > 6.5 are needed to measure low diffractive-
mass events. The LHC forward (LHCf) experiment is one of the experiments at CERN LHC
measuring very forward neutral particles in |η| > 8.4 using zero degree calorimeters. The
LHCf experiment shares the interaction point with the ATLAS experiment. With combining
detectors of the ATLAS and LHCf experiments, a direct measurement of photons produced
in very low diffractive mass events becomes available. Only forward neutral particles are
detected by the LHCf experiments since the detector was placed after the magnets to bend
the beam particles. Detectors do not cover 5.0 < |η| < 8.0. Thus, the measurements of
dσSD/d log10 ξ and dσDD/d log10 ξ by detecting the rapidity gap are very hard. Meanwhile,
particle productions in diffractive dissociation depend on the diffractive mass. If an energy
spectrum of very forward photons is measured for specific diffractive-mass regions of SD,
only dσSD/d log10 ξ and particle productions affects the spectrum. In this chapter, we fo-
cus on the direct measurements of photons produced in low diffractive mass events of SD
using ATLAS and LHCf detectors. In the next chapter, we discuss the interpretations of
dσSD/d log10 ξ from the spectrum. The validity of PYTHIA8 MBR is also discussed in the
next chapter.

73
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6.1.2 Strategy
A previous study presented the results of very forward photons from diffractive dissociation
using ATLAS and LHCf detectors [72]. In the study, diffractive dissociation was selected
by requiring Nch = 0, where Nch is the number of charged particles in the pseudo-rapidity
region covered by the inner detector of the ATLAS experiment. Very forward photons for the
selected sample were measured by the LHCf detector. The result is illustrated in Fig. 6.1. The
inclusive photon spectrum, very forward photons without any event selections measured by
the LHCf experiment [73], is also illustrated by black circles in Fig. 6.1. The ratio of energy
spectrum of very forward photons with Nch = 0 to inclusive energy spectrum is illustrated
in Fig. 6.2. EPOS-LHC shows good agreements for the photon spectrum in η > 10.94
with Nch = 0 selections. PYTHIA8 DL shows good agreements for the photon spectrum in
8.81 < η < 8.99 with Nch = 0 selections. A kink of the ratio was observed around 3 TeV for
η > 10.94. The similar kink was predicted by EPOS-LHC. With Nch = 0 selections, events
with large rapidity gap were selected since |η| < 2.5 are covered by the inner detector. Thus,
we can select photons produced by diffractive dissociation with approximately log10 ξ <
−5.0. However, SD and DD were mixed in the measured samples. We cannot compare
the results with predictions of SD directly, which is required to discuss effects of photon
productions and dσSD/d log10 ξ.

Predictions of the SD fraction of the photon spectrum with Nch = 0 depend on hadronic
interaction models. Figure 6.3 illustrates predictions of the SD fraction. A measurement of
the SD fraction is required. In this chapter, by using another detector of the ATLAS exper-
iment, we measure the SD fraction and the very forward photon spectrum from log10 ξ <
−5.0 in SD.

6.2 ATLAS and LHCf detectors
In this study, we utilize the inner detector and the Minimum Bias Trigger Scintillator (MBTS)
detector of the ATLAS experiment [74] and the LHCf-Arm1 detector [75]. These detectors
were installed around IP1 of LHC. Thus, the same collisions were measured by these de-
tectors. The inner detector consists of three sub-detectors: silicon pixel detectors, which
are installed close to the beam pipe, silicon microstrip detectors, which are surrounding
silicon pixel detectors, and transition radiation detectors, which are at the outside of silicon
microstrip detectors. The inner detector covers |η| < 2.5 and measures charged particles pro-
duced in |η| < 2.5. The MBTS detector [76] consists of segmented plastic scintillator detec-
tors. The inner ring of the MBTS detector consists of four segmented detectors with equal an-
gle coverages for each segment, and measures particles in 2.76 < |η| < 3.86. The outer ring
of the MBTS detector consists of eight segmented detectors and covers 2.07 < |η| < 2.76.

The LHCf-Arm1 and Arm2 detectors [75, 77] are zero degree calorimeters and were in-
stalled at 140 m away from IP1. Each detector covers each side of IP1. The LHCf-Arm1
detector consists of two sampling calorimeter towers. One tower covered 20×20 mm regions
around the projected beam center, which corresponds to η > 10. The other tower covered
40×40 mm regions at off-axis, which corresponds to 8.5 < η < 9.5. Each calorimeter tower
consists of tungsten plates, GSO scintillator plates, and GSO bar hodoscopes for position-
sensitive layers. The thickness of detectors corresponds to 44 radiation lengths and 1.4 in-
teraction lengths. Energy and position resolutions for photons were < 5% and < 200µm,
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Fig. 6.1: Energy spectra of inclusive very forward photon and very forward photons with Nch = 0
selections. Very forward inclusive photon spectrum measured by the LHCf detector [73] is
illustrated with black circle for η > 10.94 (left) and 8.81 < η < 8.99 (right). Photons with
Nch = 0 selections measured by ATLAS and LHCf detectors [72] is also illustrated with
black square. Predictions by EPOS-LHC, QGSJET II-04, SIBYLL2.3, and PYTHIA8 DL
are shown in magenta, blue, green, and orange lines, respectively. Solid and dot-dashed
lines are predictions for inclusive and Nch = 0, respectively. These figures are taken from
Ref. [72].
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Fig. 6.3: Fractions of photons from SD in photons with Nch = 0 selections predicted by hadronic
interaction models for Region A(left) and Region B(right).

respectively.

6.3 Data set
Data for the analysis in this chapter were taken in 2015 June 12-13, 22:32-1:30 (CEST),
which corresponds to LHC Fill3855. It was a low luminosity run with β∗ = 19m and
with 145 µrad half crossing angles at IP1 in vertical down-going direction. The number of
collisions per bunch crossing was 0.007 to 0.012. The integrated luminosity was 0.191 nb−1

for LHCf-Arm1. Trigger signals from the LHCf and the ATLAS were exchanged to record
all events triggered by the LHCf detector. Delay of the LHCf trigger signals was measured
and corrected in the commissioning phase using a very low luminosity beam. The trigger
efficiency for photons above 200 GeV was 100%. Approximately 50% of the triggered
events were recorded by the LHCf data acquisition system. Details were summarized in
Ref. [72, 78]. This data set was identical to that analyzed in Ref. [73, 72].

6.4 MC simulations
Since there were no common simulations for ATLAS and LHCf detectors, we adopted simu-
lations without detector simulations. The LHCf-Arm1 response function and response func-
tions for ATLAS detectors were applied to emulate the detector responses. We prepared
MC sample (a) and (b) as listed in Tab. 6.1. CRMC version 1.6 was adopted for event gen-
erations with EPOS-LHC, QGSJET II-04, and SIBYLL 2.3. PYTHIA8 version 8.212 was
also adopted for event generations. DL and MBR tunes of PYTHIA8 [79, 50] discussed in
Sec. 3.2 were adopted in this analysis. Hereafter, we call them PYTHIA8 DL and PYTHIA8
MBR, respectively. PYTHIA8 MBR was adopted only for comparison with data. Decay,
effects of magnets, and transport in the beam pipe were simulated with Cosmos-Epics in-
terface [80]. DPMJET III[81] was adopted for hadronic interaction in the Cosmos-Epics
interface. In sample (c), for performance test of the LHCf-Arm1 response function, particle
transport and detector response was simulated in Cosmos-Epics interface [80] with DPM-
JET III [81]. The size of sample (c) was 108 for QGSJET II-04 and 5× 108 for EPOS-LHC
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in the event generator. The beam test of the LHCf-Arm1 detector was performed using elec-
tron and muon beams at the Super Proton Synchrotron at CERN [77]. Using the electron
and muon beams up to 250 GeV, it was confirmed that the simulation well reproduces the
measured data.

The detector response of the LHCf-Arm1 detector was emulated by the response func-
tion. Since only the number of hits in the LHCf-Arm1 detector were considered in this
analysis, the function only emulated hits in the detector. The function emulated photon-like
hits based on the energy, position, particle type, and the number of hits in each calorimeter
tower of the LHCf-Arm1 detector. For the case with one particle hit in the calorimeter tower
(single-hit), the function considered trigger efficiency and particle identification. Since the
thickness of the detector corresponds to 1.4 interaction lengths, particle showers induced by
hadrons typically developed deeper parts of the detector, whereas particle showers induced
by photons developed in early parts of the detector. Moreover, part of the hadrons did not
make signals. Particle identification of the LHCf detectors was based on the longitudinal
development of particle showers in the detector. In particle identification, 90% of photons
passed these selections at high energy. Moreover, some contamination of hadrons hit in
the detector was expected. These effects were considered by the empirical function in the
response function. For the case with more than one particle hit in the calorimeter tower
(multi-hit), most cases were rejected by the selection to reject these multi-hit events. How-
ever, if two particles hit close to each other or the energy of one particle was much larger than
the other one, the event was mistakenly considered as a single-hit. Moreover, if a photon and
a hadron hit in the detector and the hadron did not make signals in the detector, signals in the
event were identical to the single-photon hit. These effects were emulated in the response
function.

The response functions for ATLAS detectors were calculated using ATLAS full detector
simulations based on GEANT4 [82, 83]. The response of the inner detector was emulated
with detection efficiency. The detection efficiency was calculated for six particles, p, p̄, K+,
K−, π+, π−, as functions of pT, where pT was the transverse momentum of particles, and η
of the incident particle. The similar parameterization was adopted in Ref. [84]. Figures 6.4
illustrate detection efficiencies. These efficiencies were applied for each particle hit in the
inner detector. For the particles other than these six types, efficiency for the particle with the
same charge and the closest mass was utilized.

Detection efficiency for the MBTS detector were calculated for ND and diffractive dis-
sociation separately. For diffractive dissociation after Nch = 0 selections in the inner de-
tector, detection efficiency was calculated as a function of log10 ξ. Left and right plots of
Fig. 6.5 illustrate detection efficiency for LHCf-Arm1-side and LHCf-Arm2-side MBTS de-
tectors, respectively. Detection efficiency was 100% for log10 ξ > −5.5 and decreased to 0
at log10 ξ ≈ −7.0. For ND events after Nch = 0 selections in the inner detector, detection
efficiency was larger than 80% and mostly 100%. In the analysis, detection efficiency for
ND events was assumed as 100%. Systematic uncertainty caused by this assumption was
estimated by changing efficiency from 100% to 80%.

6.5 Event reconstruction and selections
In this analysis, event reconstruction and selections in the LHCf-Arm1 and the inner detector
were identical to the analysis in Ref. [72]. Following event reconstructions and selections
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Fig. 6.4: Detection efficiency of the inner detector for p (upper left), p̄ (upper right), K+ (middle
left), K− (middle right), π+ (bottom left), and π− (bottom right) calculated by ATLAS full
simulation.

Sample Event Generator Particle transport detector sample size
(a) CRMC v1.6 Cosmos-Epics response functions 108 collisions

PYTHIA8 in (a) PYTHIA8 interface Cosmos-Epics response functions 108 collisions
(b) CRMC v1.6 no no 108 collisions

PYTHIA8 in (b) PYTHIA8 interface no no 108 collisions
(c) CRMC v1.6 Cosmos-Epics Cosmos-Epics 108 or 5× 108

Table 6.1: MC samples prepared for this study. For each sample, EPOS-LHC, QGSJET II-04,
SIBYLL 2.3, and PYTHIA8 with DL tune (PYTHIA8 DL) are adopted. EPOS-LHC,
QGSJET II-04, and SIBYLL 2.3 are produced with CRMC v1.6, whereas PYTHIA8 DL
is produced with its own interface.
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Fig. 6.5: Efficiency of the MBTS detector for Arm1 side (left) and Arm2 side (right) with inner
detector veto and photon hits in the LHCf-Arm1 detector.

were applied; for the LHCf-Arm1 detector, energy was reconstructed from the sum of energy
deposited in the 2nd to 13th scintillator layers and using the empirical function. Hit posi-
tions were reconstructed from lateral hit distributions in GSO bar hodoscopes. Hit position
dependency and leakages of particles from a calorimeter were corrected in the energy recon-
struction. Details were summarized in Ref. [77]. Photon-like events were selected by the
L90% < Lthres, where L90% was the depth that 90% of energy are deposited in the detector
in units of the radiation length. Photons typically show smaller L90% values than hadrons in
the LHCf-Arm1 detector. Roughly 90% of all photons passed the criterion. Events that were
reconstructed as multi-hit were rejected due to the poor performance of the energy recon-
struction for multi-hit events [85]. The energy threshold was 200 GeV in reconstructed en-
ergy. Photons on the LHCf-Arm1 detector hit in fiducial regions were selected. The fiducial
regions were r < 5 mm and −135◦ to 45◦ in azimuth angle for Region A and 38 < r < 42
mm and 80◦ to 100◦ in azimuth angle for Region B, where r was the distance from pro-
jected beam center on the detector. Region A and Region B correspond to η > 10.94 and
8.99 > η > 8.81, respectively.

In the inner detector, charged particle tracks with at least one-pixel hit and |d0| < 1.5 mm,
where d0 was the transverse impact parameter from the LHC beamline, were reconstructed
using silicon pixel detectors and silicon microstrip detectors of the inner detector. The events
that the number of charged-particle tracks was zero were selected. The threshold for the
particles was set to pT > 100MeV in this analysis. For the MBTS detector, the threshold was
set to 0.15 pC. If one of the plastic scintillator segments detects a signal above the threshold,
the MBTS detector on the side was considered with a hit. If a signal above 0.15 pC were
detected, at least one particle was detected since the threshold was set to be well above the
electrical noise [86].

Events selected by the LHCf-Arm1 and the inner detector were categorized into SD-rich,
DD-rich, and the others by the hit information in the MBTS detector on both sides. Fig-
ure 6.6 (a) illustrates the schematic view of the detector coverage in pseudo-rapidity. Since
events with a photon-like hit in the LHCf-Arm1 detector and no charged tracks in the inner
detector were selected, events with the large rapidity gap were already selected. Events with
MBTS hit on the LHCf-Arm1 side but without any signals in MBTS on the opposite side
were categorized into the SD-rich sample. Events with MBTS hit on the opposite side were
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categorized into the DD-rich sample. No selections using MBTS on the LHCf-Arm1 side
were applied for the DD-rich sample. DD and ND were mainly included in the DD-rich sam-
ple. The other events were not used for the SD fraction measurements. Figures 6.6 (b)-(h)
illustrate schematic views of categories using these detectors for each collision type. Fig-
ures 6.6 (b), (e), and (f) illustrate schematic view of events included in the DD-rich sample.
As discussed in the previous section, most ND events make signals in MBTS. Figures 6.6
(c) and (g) illustrate schematic view of events included in the SD-rich sample. After these
event selections, the number of events in SD-rich and DD-rich samples with photon-like hits
in LHCf-Arm1 Region A was 1441 and 1325, respectively.

6.6 Analysis method
The fraction of SD for the very forward photon samples was measured from the number of
events in SD-rich and DD-rich samples using an MC-driven response matrix. The analysis
procedure was as follows. Hereafter, the subscript Ntrack = 0 donates the number of events
in MC samples (a) after applying the LHCf-Arm1 response function, the inner detector ef-
ficiency, and the MBTS efficiency. The subscript Nch = 0 donates the number of events in
MC samples (b) with true photons above 200 GeV in the analysis region.

(i) Subtraction of ND contamination in SD-rich and DD-rich samples

Before the conversion using an MC-driven response matrix, we subtracted ND con-
tamination for the simple and stable analysis. The efficiency of the MBTS detector for
ND events was at least 80% and mostly 100% in the Ntrack = 0 sample. Thus, we as-
sumed efficiency as 100%. The systematic uncertainty was calculated by changing the
efficiency from 100% to 80%. With 100% efficiency, all ND events were contaminated
in the DD-rich sample. Therefore, the number of the DD-rich sample after subtraction,
N

′

DD−rich, was

N
′

DD−rich = NDD−rich −Ndata
Ntrack=0 ×

NND,MC
Ntrack=0

NSD,MC
Ntrack=0 +NDD,MC

Ntrack=0 +NND,MC
Ntrack=0

, (6.1)

where Ndata
Ntrack=0 was the number of events of experimental data in the Ntrack = 0

sample. N i,MC
Ntrack=0 was the number of events predicted for collision type i by simulation

in the Ntrack = 0 sample. Collision type i can be SD, DD, or ND.

(ii) Unfolding using the MC-driven response matrix

For the number of events after subtraction of ND contamination, the number of SD-
rich and DD-rich samples can be written as,(

NSD−rich

N
′

DD−rich

)
= RMBTS

(
NSD

Nch=0

NDD
Nch=0

)
, (6.2)

where RMBTS was a 2 × 2 detector response matrix calculated from MC simulation.
With an inverse matrix of RMBTS, we can calculate the number of SD and DD events
in Nch = 0 samples,(

NSD,Data
Nch=0

NDD,Data
Nch=0

)
= (RMBTS)−1

(
NSD−rich,Data

N
′

DD−rich,Data

)
, (6.3)
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where NSD,Data
Nch=0 and NDD,Data

Nch=0 were the number of SD and DD events in the Nch = 0
sample calculated from experimental data. The fraction of SD without ND contami-
nation CSD,Data

step (ii) was calculated as CSD,Data
step (ii) = NSD,Data

Nch=0 /(NSD,Data
Nch=0 + NDD,Data

Nch=0 ). We
subtracted ND contamination in Step (i) to avoid the 3 × 3 response matrix with very
small factors related to ND contamination.

(iii) ND contamination in the Nch = 0 sample

Contamination of ND was not considered in the fraction CSD,Data
step (ii) . The ND contami-

nation was corrected using MC predictions as,

CSD,Unfolded = CSD,Data
step (ii) ×

NSD,MC
Nch=0 +NDD,MC

Nch=0

NSD,MC
Nch=0 +NDD,MC

Nch=0 +NND,MC
Nch=0

. (6.4)

One should note that the calculation was performed for the sample with photon hits in
Region A (η > 10.94) of LHCf-Arm1.

(iv) CSD,Unfolded calculated in Step (iii) were equal to the fraction of SD in the sample with
Nch = 0 and a photon hit in Region A. We introduced a parameter X defined as,

X = CSD,unfolded ×
∫
Nall

Nch=0,RegionA∫
NSD

Nch=0,RegionA

. (6.5)

By applying the parameter X to predictions of the SD fraction, we can calculate the
energy-dependent SD fraction,

CSD,RegionA(E) =
XNSD,RegionA(E)

Nall,RegionA(E)
. (6.6)

The fractions for photon hits in LHCf Region B (8.81 < η < 8.99) can be calculated
in the same way using the common X,

CSD,RegionB(E) =
XNSD,RegionB(E)

Nall,RegionB(E)
. (6.7)

Hereafter, we call the mean value of the SD fraction for photon hits in Region A as
CSD,RegionA. CSD,RegionA was calculated as

CSD,RegionA =
X

∫
NSD,RegionA(E)dE∫
Nall,RegionA(E)dE

, (6.8)

and

CSD,RegionB =
X

∫
NSD,RegionB(E)dE∫
Nall,RegionB(E)dE

. (6.9)

The energy-dependent value of the SD fraction for photon hits in Region A was called
CSD,RegionA(E).

Calculations in this method depend on MC simulations utilized in the calculation of RMBTS

and the number of MC events. Diffractive mass dependencies of cross-sections and photon
productions in diffractive dissociation affected RMBTS . Thus, the hadronic interaction model
utilized in this calculation should reproduce experimental data. The validation of hadronic
interaction models was performed in Sec. 6.7.2.
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Fig. 6.6: (a) Schematic view of detector coverage of the inner detector, the MBTS detectors, and
LHCf detectors. (b-h) Schematic views of particle distributions with inner detector veto.
(b)-(d) illustrate particle distributions for SD. (e-h) illustrate particle distributions for DD.
Hatched regions represent regions with particle productions in pseudo-rapidity. (b), (e), and
(f) are included in the DD-rich sample, and (c) and (g) are included in the SD-rich sample.

6.7 Validation of method and simulations

6.7.1 Validation of method using simulations
Validation of the method described in Sec. 6.6 was performed with substituting simulations
for experimental data. NSD−rich, NDD−rich, and Ndata

Ntrack=0 in Step (i) were simulated using
a hadronic interaction model instead of data. The SD fraction CSD,Unfolded in Step (iii) was
calculated using another hadronic interaction model for fraction calculations. This perfor-
mance test was performed for four hadronic interaction models instead of experimental data
(dummy data) and for four hadronic interaction models for fraction calculations.

The results are shown in Tab. 6.2. The original fraction for each hadronic interaction
model is also shown in these tables. Calculated results depend on the hadronic interaction
models adopted for fraction calculations, whereas differences between calculated results and
the original fraction were less than 0.1 in CSD,Unfolded. For example, if PYTHIA8 DL is
used for the dummy data as shown in the third row in Tab. 6.2, calculated results using four
models show fractions from 0.404 to 0.487, whereas the true fraction for PYTHIA8 DL
is 0.404. The difference between true and calculated fractions is 0.083 at maximum for
PYTHIA8 DL. Hereafter, we refer to these differences between true and calculated fractions
as ”biases of the method”. These biases are mainly caused by model dependencies in RMBTS

and ND subtractions.
CSD,RegionB is also calculated with substituting simulations for experimental data. Ta-

ble 6.3 illustrates calculated results. Biases of the method are similar with CSD,Unfolded even
though the common X was calculated only from results for Region A and applied in cal-
culations of CSD,RegionB. For example, for PYTHIA8 DL for the dummy data, calculated
CSD,RegionB are 0.413 to 0.491, whereas the true fraction for PYTHIA8 DL is 0.413. The
bias of the method is 0.078. In consequence, this method works well with some systematic
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model for the calculation the original
PYTHIA8 DL EPOS-LHC QGSJET II-04 SIBYLL 2.3 SD fraction

model for dummy data
PYTHIA8 DL 0.404 0.444 0.487 0.488 0.404
EPOS-LHC 0.436 0.484 0.530 0.517 0.484

QGSJET II-04 0.591 0.641 0.670 0.649 0.670
SIBYLL 2.3 0.862 0.891 0.906 0.883 0.883

Table 6.2: SD fractions CSD,Unfolded estimated using predictions by hadronic interaction models
instead of experimental data. Fractions are calculated for four hadronic interaction models
for the calculation.

model for the calculation the original
PYTHIA8 DL EPOS-LHC QGSJET II-04 SIBYLL 2.3 SD fraction

model for dummy data
PYTHIA8 DL 0.413 0.452 0.491 0.487 0.413
EPOS-LHC 0.445 0.493 0.535 0.516 0.493

QGSJET II-04 0.604 0.653 0.676 0.648 0.676
SIBYLL 2.3 0.880 0.908 0.914 0.882 0.882

Table 6.3: SD fractions for Region B CSD,RegionB estimated using predictions by hadronic inter-
action models instead of experimental data. Fractions are calculated for four hadronic
interaction models for the calculation.

uncertainty owing to the bias of the method.

6.7.2 Validation of detector simulations using experimental data
The result of the analysis depends on hadronic interaction models. There were not enough
experimental data for log10 ξ < −5.0 to tune hadronic interaction models. Therefore, it was
important to validate hadronic interaction models in the region. In the analysis, events with
no tracks in |η| < 2.5 of the inner detector, a photon-like hit above 200 GeV in Region A
of the LHCf-Arm1 detector were selected. Hit information in the MBTS detector was used
to select SD-rich and DD-rich samples. Using no tracks in |η| < 2.0 of the inner detector
and counting tracks in |η| > 2.0, where the inner detector and the MBTS detector were
overlapped, we can partially validate particle distributions in SD-rich and DD-rich samples.

Figures 6.7 and 6.8 illustrate particle distributions in the inner detector with a photon-
like hit in Region A of the LHCf-Arm1 detector. Without selections using charged particles
in the inner detector, where contributions of ND are dominant, QGSJET II-04 shows good
agreements with data. By contrast, without any charged tracks in |η| < 2.0 of the inner
detector, where contributions from diffractive dissociation are dominant, PYTHIA8 DL and
EPOS-LHC show better agreements than QGSJET II-04 and SIBYLL 2.3.

Figures 6.9 illustrate the number of hits in 2.0 < η < 2.5 (left) and −2.5 < η < 2.5
(right) without any charged tracks in |η| < 2.0 and a photon-like hit in Region A of the LHCf-
Arm1 detector. The left plot corresponds to a mixture of SD-rich and DD-rich samples. The
right plot corresponds to the DD-rich sample. EPOS-LHC shows good agreements for the
number of hits less than 2. PYTHIA8 DL shows better agreements for the number of hits
larger than 2. From these plots, QGSJET II-04 and SIBYLL 2.3 show worse performance
for SD-rich and DD-rich samples.
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Fig. 6.7: dN/dη in the inner detector with photons above Eγ > 200 GeV in LHCf Region A.
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|η| < 2.0 and a photon-like hit above Eγ > 200 GeV in LHCf Region A.
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model for the calculation of the response matrix
PYTHIA8 DL EPOS-LHC

CSD,unfolded
Nch=0 0.452 ± 0.018 0.502 ± 0.020

X 1.12± 0.04 1.04 ± 0.04

Table 6.4: CSD,unfolded
Nch=0 and X calculated with four hadronic interaction models for the calculation.

model for ND subtraction in Step (i)
PYTHIA8 DL EPOS-LHC QGSJET II-04 SIBYLL 2.3

CSD,unfolded
Nch=0 0.485 ± 0.018 0.502 ± 0.020 0.527 ± 0.019 0.493 ± 0.020

Table 6.5: CSD,unfolded
Nch=0 calculated with EPOS-LHC for calculations in step (ii) and (iii) and four

hadronic interaction models for calculations of ND subtraction in step (i).

6.8 The result of SD fraction
The SD fraction in the very forward photon sample with Nch = 0 are measured using the
method in Sec. 6.6. For fraction calculations in the method, we adopt EPOS-LHC and
PYTHIA8 DL for hadronic interaction models, since they show better agreements with data
as discussed in Sec. 6.7.2. The number of events in SD-rich and DD-rich samples is 1441
and 1325, respectively. Calculations in Step (i) to (iii) are applied using these numbers. Re-
sults of Step (iii) are illustrated in Tab. 6.4. The SD fraction for very forward photons with
Nch = 0 selections calculated in Step (iv) is illustrated in Fig. 6.10.

6.9 Systematic uncertainty
The systematic uncertainties for the SD fraction in the sample are caused by the detector
simulations, treatments of contamination of non-diffraction, hadronic interaction models,
and the bias of the method.

• Treatments of contamination of non-diffraction

The efficiency of the MBTS detector for ND events is estimated to be 80-100% using
ATLAS full simulation. In step (i), ND contamination is subtracted with assuming
100% efficiency for ND events. Systematic uncertainty due to this efficiency is esti-
mated by varying the efficiency for ND from 100% to 80%; 80% of ND events hit in
one side of the MBTS detector. With 80% efficiency, 80% and 16% of ND events are
included in the DD-rich sample and the SD-rich sample, respectively. In Eq. (6.1) in
step (i), the estimated number of ND events are subtracted from the DD-rich sample.
In the calculation of this systematic uncertainty, 80% and 16% of ND events are sub-
tracted from the DD-rich and SD-rich samples, respectively, as following equations,

N
′

DD−rich = NDD−rich − 0.80×NEstimatedND
Ntrack=0 , , (6.10)

N
′

SD−rich = NSD−rich − 0.16×NEstimatedND
Ntrack=0 , , (6.11)
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Fig. 6.10: Energy dependent SD fractions calculated in step (iv). Calculations using EPOS-LHC and
PYTHIA8 DL are shown in magenta and yellow markers, respectively. The average value
and bias uncertainty are shown in black markers and hatched regions, respectively.

where NEstimatedND
Ntrack=0 is calculated as,

NEstimatedND
Ntrack=0 = Ndata

Ntrack=0 ×
NND,MC

Ntrack=0

NSD,MC
Ntrack=0 +NDD,MC

Ntrack=0 +NND,MC
Ntrack=0

. (6.12)

N
′

SD−rich and N
′

DD−rich calculated by Eqs. (6.11) and (6.10) are adopted in the calcu-
lations after step (ii). The results of this sytematic uncertainty are shown in Tab. 6.10.
The size of normalized systematic uncertainty is -1.79% for the SD fraction with
EPOS-LHC for fraction calculations.

• LHCf detector response function

The LHCf detector response function is utilized to emulate the detector response. The
performance of the response function was evaluated using the LHCf MC sample (c).
The performance parameter κ is defined as,

κ =
N response −N full simulation

N response
, (6.13)

where N response is the number of events from outputs of the response function. N full simulation

is the number of events from the full detector simulation in sample (c). The parameter
κ is calculated for each particle-hit type at the detector as shown in Tab. 6.6. Sys-
tematic uncertainty due to this response function is estimated with shifting outputs of
response functions according to the parameter κ shown in Tab. 6.6. The results of
systematic uncertainty are less than ±0.7%, as shown in Tab. 6.9.

• Threshold of the MBTS detector

Systematic uncertainty from differences of MBTS efficiency between data and MC is
considered by changing the threshold of the MBTS detector as discussed in Ref. [62].
With changing the threshold from 0.07 pC to 0.27 pC in MC, predictions by MC match
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The parameter κ
model for full simulation QGSJET II-04 EPOS-LHC

photon hit region η > 10.94 8.81 < η < 8.99 η > 10.94 8.81 < η < 8.99
particle-hit type
single-hit, photon -0.0057 -0.0169 -0.0003 -0.0108
single-hit, hadron -0.0059 0.3785 0.0478 0.0766

multi-hit, two photon -0.0057 0.0321 -0.0057 -0.0175
multi-hit, photon and hadron -0.0537 0.0219 0.1964 -0.0376

Table 6.6: The performance of the LHCf-Arm1 response function, κ.
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Fig. 6.11: Efficiency of the MBTS detector for Arm1 side (left) and Arm2 side (right) with inner
detector veto and photon hits in the LHCf-Arm1 detector. For systematic uncertainty, the
threshold of MBTS detector is changed to 0.07 pC (sys down) and 0.27 pC (sys up) in
ATLAS full simulation.

the experimental data. Thus, this uncertainty is estimated using two MBTS efficiencies
with 0.07 pC (sys down) and 0.27 pC (sys up) thresholds in ATLAS full simulation.
Figures 6.11 illustrate the MBTS efficiency with two thresholds. CSD,unfolded

Nch=0 is calcu-
lated with these two efficiencies for systematic uncertainty of threshold of the MBTS
detector. Results are summarized in Tab. 6.7.

• Hadronic interaction models for MBTS detector simulation

MBTS efficiency is calculated from ATLAS full simulation with PYTHIA 8. To con-
sider uncertainty in hadronic interaction models, efficiency is also calculated with
EPOS-LHC. Results using MBTS efficiency with these two interaction models are
compared to calculate systematic uncertainty. Systematic uncertainty from this effect
is estimated to be 2.62 % for the SD fraction with EPOS-LHC for the fraction calcu-
lations. Results are summarized in Tab. 6.8.

• Hadronic interaction models for fraction calculations

Calculations in steps (i) to (iv) are performed with two hadronic interaction models,
PYTHIA8 DL and EPOS-LHC. The average of two estimated results is considered
as the center value of the results. Differences between the two results are treated as
systematic uncertainty due to interaction models in calculations.

• Bias of the method



88 6.9. SYSTEMATIC UNCERTAINTY

model for calculations
CSD,unfolded

Nch=0 PYTHIA8 DL EPOS-LHC
normal 0.4523 0.5018

up 0.4517 0.4995
difference in % -0.13 -0.45

down 0.4519 0.5035
difference in % -0.08 0.33

Table 6.7: Systematic uncertainty for the SD fraction owing to the threshold of the MBTS detector

model for the calculation
CSD,unfolded

Nch=0 PYTHIA8 DL EPOS-LHC
model for MBTS efficiency

PYTHIA 8 0.452 0.502
EPOS 0.460 0.515

difference to PYTHIA8 [%] 1.78 2.62

Table 6.8: CSD,unfolded
Nch=0 for two MBTS efficiencies calculated with PYTHIA 8 and EPOS.

From the validation of the method in Sec. 6.7.1, the biases of the method are observed.
Bias ,∆, defined as

∆ =
Cestimated − CMC true

CMC true
× 100 (6.14)

is calculated for each case and summarized in Tabs. 6.12 and 6.13 for the SD fraction
in Region A and Region B, respectively.

These uncertainties except for bias-related uncertainties are summarized in Tab. 6.11. The
uncertainties from hadronic interaction models for fraction calculations and bias, hereafter
we call them bias uncertainty, are calculated as follows; two values are calculated for each
model in calculations: the result of step (iv) and the value calculated by shifting the result of
step (iv) by ∆. Since two models are considered in calculations, four values are calculated
for each case. The center value is calculated from the average of the results of step (iv). In
four values, the farthest values for the canter value in the upper and the lower direction are
treated as the upper and lower limit of the bias uncertainty.

The result of the fraction CSD is

CSD
Nch=0,RegionA = 0.477± 0.019(stat.)+0.013

−0.009(syst.(resp.))± 0.025(syst.(bias)). (6.15)

With considering conversions from Region A to Region B using the factor X, SD fraction
with photons in Region B is calculated as,

CSD
Nch=0,RegionB = 0.487± 0.019(stat.)+0.013

−0.009(syst.(resp.))± 0.025(syst.(bias)). (6.16)

The uncertainty for energy-dependent fractions is calculated for each bin considering
uncertainties propagated from the factor X and bias uncertainty. These uncertainties are il-
lustrated in Fig. 6.12. In Fig. 6.12, yellow dashed lines labeled as ”Csd(X stat)” and magenta
dashed lines labeled as ”Csd (X syst.)” correspond to statistical and systematic uncertainties
propagated from calculations in step (i) to (iii), respectively. Green dash lines labeled as
”Csd(Model)” corresponds to the bias uncertainty. The SD fraction and its predictions by
hadronic interaction models are illustrated in Fig. 6.13. EPOS-LHC shows good agreements
with data and PYTHIA8 DL agrees with data. QGSJET II-04 and SIBYLL 2.3 show much
larger SD fractions than measured results.
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model for the calculation
CSD,unfolded

Nch=0 PYTHIA8 DL EPOS-LHC
normal 0.448 0.508

systematic (EPOS-LHC) 0.447 0.505
difference in % -0.20 -0.66

systematic (QGSJET II-04) 0.448 0.509
difference in % 0.06 0.18

Table 6.9: Systematic uncertainty of CSD,unfolded
Nch=0 owing to the LHCf-Arm1 response function.

model for the calculation
CSD,unfolded

Nch=0 PYTHIA8 DL EPOS-LHC
efficiency 100% 0.452 0.502
efficiency 80% 0.449 0.493
difference in % -0.67 -1.79

Table 6.10: Systematic uncertainty of CSD,unfolded
Nch=0 owing to assumption in the ND subtraction.

source of model for the calculation
uncertainty PYTHIA8 DL EPOS-LHC

MBTS threshold
up -0.12 -0.45

down -0.08 0.33
MBTS model 1.78 2.62

LHCf response function
systematic (EPOS-LHC) -0.20 -0.66

systematic (QGSJET II-04) 0.06 0.18
ND subtraction -0.67 -1.79

total systematic uncertainty
upper 1.78 2.67
lower -0.70 -1.94

Table 6.11: Summary of systematic uncertainty for CSD,unfolded
Nch=0 .

The size of bias ∆ [%]
model for the calculation

PYTHIA8 DL EPOS-LHC
Dummy data sample

PYTHIA8 DL 0.0 -9.1
EPOS-LHC 11.0 0.0

Table 6.12: The size of bias ∆ calculated from the Tab. 6.2 for SD fractions with photon hits in
Region A.

The size of bias ∆ [%]
model for the calculation

PYTHIA8 DL EPOS-LHC
Dummy data sample

PYTHIA8 DL 0.0 -8.8
EPOS-LHC 10.7 0.0

Table 6.13: The size of bias ∆ calculated from the Tab. 6.2 for SD fractions with photon hits in
Region B.
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Fig. 6.12: Normalized systematic uncertainty for SD fractions. Yellow and magenta dashed lines
show statistical and systematic uncertainties from calculations in step (i)-(iii), respectively.
Green dashed line shows the bias uncertainty.

6.10 The spectrum of very forward photons from SD
Very forward photon spectra from SD are obtained by applying correction factors of the SD
faction to the Nch = 0 spectrum. Correction factors applied for very forward photon spectra
with Nch = 0 are the SD fraction calculated in the previous sections and the correction factor
to convert definitions from Nch = 0 to log10(ξ) < −5.0, CNch=0→log10(ξ)<−5.0. Therefore,
very forward photon spectra from SD are driven by the following equations;

dσSD
γ

dEγ

= CNch=0→log10(ξ)<−5.0CSD dσNch=0

dE
, (6.17)

where dσNch=0

dE
is the photon spectrum presented in Ref. [72] with some updates. CNch=0→log10(ξ)<−5.0

is calculated from simulations as illustrated in Fig. 6.14.
Figures 6.15 illustrate dσSD

γ

dEγ
obtained in this analysis. Figures 6.16 illustrate ratios of MC

predictions to data for Figs. 6.15. EPOS-LHC shows good agreements with data for both
Region A and B. PYTHIA8 DL and MBR agree with data for Eγ < 3 TeV in Region A,
whereas they overestimate for high energy. QGSJET II-04 underestimates for low energy:
Eγ < 3 TeV for Region A and Eγ < 2 TeV for Region B. SIBYLL 2.3 underestimates
for 1 < Eγ < 4.5 TeV in Region A. We discuss details of differences between data and
predictions in the next chapter.
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Fig. 6.13: SD fractions measured by ATLAS and LHCf detectors and predicted by hadronic interac-
tion models.
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Fig. 6.14: Correction factor CNcharged=0→log10(ξ)<−5. for SD spectrum.
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Fig. 6.15: dσSD
γ

dEγ
for photons hit in Ration A (left) and Region B (right).
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Fig. 6.16: Ratios of MC to data for Figs. 6.15



Chapter 7

Discussion

7.1 Low diffractive-mass events and very forward photons
measured by ATLAS-LHCf joint analysis

Large systematic uncertainty in cross-section measurements of SD and DD by the CMS
and ALICE experiments [29, 30] was mainly caused by the fact that dσ/d log10 ξ for low
diffractive-mass regions was not measured so far. In these experiments, extrapolation for
low diffractive-mass regions were performed based on the measurements of dσ/d log10 ξ for
higher diffractive-mass regions and hadronic interaction models. To reduce the systematic
uncertainty, direct measurements of very forward photons produced in log10 ξ < −5.0 of SD
were performed in Chap. 6. In this section, we discuss dσ/d log10 ξ for low diffractive-mass
regions using results obtained in Chap. 6.

Firstly, we focus on diffractive-mass dependencies of very forward photons from SD.
Figures 7.1 illustrate spectra of very forward photon from SD for three diffractive-mass re-
gions predicted by EPOS-LHC. Photons from SD with log10 ξ < −7.5 produced in η >
10.94 show harder spectrum than other diffractive-mass regions and are dominant contribu-
tions. Photons from SD with log10 ξ > −7.5 are dominant above 2 TeV for 8.81 < η < 8.99.
There are no clear differences in the shape between spectra for −7.5 < log10 ξ < −6.5
and −6.5 < log10 ξ < −5.0. These features suggest the possibility of measurements of
dσSD/d log10 ξ for low diffractive-mass regions from the energy spectrum of very forward
photon.

Particle productions in diffractive dissociation affect very forward photon productions
from SD. For measurements of dσSD/d log10 ξ from the photon energy spectrum, the rate
of photon productions per diffractive dissociation and the shape of the energy spectrum is
important, since this rate and shape can change the energy spectrum for each diffractive-mass
region. There are, however, large differences in predictions of particle productions among
hadronic interaction models. Figures 7.2 illustrate spectra of very forward photon predicted
by QGSJET II-04. From comparison between Figs. 7.1 and 7.2, we can find differences in
the shape of spectra due to predictions of particle productions. There are large differences in
the rate of photon production. The left plot of Fig. 7.3 illustrates the number of SD events
with Nch = 0. The right plot illustrates the one with additionally requiring one photon with
Eγ > 200 GeV in the LHCf-Arm1 Region A. By requiring photon productions in LHCf-
Arm1 Region A, a number of events are significantly changed; QGSJET II-04 predicts the
largest number of events in −7.5 < log10 ξ < −6.5 of the left plot, whereas the number

93
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Fig. 7.1: Photon spectrum from SD with log10 ξ < −5. (solid line), log10 ξ < −7.5 (dashed line),
−7.5 < log10 ξ < −6.5 (dotted line), −6.5 < log10 ξ < −5. (dash-dotted line) for EPOS-
LHC.
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Fig. 7.2: Photon spectrum from SD with log10 ξ < −5. (solid line), log10 ξ < −7.5 (dashed line),
−7.5 < log10 ξ < −6.5 (dotted line), −6.5 < log10 ξ < −5. (dash-dotted line) for
QGSJET II-04.

of events predicted by QGSJET II-04 is much smaller than those by PYTHIA8 DL in the
right plot. In consequence, we would be able to measure dσSD/d log10 ξ for low diffractive-
mass regions from the energy spectrum of very forward photons, whereas the discussion
strongly depends on the modeling of particle productions. In other words, large systematic
uncertainty is expected to measurements of cross-sections for SD by the very forward photon
spectrum, due to uncertainty in the photon production mechanism.

By assuming one particular model for particle productions, we can validate dσSD/d log10 ξ
for low diffractive-mass regions using results in Chapt. 6. In particular, we focus on PYTHIA8
MBR, since it was adopted for extrapolation of low diffractive mass regions by the CMS ex-
periment [29]. In the next section, we discuss the validity of PYTHIA8 MBR. PYTHIA8
has parameters for particle productions. Moreover, the MBR parameterization in PYTHIA8
has two parameters to change the cross-sections and its diffractive-mass dependencies. In
this chapter, we firstly tune a parameter for particle productions using the ratio of photon
spectrum with Nch = 0 to inclusive spectrum illustrated in Fig. 6.2. Secondary, we tune two
parameters for diffractive dissociation to reproduce photon spectrum from SD by the ATLAS
and LHCf experiments discussed in Chap. 6. Finally, we discuss the effects on ⟨Xmax⟩ and
future prospects in Sec. 7.3 and 7.4, respectively.
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Fig. 7.3: (left) Diffractive mass dependencies of the number of SD events with Nch = 0. (right)
Diffractive mass dependencies with additionally requiring one photon with Eγ > 200 GeV
in the LHCf-Arm1 Region A to the left plot.

7.2 Validation of PYTHIA8 MBR using results by ATLAS-
LHCf common analysis

7.2.1 Tuning of particle productions in PYTHIA8 MBR.
Large differences in the shape of photon spectrum between measurements and predictions
by PYTHIA8 MBR were found in Fig. 6.15. These large differences in shape are caused by
the photon production mechanism in PYTHIA8 MBR. In this section, tuning of a parameter
related to photon production is performed. The parameter StringFlav :: popcornRate is the
parameter to control the popcorn model [87], the mechanism to produce high-energy meson
efficiently. To have a better modeling of particle productions, the parameter are changed into
0.0, 0.1, 0.2, 0.3, and 0.4, where default value of popcornRate is 0.5. Figure 7.4 illustrates
the ratio of photon spectrum with Nch = 0 to inclusive photon spectrum. Predictions of
PYTHIA8 MBR with several cases of StringFlav :: popcornRate are also shown. A kink
structure in measurements of the ratio is mainly caused by the shape of the photon spectrum
by diffractive dissociation. Only the spectrum with StringFlav :: popcornRate = 0.0 re-
produces the kink structure. Therefore, StringFlav :: popcornRate = 0.0 is the best value
of the parameter for very forward photon productions. Hereafter, we utilize PYTHIA8 with
popcornRate = 0.0.

7.2.2 Tuning of the pomeron trajectory parameters in PYTHIA8 MBR
Pomeron trajectory parameters ϵ and α

′ , parameters in Eq. (3.8) in the modeling of PYTHIA8,
in PYTHIA8 MBR affect dσ/d log10 ξ. In this section, we compare several parametrization
of pomeron trajectory parameters with assuming popcornRate = 0.0. Table 7.1 illustrates
parameters for prepared samples. The default vale of PYTHIA8 MBR is popcornRate =
0.5, ϵ = 0.104, and α

′
= 0.25 GeV−2. Comparison of the photon spectrum with Nch = 0

and from SD with log10 ξ < −5.0 are illustrated in Figs. 7.5 and 7.6, respectively. With
popcornRate = 0.0, predictions of PYTHIA8 MBR with larger ϵ show better agreements
with data. Differences between green and yellow lines are very small. Thus, the effect of
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Fig. 7.4: The ratio of photon spectrum with Nch = 0 to inclusive photon spectrum for η > 10.94
(left) and 8.81 < η < 8.99 (right). Predictions by PYTHIA8 MBR with several
StringFlav :: popcornRate cases are also shown. Experimental results are taken from
Ref. [72] with some update.

change of the parameter α′ from 0.25 GeV−2 to 0.125 GeV−2 is small. Larger ϵ corresponds
to larger cross-sections for low diffractive-mass events with log10 ξ < −7.0. Therefore, large
low diffractive-mass cross-sections are preferred.

To have agreements with data for photon spectrum from SD, the parameter ϵ is increased
as much as possible in PYTHIA8 MBR. The results are illustrated in Figs. 7.7 and 7.8.
Ratios of MC predictions to data are illustrated in Figs. 7.9 and 7.10. The upper limit of ϵ in
PYTHIA8 MBR is 0.15. To check differences between data and predictions, reduced χ2 was
calculated as follows,

χ2/n =
1

n

∑ (Ndata −NPYTHIA MBR)2

(σdata)2 + (σPYTHIA MBR
stat )2

, (7.1)

where n is the number of degree of freedom. Ndata and NPYTHIA MBR are the number of
events of experimental data and predictions by PYTHIA8 MBR in each bin. σdata is the total
error of experimental data. σPYTHIA MBR

stat is the statistical error of simulation. The reduced
χ2 calculated for each prediction by PYTHIA8 MBR in Fig. 7.6 and 7.8 is shown in Tab. 7.2.
For 8.81 < η < 8.99, MBR with ϵ = 0.140 shows the smallest reduced χ2 and, therefore,
good agreement. For η > 10.94, predictions with ϵ = 0.140 or 0.150 are, however, still
smaller than the measurements, especially for 2 < Eγ < 4 TeV in photon energy. We
cannot reproduce the very forward photon spectra from SD with changing of parameters ϵ,
α

′ and popcornRate. According to the spectrum with diffractive-mass selections illustrated
in Fig. 7.11, events in log10 ξ < −7.5 are dominant for 1.5 to 4 TeV in η > 10.94, whereas
events in log10 ξ > −7.5 show dominant contributions for 8.81 < η < 8.99. Thus, this result
suggests that the number of SD events with log10 ξ < −7.5 predicted by PYTHIA8 MBR
with parametrization discussed here are not enough to reproduce the photon spectrum from
SD measured in Chap. 6.

To check the performance of several cases of PYTHIA8 MBR in higher diffractive-mass
regions, comparisons between experimental data by ATLAS and CMS experiments [37,
29] at

√
s = 7 TeV and predictions by PYTHIA8 MBR are performed using the Rivet

tool version 3.1 [88]. Figures 7.12, 7.13, and 7.14 illustrate comparison between data
and predictions by PYTHIA8 tunes. For all cases, PYTHIA8 MBR with ϵ = 0.08 and
popcornRate = 0.0 show better agreements with data than PYTHIA8 MBR with ϵ = 0.150
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popcornRate ϵ α
′

MBR default 0.5 0.104 0.25
MBR default popcornRate 0 0.0 0.104 0.25

MBR popcornRate 0.1 0.1 0.104 0.25
MBR popcornRate 0.2 0.2 0.104 0.25
MBR popcornRate 0.3 0.3 0.104 0.25
MBR popcornRate 0.4 0.4 0.104 0.25

MBR ϵ = 0.08 0.0 0.08 0.25
MBR α

′
= 0.125 0.0 0.104 0.125

MBR ϵ = 0.14 0.0 0.14 0.25
MBR ϵ = 0.15 0.0 0.15 0.25

DL default 0.5 0.085 0.25
DL popcornRate 0 0.0 0.085 0.25

DL ϵ = 0.15 0.0 0.15 0.25

Table 7.1: Tunes of PYTHIA8 prepared for the discussion.
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Fig. 7.5: ATLAS-LHCf very forward photon spectrum with Nch = 0 and predictions by PYTHIA
8.2 MBR tunes.
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Fig. 7.6: Very forward photon spectrum from SD for log10 ξ < −5. measured by ATLAS and LHCf
detectors and predictions by PYTHIA 8.2 MBR tunes.
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Fig. 7.7: ATLAS-LHCf very forward photon spectrum with Nch = 0 and predictions by PYTHIA
8.2 MBR tunes for very large ϵ.
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Fig. 7.8: Very forward photon spectrum from SD for log10 ξ < −5. measured by ATLAS and LHCf
detectors and predictions by PYTHIA 8.2 MBR tunes for very large ϵ.
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Fig. 7.9: Ratios of MC predictions to data for Fig. 7.7

reduced χ2

η > 10.94 8.81 < η < 8.99
MBR ϵ = 0.08 7.06 3.98

MBR α′ = 0.125 4.69 1.45
MBR default popcornRate0 4.37 1.88

MBR ϵ = 0.14 2.03 0.69
MBR ϵ = 0.15 1.87 1.39

Table 7.2: Reduced χ2 between predictions and experimental data which are shown in Figs. 7.6 and
7.8.
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Fig. 7.10: Ratios of MC predictions to data for Fig. 7.8.
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Fig. 7.11: Photon spectrum from SD with log10 ξ < −5. (solid line), log10 ξ < −7.5 (dashed line),
−7.5 < log10 ξ < −6.5 (dotted line), −6.5 < log10 ξ < −5. (dash-dotted line) for
PYTHIA8 MBR with ϵ = 0.104 and popcornRate = 0.0.
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and popcornRate = 0.0. Moreover, from comparison between PYTHIA 8.2 MBR ϵ =
0.08 with popcornRate = 0.0 (red lines) and with popcornRate = 0.5 (green lines), the
popcornRate parameter does not affect rapidity gaps nor cross-sections in central regions
measured by the ATLAS and CMS experiments.

Figures 7.15 illustrate dσ/d log10 ξ predicted by PYTHIA8 MBR with several parametriza-
tion discussed in this section for proton-proton collisions with

√
s = 13 TeV (left plot)

and 7 TeV (right plot). Measurements by ATLAS and LHCf detectors are sensitive to
log10 ξ < −5.0 in the left plot of Fig. 7.15. PYTHIA8 MBR with ϵ ≤ 0.14 and EPOS-
LHC are preferred as discussed above. Measurements by ATLAS and CMS experiments are
sensitive to log10 ξ > −5.5 in the right plot of Fig. 7.15. PYTHIA8 MBR with ϵ = 0.08
is preferred. Any parametrization in PYTHIA8 MBR cannot reproduce all the experimen-
tal results with assuming popcornRate = 0.0 in particle production. A steep increase of
dσSD/d log10 ξ at low diffractive-mass regions is preferred. We should note that the center-
of-mass energy is different between the result in the previous chapter and results by the CMS
experiment discussed above, so energy dependence may also affect it.

7.3 Discussions for effects on uncertainty in ⟨Xmax⟩
As discussed in the previous section, predictions by PYTHIA8 MBR with ϵ ≤ 0.104 underes-
timate the measured photon spectrum by ATLAS and LHCf detectors, whereas PYTHIA8 MBR
with ϵ = 0.08, 0.104, and 0.07 were considered in extrapolation for cross-section measure-
ments of SD and DD by the CMS experiment [29]. It suggests that the cross-section extrap-
olated by these parametrizations of PYTHIA8 MBR may be underestimated. By contrast,
EPOS-LHC shows good agreements with all forward photon spectra of diffractive dissocia-
tion measured by ATLAS and LHCf detectors.

Finally, we discuss the uncertainty on ⟨Xmax⟩ from measurements of the CMS experi-
ment [29] if the model which shows good agreements with measurements by ATLAS and
LHCf detectors are considered. In the measurements, cross-sections for log10 ξ < −5.5 were
extrapolated for SD. Cross-sections for log10 ξX < −5.5 and log10 ξY < −6.7 or log10 ξX <
−6.7 and log10 ξY < −5.5 were extrapolated for DD. Differences in cross-sections of SD
and DD between predictions by EPOS-LHC and PYTHIA8 MBR with ϵ = 0.08 for these
extrapolated regions are 2.27 mb for SD and 2.24 mb for DD. Predictions of EPOS-LHC
are larger than that of PYTHIA8 MBR. If we consider these differences as additional uncer-
tainties in extrapolation of cross-sections, the uncertainty of ⟨Xmax⟩ estimated in Sec. 5.2.1
becomes 694.5+2.7

−1.2 g/cm2. The uncertainty from results by the CMS experiment becomes
1.0 g/cm2 larger than the value estimated in Sec. 5.2.1 if EPOS-LHC are considered in ex-
trapolations of low diffractive-mass events.

7.4 Future prospects
Large uncertainty in particle productions of diffractive dissociation makes it challenging to
measure cross-sections of SD for low diffractive-mass regions from the photon spectrum of
SD discussed in Chap. 6. The uncertainty in particle productions can be constrained by future
measurements. In Chap. 6, the number of events with Nch = 0, hits in the MBTS detector,
and photon-like hits in the LHCf-Arm1 detector is considered. O(103) events are measured.
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Fig. 7.12: Cross-sections for (top) −5.5 < log10 ξ < −2.5 with log10MY < 0.5 and (bottom) 0.5 <
log10MY < 1.1 measured by the CMS experiment [29] and predictions by PYTHIA8
MBR with ϵ = 0.08 (green line), PYTHIA8 MBR with ϵ = 0.08 and popcornRate = 0.0
(red line), and with ϵ = 0.15 and popcornRate = 0.0 (blue line). These Figures are
produced with Rivet [88].
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Fig. 7.13: Cross-sections for 3 < ∆η < 7.5 with log10MX > 1.1 and log10MY > 1.1 measured by
the CMS experiment [29] and predictions by PYTHIA8 MBR with ϵ = 0.08 (green line),
PYTHIA8 MBR with ϵ = 0.08 and popcornRate = 0.0 (red line), and with ϵ = 0.15 and
popcornRate = 0.0 (blue line). The figure is produced with Rivet [88].

interaction Cross-sections for diffractive-mass region [mb]
model log10 ξ < −5.5

MBR p = 0.0, ϵ = 0.08 3.35
MBR p = 0.0, ϵ = 0.15 5.65

EPOS-LHC 5.62
QGSJET II-04 6.79

Table 7.3: Cross-sections of SD for low diffractive-mass collisions. Proton-proton collisions with√
s = 7 TeV are considered.
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Fig. 7.14: Rapidity gap cross-sections measured by (top) the CMS experiment [29] and (bottom)
the ATLAS experiment [37] Predictions by PYTHIA8 MBR with ϵ = 0.08 (green line),
PYTHIA8 MBR with ϵ = 0.08 and popcornRate = 0.0 (red line), and with ϵ = 0.15
and popcornRate = 0.0 (blue line) are also illustrated. These figures are produced with
Rivet [88].
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Fig. 7.15: SD (pp → Xp) cross-sections dσ/d log10 ξ predicted by PYTHIA8 MBR with several
parametrization discussed in this section for

√
s = 13 TeV (left) and

√
s = 7 TeV (right).

With increasing the number of events in LHC-Run3, we can measure the very forward pho-
ton spectra with Nch = 0 and hits in the MBTS detector with much larger statistics. With
Nch = 0 and hits in the MBTS detector, we can select events with log10 ξ ≈ −6.0. Thus,
from the measurements with higher statistics, we can constrain both the shape of the very
forward photon spectrum and the photon production rate for log10 ξ ≈ −6.0. Another possi-
bility is using the calorimeter of the ATLAS experiment. The rapidity gap cross-sections up
to ∆ηgap = 8 are measured using the inner detector and the calorimeter of the ATLAS exper-
iment in Ref. [37]. By combining the rapidity gap information, we can also constrain both
the shape of the very forward photon spectrum and the photon production rate for different
diffractive-mass regions. To constrain particle productions in log10 ξ < −7.0, the measure-
ment of forward neutrons in LHCf detectors with Nch = 0 by the inner detector is another
possibility. By combining information of very forward photons and very forward hadrons in
the same diffractive-mass regions, we can reduce uncertainty in particle productions.

With constraining the shape of spectrum and photon production rate by future experi-
ments, we can evaluate cross-sections of log10 ξ < −7.0 from very forward photon spectra
discussed in Chap. 6. It will reduce uncertainty in diffractive dissociation and finally uncer-
tainty in the ⟨Xmax⟩ prediction.



Chapter 8

Conclusion

The mass composition of UHECRs is the key information to understand their origin. There
are many theoretical scenarios for the source of UHRCRs. The energy spectrum of UHECRs
measured at the Earth has information of the acceleration mechanism at the sources and is
modified by interactions in the propagation of UHECRs from the sources to the Earth. To
understand the information of the sources, the mass composition is important information,
since interactions during propagation depend on the mass composition. The energy spec-
trum and the mass composition of UHECRs are measured by using air showers. The mass
composition is estimated by comparing measurements of Xmax or Nµ with their predictions.
Predictions of Xmax or Nµ, however, depend on the hadronic interaction models adopted in
the simulation of the air shower. For the mean of Xmax, differences in predictions among
hadronic interaction models are approximate ±14 g/cm2 for 1019 eV UHECRs, whereas the
systematic uncertainty in measurements by the Pierre Auger Observatory is +8.0

−7.6 g/cm
2 at the

energy. This ±14 g/cm2 uncertainty approximately corresponds to ±0.5 in the mean of lnA.
Furthermore, the uncertainty of hadronic interactions may be underestimated by considering
differences in predictions of hadronic interaction models and should be considered from the
uncertainty in accelerator experiments. Due to the large uncertainty of hadronic interactions,
it is challenging to interpret the mass composition from measurements of Xmax or Nµ.

Hadronic interaction models have been improved using measurements at accelerator ex-
periments. However, some measurements show very large experimental uncertainty. Due
to the limitations of Quantum Chromodynamics, phenomenological models are adopted in
hadronic interaction models. These phenomenological models are tuned using available ex-
perimental data measured by accelerator experiments. The latest hadronic interaction models
are partially tuned with data taken at the Large Hadron Collider. Meanwhile, experimental
results in cross-sections of diffractive dissociation show very large uncertainty or relay on
the extrapolation by one hadronic interaction model. They affect uncertainty in hadronic
interaction models. Large effects of diffractive dissociation on Xmax or Nµ are discussed in
the previous studies. However, the effects of SD, DD, and diffractive mass were not sepa-
rated. Moreover, the definition of diffractive dissociation adopted in each experiment was
not considered in these discussions. Thus, it is unclear how the uncertainties in cross-section
measurements of diffractive dissociation affect predictions of Xmax or Nµ.

We studied the effects of SD, DD, and diffractive mass on Xmax or Nµ in air shower
experiments comprehensively. The range of possible uncertainty in each characteristic of
diffractive dissociation was estimated from the accelerator measurements and their uncer-
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tainties. The effects of each characteristic on Xmax or Nµ were estimated using the range
of the uncertainty. In the estimation, we considered three observables in the air shower
experiments, Xmax, Xµ

max, and Nµ, and two characteristics of diffractive dissociation, i.e.
fractions of collision types in diffractive dissociation and diffractive-mass dependencies in
cross-sections. We found that effects of the fraction of diffractive dissociation in inelastic
collisions are 6.7 − 9.1 g/cm2 and 7.3 − 10.4 g/cm2 at maximum on ⟨Xmax⟩ and ⟨Xµ

max⟩,
respectively. These sizes of the effects correspond to one-third of current differences in pre-
dictions among hadronic interaction models. Effects of both diffractive mass and fractions
between SD and DD are less than 2 g/cm2 on Xmax and Xµ

max and a few % on Nµ. Diffractive
dissociation is not the source of the muon deficit problem.

Uncertainty in ⟨Xmax⟩ from experimental uncertainty in cross-sections measurements of
SD and DD was estimated by focusing on the fraction of diffractive dissociation in inelas-
tic collisions. Simulated air showers were categorized by the definition of each experiment.
The uncertainty from experimental uncertainty in cross-section measurements in ⟨Xmax⟩ was
estimated using the categorized simulated samples. The uncertainty propagated from cross-
section measurements of SD and DD by the CMS and ALICE experiments was estimated to
be +1.7

−1.2 g/cm
2 and +4.0

−5.6 g/cm
2, respectively. Substantially large uncertainty in ⟨Xmax⟩ was

caused by measurements by the ALICE experiment. For the CMS experiment, estimated un-
certainty in ⟨Xmax⟩ was not so large, whereas this result is valid if PYTHIA8 MBR adopted
in extrapolations for low diffractive-mass events is valid. The main source of uncertainty
in experiments is cross-sections of low diffractive-mass events. This result is the first clar-
ification of the relations between experimental uncertainty of cross-section measurements
and uncertainty in ⟨Xmax⟩. The size of these uncertainties propagated from cross-section
measurements of diffractive dissociation is comparable with one of the dominant sources of
systematic uncertainty in measurements by PAO. Therefore, cross-section measurements of
diffractive dissociation are one of the dominant sources of uncertainty in interpretations of
the mass composition. The uncertainty caused by these cross-section measurements should
be reduced to less than ±3.0 g/cm2 to avoid effects on interpretations of mass composition.

Measurements of very forward photons produced from diffractive dissociation using AT-
LAS and LHCf detectors were discussed to reduce uncertainty in very low diffractive-mass
events. Very low diffractive-mass events have not been measured by the ALICE and CMS
experiments. In the measurements by the two experiments, these missed events were esti-
mated by extrapolations using models. To reduce uncertainty, measurements of these missed
events are crucial. In the previous study, the very forward photons produced in diffractive
dissociation were measured by ATLAS and LHCf detectors. In this study, by adding signals
from the minimum bias trigger scintillator of the ATLAS experiment, the SD fraction for the
very forward photon sample was measured to be 0.477± 0.019(stat.)+0.013

−0.009(syst.(resp.))±
0.025(syst.(bias)) for the photons in η > 10.94 selected by Ncharged = 0 for charged parti-
cles with pT > 100 MeV/c2 in |η| < 2.5. By applying the SD fraction, the energy spectrum
of very forward photons produced in SD was measured.

We verified predictions by PYTHIA8 MBR using the energy spectrum measured above.
The spectrum for photons in η > 10.94 from SD is sensitive to log10 ξ < −7.5, whereas
that for photons in 8.81 < η < 8.99 is sensitive to log10 ξ > −7.5. Therefore, we can
validate predictions of very low diffractive-mass events if we rely on calculations of particle
productions in the hadronic interaction model. Validation of PYTHIA8 MBR was performed
by changing three parameters, popcornRate, ϵ, and α

′ . Within the limitations of parameters
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in PYTHIA8 MBR, we failed to reproduce the photon spectrum in η > 10.94 produced
by SD, whereas other spectra were well reproduced with ϵ = 0.14. This result suggests
that the production of very low diffractive-mass events for SD in PYTHIA8 MBR is not
enough, even if low diffractive-mass events are increased by the parameter ϵ. By contrast,
EPOS-LHC shows good agreement with the measured spectra. These results suggest that
uncertainty in cross-section measurements of SD and DD by the CMS experiment might be
underestimated. By considering EPOS-LHC in estimation of the extrapolation uncertainty
of the CMS result, the uncertainty in ⟨Xmax⟩ was estimated to be +2.7

−1.2 g/cm
2.

Particle production mechanism in diffractive dissociation can be studied in future exper-
iments. The uncertainty in particle productions makes it challenging to understand cross-
sections of very low diffractive-mass events from the very forward photon spectrum mea-
sured by ATLAS and LHCf detectors. In future measurements using the ATLAS and LHCf
detectors, we can measure a very forward photon spectrum for log10 ξ ≈ 6 with higher
statistics. Moreover, very forward neutrons from diffractive dissociation can be measured
by the ATLAS and LHCf detectors. These measurements will reduce modeling uncertainty
in particle productions. By combining the photon spectra presented in this thesis and the
results of future experiments, we can determine cross-sections for very low diffractive-mass
events from very forward photon measurements. Finally, they will reduce uncertainty in
cross-sections measurements of diffractive dissociation and uncertainty in ⟨Xmax⟩ coming
from the uncertainty in experimental results.





Appendix A

LHCf-Arm1 response function

The LHCf-Arm1 response function was a function to emulate event selections adopted in
Chap.6. Since the number of hits in detectors was only considered in Chap.6, this function
categorizes events into two cases: the case that events passed the event selections and the
case that events were rejected.

In event selections in Chap.6, most of the photons passed the selections, whereas parts
of the photons were rejected and parts of the neutrons passed. Moreover, more than one
particle is sometimes hit in a calorimeter tower (multi-hit). The multi-hit event was some-
times reconstructed as single-hit and passed the event selection, even though most events
were reconstructed as multi-hit and rejected in the selection. Decay and transportation in
the beam pipe were considered by the simulation using Cosmos-Epics interface [80]. In this
response function, the events were categorized into three types based on the number of hits
and particle types at the true level. The function for each type was applied for the events in
each type. Three types were a photon hit in a calorimeter tower (single photon hit), a hadron
hit in a calorimeter tower (single neutron hit), and more than one particle hit in a calorimeter
tower (multi-hit).

In this function, reconstruction of hit position was emulated by the gaussian smearing.
The reconstructed hit position and true position were evaluated in the full simulation. The
difference between the two positions was fitted by the gaussian function. X and Y positions
were considered separately. The mean and sigma of the fitted gaussian function were shown
in Tab. A.1. The fitted gaussian function for each type and each axis was applied.

The detector response for the single-photon hit case was emulated by the efficiency func-
tion after the gaussian smearing of the hit position. The efficiency function emulates the

X Y
mean sigma mean sigma

Small tower, photon 0.002010 0.050276 0.007811 0.050511
Large tower, photon 0.000397 0.062535 -0.006376 0.062718
Small tower, hadron 0.005961 0.109144 0.018548 0.103526
Large tower, hadron -0.000501 0.173052 -0.018955 0.168093

Table A.1: Mean and sigma for the gaussian function to emulate hit position. The difference between
true and reconstructed position was fitted by the gaussian function for each fiducial region
and each particle type.
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performance of the particle identification using the L90% parameter and event selections by
energy threshold. The efficiency of the particle identification using the L90% parameter was
roughly 90%. Sometimes, the reconstructed energy of photons above 200 GeV was calcu-
lated as less than 200 GeV at low energy. Therefore, the efficiency decreases for low energy.
The efficiency evaluated for each fiducial region by full detector simulation was fitted by the
following function,

f(x) =
p0

1− exp(−p1 + p2Eγ)
, (A.0.1)

where p0, p1, and p2 were free parameters. Eγ is the energy of photon in the fiducial region.
For region A, these parameters are p0 = 0.9047, p1 = 0.0578, and p2 = 214.6. For region
B, these parameters are p0 = 0.9033, p1 = 0.0603, and p2 = 216.2. The fitted function was
used as the efficiency function.

The detector response for the single neutron hit case was emulated by the efficiency
function for single hit neutron. Most of the hadrons hit in a calorimeter tower were rejected
by the particle identification. However, approximately 0.5% of hadrons passed this selection.
Equation A.0.1 was also used for the single neutron hit. The energy of neutron was used
instead of Eγ For region A, parameters are p0 = 0.0071, p1 = 0.0131, and p2 = 365.5. For
region B, parameters are p0 = 0.0056, p1 = 0.1572, and p2 = 345.2.

Multi-hit events sometimes make signals similar to single-photon hit events. These cases
were emulated by the multi-hit response function. In the reconstruction, the number of hits
in a calorimeter tower was estimated from lateral distributions in GSO bar hodoscope layers.
However, if two particles hit very closely or the energy of one particle was much larger than
the others, signals in GSO bar hodoscopes were very similar with single-hit cases. These
events were reconstructed as single-hit and passed the event selection. Moreover, because
the calorimeter was 1.4 interaction lengths, if a photon and a hadron hit a calorimeter tower,
hadron sometimes does not make signals in a calorimeter. Sometimes more than two particles
hit a tower, whereas the probability for these events was very small. Thus, only two particles
hit cases were considered in this function. The procedures of this function are as follows;

• Two-photon hits
If the distance of hit positions between two photons was smaller than 3 mm, the detec-
tor response was emulated using the function for the single-photon hit. If the energy of
one of the photons was less than 200 GeV, the hit position of the larger energy photon
and the sum of photon energy was assumed in the function for the single-photon hit. If
the energy of both photons is larger than 200 GeV, the weighted average of hit position
and sum of photon energy was assumed.

If the distance of hit positions was larger than 3 mm, the ratio of energy E2/E1, where
E1 and E2 were the energy of the larger and smaller energy photon, respectively, was
considered. If E2/E1 was smaller than 32% for the small tower and 18% for the large
tower, the detector response was estimated using the function for the single-photon
hit. The sum of energy of two photons and the hit position of the larger energy photon
were considered in the function for the single-photon hit. If E2/E1 was larger than
the threshold, the event was considered to be rejected by the single-hit selection in
reconstruction.

• A photon and a hadron hit
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If a hadron makes no interaction in the detector, the event was reconstructed as single-
photon hit events. The rate of hadron events with no interaction was fixed to 32% of all
hadron events in the function. The detector response was emulated using the function
for the single-photon hit.

The performance of the LHCf-Arm1 response function was estimated using LHCf-Arm1
detector simulations. Performance was estimated for each type. The performance parameter
κ was estimated as shown in Tab.6.6. We should note that the number of multi-hit events
and single neutron hit events that pass the event selection is very small. Thus, the relatively
worse performance of the function for multi-hit events does not affect the analysis.
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