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Abstract—To improve passenger experience and service 

provision, public transport (PT) authorities should gain a better 
understanding of travel pattern variability. Although studies have 
extensively examined the travel pattern variability of PT users, 
these studies are often limited to a short analysis period or to only 
one dimension of travel behavior. In addition, limited information 
is available on how the demographic details of PT users are 
associated with their travel pattern variability. To address these 
limitations, we develop a novel measure that simultaneously 
considers multiple dimensions of travel behavior to quantify the 
intrapersonal variability in weekly PT usage. Moreover, we 
examine interpersonal variability by identifying clusters of users 
who share similar weekly profiles. Based on smart card 
transaction data for 52 weeks and an anonymous cardholder 
database (including age and gender) from Shizuoka, Japan, we 
analyze the intrapersonal and interpersonal variability in weekly 
PT usage as well as the role of gender and age in travel pattern 
variability. The results indicate that gender and age play an 
important role in the travel pattern variability of PT users. Female 
users exhibit higher intrapersonal variability than their male 
counterparts. Weekly patterns are the most diverse for users aged 
70 or over, followed by the users aged 65–69. Regarding 
interpersonal variability, we identify five clusters of users, each 
characterized by a distinct weekly profile. Significant associations 
also exist between the gender and age of users and the identified 
clusters of weekly patterns. 
 

Index Terms—Age, Gender, Interpersonal variability, 
Intrapersonal variability, Public transport, Smart card data 

I. INTRODUCTION 
ravel behavior is dynamic, varying across individuals and 
varying for the same person over time [1]. Interpersonal 
variability is reflected in heterogeneous travel patterns 

across travelers. Intrapersonal variability refers to the 
longitudinal variability in the travel behavior of the same person 
over time [1], [2]. Owing to travel pattern variability, a variety 
of travel needs and habits have arisen in public transport (PT) 
systems. A better understanding of travel pattern variability will 
help PT authorities to improve passenger experience and 
service provision. More specifically, information on the 
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interpersonal variability in PT usage is useful for identifying 
similarities among users and revealing how different types of 
users can be grouped according to the way they use PT, thereby 
providing great potential to realize multiple applications (e.g., 
fare policy design, customized service provision, targeted travel 
demand management) [3], [4], [5]. Intrapersonal variability is 
often measured based on the repetition of the same patterns in 
a person’s behavior [2]. An in-depth understanding of the 
intrapersonal variability in PT usage can be used in customized 
journey planning and personalized information provision about 
disruptions and crowding levels. For example, if we know that 
a user usually travels between stations A and B on weekday 
mornings and evenings, an alert can be sent to the user if a 
service disruption occurs and the user’s commute trip is 
expected to be disrupted [6]. 

The investigation of intrapersonal and interpersonal 
variability over multiple days requires the longitudinal 
observation of PT users. Although conventional multiday travel 
surveys provide detailed information about travelers and trips 
[7], [8], [9], these surveys are costly and thus typically limited 
to short observation periods and small sample sizes [1], [10]. In 
contrast, smart card data provide long-term and continuous 
information about PT trips of a large number of users, making 
it feasible to explore travel pattern variability through 
longitudinal analyses [2], [3], [11]. Smart card data–based 
examination of the interpersonal variability in PT usage is 
typically achieved by grouping users with similar travel 
patterns using clustering techniques [3], [12], [13], [14]. The 
scalar or vector aggregation of individual trips is often used as 
the feature for clustering analysis. However, these studies are 
often limited to a short analysis period (e.g., 1 month) or to only 
one dimension of travel behavior (e.g., temporal or spatial 
pattern). 

To measure intrapersonal variability, some methods rely on 
the relative frequency of trips (e.g., percentage of trips made 
within certain time periods) [12], [13] and some focus on the 
variance of trips (e.g., variance in the number of trips per day) 
[8]. However, these methods usually do not consider how 
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multiple trips are combined. Moreover, to develop a female-
friendly and age-friendly PT system, it is necessary to examine 
the association of gender and age with the travel patterns of PT 
users [15], [16]. However, because demographic characteristics 
are seldom included in smart card data, information on the 
association between the demographic characteristics and travel 
pattern variability of PT users remains limited. Based on smart 
card transaction data for 1 year and an anonymous cardholder 
database (including age and gender) from Shizuoka, Japan, we 
attempt to address these limitations and explore the 
interpersonal and intrapersonal variability in PT usage as well 
as the role of gender and age in travel pattern variability. 
Because the flattening of the profiles of all weekdays into a 
single daily profile may cause the variations among weekdays 
to be neglected [14], we examine the travel patterns on a weekly 
basis rather than on a daily basis. 

The contribution of this study is twofold. From a 
methodological perspective, we propose a novel representation 
of week sequences that simultaneously considers multiple 
dimensions of PT usage and develop a measure to quantify the 
intrapersonal variability in weekly PT usage. In addition, we 
develop aggregate weekly profiles for users and identify 
clusters of users who share similar weekly patterns to explore 
interpersonal variability. From an empirical perspective, we 
analyze the intrapersonal and interpersonal variability in PT 
usage in an extensive network through the large-scale 
application of the proposed methodology to Shizuoka’s PT 
system. We reveal the impact of age and gender on 
intrapersonal variability and show the demographic association 
of the identified clusters of weekly patterns. 

The remainder of this paper is organized as follows. The next 
section reviews previous work on travel pattern analysis using 
smart card data and the sociodemographic association of travel 
patterns. The third section introduces the smart card transaction 
data and anonymous cardholder database from Shizuoka, Japan. 
The fourth section presents the methods used to examine the 
intrapersonal and interpersonal variability in PT usage. The 
application of the proposed methodology to Shizuoka’s PT 
users is presented in the subsequent section, revealing the 
intrapersonal and interpersonal variability as well as the role of 
age and gender in travel pattern variability. The discussion and 
conclusion are given in the final section. 

II. LITERATURE REVIEW 
To identify relevant methods, findings, and gaps in the 

existing research, we first review the methods that have been 
employed to explore interpersonal and intrapersonal variability 
using smart card data. Then, we review the association between 
sociodemographic characteristics and travel pattern variability. 
Finally, we present a summary of the research gaps and the 
objectives of this study. 

A. Travel Pattern Analysis using Smart Card Data 
Smart card data are widely used to explore the travel patterns 

of PT users in spatial and temporal dimensions at the aggregate 
[17], [18], [19] or disaggregate [3], [12], [14], [20] levels. To 
examine the interpersonal variability in travel patterns, many 

studies used clustering techniques to group PT users with 
similar travel patterns. Ma et al. [3] introduced four scalar 
features—number of travel days, number of similar first 
boarding times, number of similar route sequences, and number 
of similar stop ID sequences—to classify PT users into five 
clusters of varying regularity levels using a k-means++ 
clustering algorithm. Kieu et al. [13] applied the density-based 
spatial clustering of applications with noise (DBSCAN) 
algorithm to recognize regular trips in space and time. Then, 
based on a subjective segmentation rule, four segments of 
passengers were identified: irregular passengers, regular 
origin–destination (OD) passengers, habitual time passengers, 
and transit commuters. EI Mahrsi et al. [14] built an aggregate 
weekly temporal profile for each user, describing the trip 
frequency over each hour on each day of the week. They 
identified 13 clusters of temporal patterns using a generative 
model-based clustering approach. In these studies, the features 
used for clustering or segmentation are derived from a scalar or 
vector aggregation of individual trips, wherein the organization 
of multiple trips over time is not considered. In contrast, some 
studies constructed sequences of activity–travel events to 
explore travel pattern variability. Goulet-Langlois et al. [4] 
proposed a longitudinal representation of an individual 4-week 
activity sequence based on smart card data. They employed 
principal component (PC) analysis to reduce the dimension of 
sequences and used the projections of the user sequence onto 
the first eight PCs as the input to k-means clustering. They 
identified 11 clusters of users with distinct sequence structures. 

Apart from interpersonal variability, the same individual’s 
travel pattern shows variations in terms of the trip, day, and 
week [1], [2], [10], [21]. Intrapersonal variability is often 
measured based on the repetition of the same patterns in a 
person’s travel behavior. Deschaintres et al. [2] investigated the 
cluster membership of weekly profiles over 51 weeks. Each 
user was then represented by a sequence of week clusters. Two 
indicators—Shannon entropy and the average Euclidean 
distance between two successive weeks—were used to measure 
the intrapersonal variability in weekly PT usage. Egu and 
Bonnel [10] identified the classes of trips based on the boarding 
time and stops and then applied a trip-based similarity measure 
to quantify the day-to-day intrapersonal variability in PT usage. 
Additionally, intrapersonal variability can be measured by 
variance indicators (e.g., variance in the number of trips per 
day) [8]. However, these methods usually do not consider how 
multiple trips are organized. 

B. Sociodemographic Association of Travel Patterns 
Both the interpersonal and intrapersonal variability in travel 

patterns is influenced by sociodemographic characteristics [9]. 
Because sociodemographic information (e.g., age and gender) 
is usually not included in smart card data, limited studies [4], 
[22] have examined the association between the 
sociodemographic characteristics and travel pattern variability 
of PT users. However, some studies have investigated how 
travel patterns vary among passengers with different smart card 
types [2], [10], [13], [23]. Goulet-Langlois [4] combined 
household travel survey data with smart card transactions and 
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obtained a small sample of PT users with detailed 
sociodemographic information. They then explored the 
demographic association of the interpersonal variability in 
multiweek activity–travel sequences using odds ratio analysis 
and a multinomial logit model. Kandt and Leak [22] connected 
an anonymous cardholder database (including age, gender, and 
residential address) to smart card transactions and examined 
how age, gender, and the residential built environment relate to 
the interpersonal variability in ordinal boarding sequences over 
nearly 6 years for the elderly aged 65 or over. However, the 
sociodemographic impacts on the intrapersonal variability in 
PT usage have rarely been analyzed. 

In addition to the sociodemographic association of the 
variability in PT usage, many studies have used active travel 
survey data to explore the impacts of sociodemographic 
characteristics on activity–travel pattern variability [21], [24], 
[25], [26]. Raux et al. [8] analyzed the variability in daily 
activity–travel patterns based on 7-day travel diary data. The 
results revealed that men have lower intrapersonal variability 
than women in terms of daily trips, time use, and activity 
sequence and that older adults show lower variability. Moiseeva 
et al. [9] used 8 weeks of diary data to examine the variability 
in activity–travel patterns. They stated that the interpersonal 
variability between genders is considerably greater than 
intrapersonal variability. Women tend to have more diverse 
activity and location sequences than men. However, the travel 
survey data used in these studies are typically constrained by 
small sample sizes and short observation periods. Schlich and 
Axhausen [7] argued that the observation period for measuring 
intrapersonal variability should not be less than 2 weeks. 

In summary, existing studies have highlighted the potential 
of smart card data to examine the travel pattern variability of 
PT users. However, these studies are often limited to a short 
analysis period (e.g., 1 month) or to only one dimension of 
travel behavior (e.g., temporal or spatial pattern). In addition, 
the methods used to quantify intrapersonal variability usually 
do not consider how multiple trips are combined. Moreover, the 
sociodemographic association of the longitudinal variability in 
travel patterns is rarely examined using a large sample, and 
information on the sociodemographic impacts on the variability 
in PT usage remains limited. To address these limitations, we 
develop a novel measure that quantifies the intrapersonal 
variability in PT usage; the measure simultaneously considers 
multiple dimensions of travel behavior, including the boarding 
time, OD pairs visited, and organization of multiple trips over 
time. In addition, we reveal the association of gender and age 
with the intrapersonal and interpersonal variability in PT usage 
by observing a large number of PT users over a year. 

III. DATA 
The smart card data were collected from the Automated Fare 

Collection system of Shizutetsu Bus and Railway from April 2, 
2018 to March 31, 2019; this period consists of 52 complete 
weeks (from Monday to Sunday). Shizutetsu Bus and Railway 
constitutes the urban PT system of Shizuoka city and its 
neighboring cities in Shizuoka Prefecture, Japan, and includes 
one railway line with 15 stations and a bus network with 

approximately 1600 bus stops. 
The full dataset contains approximately 23.51 million 

transactions, of which 72% are bus transactions and the rest are 
railway transactions. The data was collected from 194,346 
smart cards. Each transaction record contains the card ID, tap-
in date and time, tap-out date and time, origin and destination 
station names, travel cost, bus line, and bus route. Apart from 
the transaction records, we also collected smart card registration 
data, including the card ID, home address, age, and gender. 

Because the smart card transaction records of PT users who 
take PT occasionally are not sufficient to reveal travel pattern 
variability [12], [14], frequent users were selected by grouping 
users based on their PT usage characteristics. Each user was 
characterized by the number of active days over the 1-year 
analysis period and the spread of active days between the first 
and last days [4]. These two features were then used for k-
means++ clustering [27]. Three clusters of users were 
identified: low-frequency users who traveled for a few days 
spread over a short period (average of 13 days traveled, spread 
over 69 days), intermittent users who made trips on a few days 
spanning most of the analysis period (average of 33 days 
traveled, spread over 311 days), and frequent users who 
traveled on many days spread over the analysis period (average 
of 212 days traveled, spread over 352 days). There were 37,827 
frequent users, among which 37,649 users had included 
personal information (e.g., age and gender) in their registered 
smart cards. These 37,649 users, accounting for 19% of all users 
and making over 69% of trips, were the focus of this study. 

IV. METHODOLOGY 
To identify the origins and destinations of trips, we construct 

trips based on smart card transaction data. If two successive 
boarding transactions occur within 30 min and are not made on 
the same route, the two are considered parts of the same trip. 
The transfer time threshold of 30 min is defined according to 
the 4th Shizuoka Metropolitan Area Person Trip Survey 
conducted in 2012, which reveals that more than 94% of 
transfer activities take less than 30 min in the PT network. 
Successive trips on the same route in opposite directions usually 
indicate a return trip, whereas travel in the same direction 
indicates a nontransfer activity [28]. 

 

Smart card transaction data

Anonymous cardholder database

Measuring intrapersonal variability
 Week sequences
 Average Levenshtein distance 

between week sequences
 Role of age and gender in 

intrapersonal variability

Clustering interpersonal variability
 Aggregate weekly profiles
 User clustering by k-means++ 

algorithm
 Demographic association with 

cluster membership 

Recognizing individual travel patterns
DBSCAN Algorithm
 Boarding time
 Origin-destination pairs (Represented 

by geographical user-areas)

Identifying frequent users

Fig. 1.  Analysis framework 
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Fig. 1 illustrates the analysis framework of this study. We 
first identify individual travel patterns according to the 
boarding time and OD pairs of trips. Then, we build consecutive 
week sequences for each user and use the average Levenshtein 
distance to measure the intrapersonal variability. We further 
analyze the role of age and gender in intrapersonal variability. 
In addition, we construct aggregate weekly profiles for users 
and employ the profiles for user clustering. We then evaluate 
the demographic association of the identified clusters of weekly 
patterns. 

A. Defining Geographical User Areas 
There is usually more than one PT stop or station around 

activity locations. A PT user may use different PT stops or 
stations to access the same activity locations. Hence, stops and 
stations are grouped into geographical user areas using 
complete-distance hierarchical clustering. Similar to [4], a 
separate set of geographical areas 1 2{ , , , }

uu kA A A A= …  is 

defined for each user u. Let 1 2{ , , , }
uu nS s s s=   be the set of all 

trip origin or destination stops or stations visited by a user u. 
Each s is initialized to a singleton area such that 

1 2{ , , , }
uu nA A A A= … . Next, pairs of areas are successively 

merged until the smallest distance between two areas is not 
smaller than a predefined distance threshold D . The threshold 
D  ensures that the distance between any stops and stations in 
the same area does not exceed a predefined walkable distance. 
The distance between two areas is measured as follows: 
 ( , ) max( ( , )) ,m n i j i m j nd A A d s s s A s A ′=    ∈ ∈ , (1) 

 
( , ) /

( , )
max( ( , ), ) /

i j ij u
i j

i j ij u

d s s if N N
d s s

d s s D if N N
λ

λ
 ′

                 <=     ≥
, (2) 

where ( , )i jd s s   is the Euclidean distance between is  and js , 

ijN  is the number of trips made between is  and js  by user u, 

uN  is the total number of trips made by user u, and D  and λ  
are predefined parameters. Because stops or stations between 
which a user frequently makes trips are likely to be associated 
with different activities, a parameter λ  is introduced to ensure 
that these pairs of stops and stations are not grouped into the 
same user area [4]. To determine the appropriate values of D  
and λ , their impacts are evaluated through sensitivity analysis 
[6]. For each user, a different set of areas is defined for all 12 
combinations of D = {500 m, 800 m, 1000 m} and λ  = {10%, 
30%, 50%, 100%}. 

B. Recognizing Individual Travel Patterns 
A PT user may repeatedly visit the same OD pairs during the 

same time period. To recognize individual spatiotemporal 
patterns, the boarding time and OD pairs are considered 
simultaneously for clustering. The OD pairs are represented by 
the geographical user areas of origin and destination stops or 
stations. The boarding time is characterized in terms of minutes 
from midnight. For example, 7:30 is represented as 450 and 
18:00 as 1080. 

The DBSCAN algorithm is used to recognize the 

spatiotemporal pattern of each user. This algorithm does not 
require the definition of the number of clusters and can identify 
clusters of arbitrary shapes. In addition, it is able to recognize 
noise and is robust to outliers [3], [13]. The main concept of 
DBSCAN is to locate dense regions that are separated by 
regions of lower density. Two key parameters need to be 
specified: the radius of the neighborhood (eps) and the 
minimum number of points within the neighborhood (minPts). 
For more details on the DBSCAN algorithm, refer to [29]. 
Considering the spatial and temporal characteristics 
simultaneously, the distance between trips ( , )i jd t t ′  is 
measured as follows: 

 
( , )

( , ) i j i j
i j

d t t if t and t have the same OD pair
d t t

T else
 ′

          = 
           

, (3) 

where ( , )i jd t t  is the boarding time difference between trips it  
and jt  and T  is a predefined threshold, which is greater than 
eps and ensures that trips with different OD pairs are not 
grouped into the same cluster. 

To determine appropriate values of eps and minPts, their 
effects are evaluated through sensitivity analysis. For each user, 
a different set of clusters is defined for all 20 combinations of 
eps = {15 min, 30 min, 45 min, 60 min} and minPts = {4, 8, 12, 
16, 20}. 

C. Measuring Intrapersonal Variability 
Based on the identified spatiotemporal patterns, each trip is 

linked to a cluster ID, which represents the cluster to which the 
trip belongs. The cluster IDs of trips undertaken on the same 
day are connected chronologically to derive a daily sequence. 
The same daily sequences represent an identical pattern of daily 
PT usage. Then, successive week sequences are built for each 
user, describing the distribution of all trips in space over time 
for each day of each week. For a period of wN  weeks, divided 
into dN  days per week ( dN  = 7, from Monday to Sunday), 
each user’s weekly profile is represented by an w dN N×  matrix, 
whose each cell indicates a daily sequence. Table I presents an 
example of week sequences. “1,2” denotes two trips, with one 
trip belonging to cluster 1 and the other belonging to cluster 2. 
In addition, “0” represents the trip that is recognized as noise, 
and the daily sequence is characterized by “n” if no trips are 
undertaken on the day. 

 
After building weekly profiles, we use the average 

Levenshtein distance between week sequences to measure the 
intrapersonal variability, as summarized in (4) and (5). A daily 
sequence is considered as a string. The Levenshtein distance is 
the minimum number of single-character edits (insertions, 
deletions, or substitutions) required to change one string into 
another and indicates how different two strings are. For 

TABLE I 
EXAMPLE OF WEEK SEQUENCES 

Mon. Tue. Wed. Thu. Fri. Sat. Sun. 
1,2 1,2 1,2 1,2 1,2 n n 
1,2 1,2 1,2 1,2 1,0,2 n 1,0 
1 1,2 1,2 1,2 1,3 3 0,3 
… … … … … … … 
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example, the Levenshtein distance between daily sequences 
“1,2” and “1,3” is 1 (substitute “2” with “3”), and the 
Levenshtein distance between “1,2” and “1,0,2” is 2 (delete “0” 
and “,”). The higher the number, the more different are the two 
strings, suggesting that the daily patterns are more different. 
Further, the Levenshtein distance between week sequences is 
represented by the sum of the Levenshtein distances between 
daily sequences of the same day from two weeks: 

 
1

1 1

2 ( , )
( 1)

w wN N

u u i j
j i iw w

d d w w
N N

−

= + =

=
× − ∑ ∑ , (4) 

 
1

( , ) ( , )dN k k
u i j u i jk

d w w d w w
=

= ∑ , (5) 

where ud  is the average Levenshtein distance between week 
sequences for user u, ( , )u i jd w w  is the Levenshtein distance 
between week sequences iw  and jw , wN  is the number of 

weeks in the analysis period, ( , )k k
u i jd w w  denotes the 

Levenshtein distance of sequences between day k of week iw  
and day k of week jw , and dN  (= 7) represents the number of 
days per week. The smaller the average distance, the smaller is 
the variation in the weekly patterns of PT usage, and so, the 
more stable and predictable is the user over time. 

D. Clustering Interpersonal Variability 
To explore the interpersonal variability in weekly PT usage, 

we construct an aggregate weekly temporal profile for each user, 
describing the distribution of all trips over time for each day of 
the week. To reduce the dimension of the time of day, the trip 
boarding time is grouped into six time slots per day: before 7:00, 
7:00 to 10:00, 10:00 to 14:00, 14:00 to 17:00, 17:00 to 21:00, 
and after 21:00. Each user’s aggregate weekly profile is 
represented by a vector of 6 × 7 elements, each of which 
indicates the number of trips the user made during a time slot 
on each day of the week. For example, the first element of the 
vector denotes the number of trips made by the user before 7:00 
on Monday, and the second denotes the number of trips the user 
made between 7:00 and 10:00 on Monday. It should be noted 
that the boarding time of a trip is represented by the temporal 
center of the cluster to which the trip is identified to belong (see 
subsection B). This representation of the boarding time 
addresses the limitation that the predefined time-window 
discretization may not be appropriate for everyone and that 
temporal patterns cannot be recognized well if the boarding 
time is distributed around the border of two time slots [13]. For 
the trips identified as noise, the real boarding time is used for 
representation. 

Then, the weekly profiles of users are normalized by min–
max feature scaling. The k-means++ algorithm [27] is applied 
to identify users sharing similar weekly patterns, considering 
that the k-means++ algorithm is fast and efficient in terms of 
the computational cost while handling large datasets. The k-
means++ algorithm improves the initialization process using a 
randomized seeding technique and outperforms the standard k-
means method in terms of both accuracy and speed. 

After determining the clusters of all users, we link the cluster 
membership of each user to the anonymous cardholder database. 

Odds ratio analysis is performed to examine the association 
between the demographic characteristics and cluster 
membership. As summarized in (6), the odds ratio ,c kOR  
measures how much more (or less) likely a user in cluster k is 
to have a given characteristic c than a user in other clusters [4]. 

 
, ,

,
, ,

/

/
c k c k

c k
c k c k

N N
OR

N N
′

′ ′ ′

= , (6) 

where ,c kN  is the number of users having a characteristic c in 

cluster k and k ′  refers to the aggregation of all clusters other 
than k. The demographic characteristics except c are aggregated 
as c′ . A value of ,c kOR  greater than 1 indicates a positive 
association and vice versa [10]. The natural logarithm of ,c kOR  
is normally distributed, and whether ,c kOR  is significantly 
different from 1 at a given confidence level can be tested using 
the logit method [30]. 

V. RESULTS 
Based on the sensitivity analysis of all 12 combinations of 

D = {500 m, 800 m, 1000 m} and λ  = {10%, 30%, 50%, 
100%}, we obtain the following results: (1) an increase in the 
distance threshold D  from 500 m to 800 m results in a 
significant decrease in the number of user areas; (2) when the 
value of D increases from 800 m to 1000 m, the number of 
users with a single area significantly increases; and (3) the 
number of trips with the origin and destination in the same area 
shows an upward trend as λ  increases, which suggests that the 
smaller the value of λ , the better. Therefore, we set D  to 800 
m and λ  to 10%, which indicates that all stops and stations are 
grouped into the same user areas of less than 800 m in diameter 
and that the OD pair between which the user made over 10% of 
trips is not grouped into the same area. Then, these OD areas 
and the boarding time of trips are used to identify individual 
travel patterns using the DBSCAN algorithm. The threshold T  
is set to 90 min. The values of eps = 30 min and minPts = 8 are 
selected based on the sensitivity analysis of all 20 combinations 
of eps = {15 min, 30 min, 45 min, 60 min} and minPts = {4, 8, 
12, 16, 20}. The main reasons for selecting these values are as 
follows: (1) the number of clusters decreases with respect to 
both eps and minPts, and an increase in the value of minPts 
from 4 to 8 or an increase in the value of eps from 15 min to 30 
min results in a significant decrease in the number of clusters; 
(2) the number of trips that are recognized as noise decreases 
significantly as the value of eps increases from 15 min to 30 
min; and (3) the number of users with a single cluster shows a 
growing trend with increasing minPts. 

After identifying individual travel patterns, we build 52 
consecutive week sequences and an aggregate weekly profile 
for each user. The intrapersonal and interpersonal variability in 
weekly PT usage is further explored. 

A. Intrapersonal Variability by Gender and Age 
Table II summarizes the PT usage characteristics according 

to age and gender. In the frequent PT user group, female users 
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are more than males, especially among users aged 70 or over. 
On average, male users have a greater number of days traveled 
on weekdays than their female counterparts, but the males use 
PT less frequently on weekends. Compared to users under the 
age of 65, users aged 65 or over make fewer PT trips on 
weekdays but travel more frequently on weekends. 
Additionally, female users tend to have more spatiotemporal 
clusters than males, which implies that the PT usage of female 
users may be more diverse in space and time. In addition, users 
aged 65 or over have a higher average number of spatiotemporal 
clusters than younger users, suggesting that elderly users are 
more likely to have diffuse spatiotemporal patterns. 

 
Based on 52-week sequences of each user, we calculate the 

average Levenshtein distance between week sequences to 
measure the intrapersonal variability in weekly PT usage. 
Analysis of variance (ANOVA) is used to examine the role of 
gender and age in intrapersonal variability. As indicated in 
Table III, gender and age have significant influences on 
intrapersonal variability. The interaction effect of gender and 
age is also statistically significant. Fig. 2 illustrates the 
distribution of the average distance between week sequences by 
age and gender. 

 
For the gender differential in intrapersonal variability, the 

average distances are greater for female users on average, 

indicating that female users have higher intrapersonal 
variability than their male counterparts in weekly PT usage. In 
particular, gender differentials are greater among users aged 
65–69 than among users of other age groups. The reason may 
be that although the retirement age is typically 65, elderly men 
may be more likely to continue working until the age of 70 than 
elderly women, which results in a higher proportion of 
commuting trips and less diverse spatiotemporal patterns 
among elderly men aged 65–69 than among their female 
counterparts. This is demonstrated by the travel survey data. 
According to the 4th Shizuoka Metropolitan Area Person Trip 
Survey conducted in 2012, for elderly men and women aged 
65–69, 19% and 12% of PT trips were for work purposes, 
respectively. 

 
Regarding the age effect on intrapersonal variability, the 

weekly patterns are the most diverse among users aged 70 or 
over, followed by the users aged 65–69. People aged 65 or over 
are usually retirees and have a flexible schedule, resulting in 
more diffuse travel patterns. Moreover, some people continue 
working until 70, which explains the observation that the 
weekly patterns of users aged 70 or over are the most variable. 
In addition, users aged 18–24 have the third most diverse 
weekly patterns because users in this age group are usually 
undergraduate or graduate students who have a relatively 
flexible schedule. For users in other age groups, their weekly 
patterns are less diverse because these users are typically 
students or workers who have a fixed commuting time and 
limited activity locations. 

B. Interpersonal Variability Analysis 
The k-means++ algorithm is used to group PT users with 

similar weekly profiles. Fig. 3 shows the Davies–Bouldin index 
(DBI), a measure of internal cluster validation based on the ratio 
of the within-cluster scatter to the between-cluster separation. 
A lower DBI value indicates that the clustering results are better. 
For values of k from 2 to 20, the clustering results are the most 
compact when k = 5. Therefore, PT users are grouped into five 
clusters, each characterized by a distinct weekly profile. Fig. 4 
illustrates the centers of these five clusters. The center of the 

TABLE II 
DEMOGRAPHIC STATISTICS OF PUBLIC TRANSPORT USAGE 

  
Age 

<18 18–24 25–40 41–59 60–64 65–69 70+ 

V1 
M 1655 1708 3230 5482 1211 684 960 

F 2742 4045 4731 6107 1165 1142 2787 

V2 
M 344 330 379 386 369 340 317 

F 348 321 355 363 315 313 303 

V3 
M 12 20 22 31 23 43 17 

F 35 13 52 36 77 79 82 

V4 
M 184.49 177.10 197.31 199.60 192.48 177.67 162.89 

F 183.36 172.77 189.42 189.00 175.04 167.61 157.05 

V5 
M 18.16 19.22 21.18 26.37 23.81 33.39 20.23 

F 29.76 19.46 36.39 31.08 45.40 42.76 45.68 

V6 
M 4.06 4.45 3.93 3.97 4.00 4.89 6.60 

F 4.23 4.87 4.24 4.30 4.67 5.99 7.47 
Notes: The first column represents variables characterizing PT usage: V1 - 
Number of users; V2 - Median number of trips (weekdays); V3 - Median number 
of trips (weekends); V4 - Average number of weekdays traveled; V5 - Average 
number of weekend days traveled; V6 - Average number of spatiotemporal 
clusters. The second column denotes gender: M - Male, F - Female. 

TABLE III 
ANOVA SUMMARY TABLE 

Variable df SS MS F-value p-value 

Gender 1 9525 9525 638.030 <0.001 
Age 6 71479 11913 798.019 <0.001 
Gender*Age 6 859 143 9.595 <0.001 
Residuals 37635 561834 15   
Total 37648 643697    

 

 
Fig. 2.  Intrapersonal variability by age and gender 
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cluster is the average of all the elements that belong to the 
cluster, representing the average trip frequency over time for 
each day of the week. 

 
Cluster 1: Users in cluster 1 are characterized by a higher 

percentage of PT usage during the periods of 7:00–10:00 and 
17:00–21:00 on workdays and by reduced travel on weekends. 
As indicated in Table IV, cluster 1 is the most common, 
accounting for 40% of the frequent users. On average, users in 
this cluster visit a smaller number of distinct locations but 
complete more trips. Odds ratio analysis (Table V) indicates 
that users aged 25–59 are two times more likely to be assigned 
to cluster 1. These characteristics suggest that the users in 
cluster 1 take PT exclusively for work purposes. 

Cluster 2: Like users in cluster 1, users in cluster 2 are 
associated with distinct working days and decreased travel on 
weekends. However, users in this cluster typically depart earlier 
in the morning on weekdays, typically before 7:00. Odds ratio 

analysis reveals that users in cluster 2 are more likely to be 
younger than 18 or aged 41–64. In addition, male users are 2.50 
times more likely to be classified into this cluster. These 
characteristics imply that cluster 2 is mainly composed of male 
students and senior male workers, who also use PT as their 
primary mode of commuting. 

Cluster 3: Unlike users in clusters 1 and 2, users in cluster 3 
are characterized by distinct working days and frequent travel 
on weekends. They tend to return later in the evening, typically 
after 21:00. Based on odds ratio analysis, users aged 25–40 are 
2.09 times more likely to be assigned to cluster 4, and male 
users are 1.99 times more likely to be classified into this cluster. 
These characteristics imply that cluster 3 is closely associated 
with young male users who use PT for work and other purposes. 

Cluster 4: The major features characterizing cluster 4 are 
frequent PT usage during the periods of 7:00–10:00 and 14:00–
17:00 on weekdays and reduced travel on weekends. The 
temporal distribution of trips is consistent with school hours in 
Japan. Odds ratio analysis indicates that users younger than 18 
are 4.94 times more likely to be assigned to this cluster. These 
characteristics suggest that users in cluster 4 are mainly students. 

Cluster 5: This cluster accounts for 27% of the frequent 
users and is characterized by no distinct working days, no 
distinct departure time, a smaller number of trips and days 
traveled, and more distinct locations visited. Users in this 
cluster are 2.60 times more likely to be aged 65–69 and 7.54 
times more likely to be older than 70. This suggests that cluster 
5 is most strongly associated with retirees, in line with the 
analysis of the age effect on intrapersonal variability. In 
addition, female users are 1.98 times more likely to be assigned 
to cluster 5, implying that elderly women have a high 
probability of using PT. 

 
 
 

 
Fig. 3.  Davies–Bouldin index for clustering 

 
(a) Cluster 1 

 
(b) Cluster 2 

 
(c) Cluster 3 

       
                                                                        (d) Cluster 4 

      
                                    (e) Cluster 5 

Fig. 4.  Representation of five centers of weekly profile clusters. The color coding represents the average normalized trip frequency, which is set independently for 
each cluster to make patterns more apparent. 
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The clustering results reveal that the k-means++ algorithm 

can handle the data well: (1) the clustering results are 
reasonable, and the travel behavior characteristics of each 
cluster reflect the sociodemographic characteristics of cluster 
members and (2) the average silhouette index is 0.42, 
suggesting that the clustering results are acceptable. The 
silhouette index is another internal clustering validation 
measure in addition to DBI. It ranges from -1 to 1, and a value 
closer to 1 indicates better clustering results. 

 

VI. DISCUSSION AND CONCLUSION 
Based on 52-week smart card transactions and an anonymous 

cardholder database in Shizuoka, Japan, we explored the 
intrapersonal and interpersonal variability in PT usage as well 
as the role of gender and age in travel pattern variability.  

Our methodological contribution is that we propose a novel 
representation of week sequences that simultaneously considers 
multiple dimensions of travel behavior and develop a measure 
to quantify the intrapersonal variability in weekly PT usage. 
Existing methods to measure intrapersonal variability remain 
limited in scope. Some methods focus on the relative frequency 
of trips [12], [13], and some rely on the variance of trips [8]. 

However, these methods usually do not consider how multiple 
trips are combined. In contrast, the proposed measure of 
intrapersonal variability can consider variability in multiple 
dimensions of PT usage, including the boarding time and OD 
pairs of trips as well as the organization of multiple trips over 
different times of the day. In addition, we develop aggregate 
weekly profiles for users and examine interpersonal variability 
by identifying clusters of users sharing similar weekly patterns. 

Our empirical contribution pertains to the large-scale 
application of the proposed methodology to Shizuoka’s PT 
system and the role of age and gender in the intrapersonal and 
interpersonal variability in PT usage revealed by a large sample 
over a long period. Both age and gender have a significant 
impact on the intrapersonal variability in weekly PT usage. 
Among frequent PT users, female users show higher 
intrapersonal variability than male users, which is in line with 
the results of previous studies [8], [9]. This may result from the 
division of roles in the family and in the labor market [31]. 
Although women’s labor force participation and household 
roles are changing, women usually undertake the majority of 
household-serving travel [32]. According to the 4th Shizuoka 
Metropolitan Area Person Trip Survey, 70% of household-
serving trips (e.g., chauffeuring, shopping, and errands) were 
made by female travelers and only 30% were completed by 
male travelers. Additionally, the gender differentials in 
intrapersonal variability seem greater among frequent users 
aged 65–69 than among other age groups. According to 
interpersonal variability clustering results, frequent users take 
PT primarily for work or school purposes apart from those in 
cluster 5, who are most strongly associated with the elderly 
aged 65 or over. Further, 19% and 12% of PT trips are for work 
purposes among elderly men and women aged 65–69, 
respectively, according to the 4th Shizuoka Metropolitan Area 
Person Trip Survey. A higher proportion of commuting trips 
may result in less diverse spatiotemporal patterns among 
elderly men than among their female counterparts. 

Regarding the association between age and intrapersonal 
variability, the weekly patterns are the most diverse for users 
aged 70 or over, followed by those aged 65–69; the users aged 
18–24 have the third most variable weekly patterns. In contrast, 
the weekly patterns are less diffuse for users in other age groups. 
The role of age in intrapersonal variability is consistent with the 
employment status of PT users. For example, people aged 65 or 
over are usually retirees who have a flexible schedule and no 
limitations on activity locations, resulting in more diverse travel 
patterns. Some people keep working until 70, which explains 
the observation that the weekly patterns of users aged 70 or over 
are the most variable. It is worth mentioning that the 
intrapersonal variability in PT usage may be influenced by the 
household role, employment status, income, etc. in addition to 
gender and age. Because these explanatory variables are not 
available from smart card data and most of them are closely 
associated with gender and age, we examine the role of age and 
gender in intrapersonal variability by assuming that age- and 
gender-based groups are comparable. In the future, the effect of 
age and gender on the intrapersonal variability in PT usage can 

TABLE IV 
DESCRIPTIVE STATISTICS OF CLUSTERS 

Cluster ID 1 2 3 4 5 

Number of users 14996 3468 1271 7718 10196 
Percentage of frequent 
users 40% 9% 3% 20% 27% 

Public transport usage characteristics    

Median number of 
trips (weekdays) 405 405 360 337 227 

Median number of 
trips (weekends) 28 26 74 17 53 

Average number of 
weekdays traveled 206.76 206.96 190.40 183.46 143.10 

Average number of 
weekend days traveled 26.18 24.81 46.12 20.44 35.85 

Average number of 
distinct locations 7.07 7.39 6.84 7.49 9.73 

Demographic attributes   

Age (median) 41 46 39 26 52 
Male (%) 44% 14% 5% 18% 19% 
Female (%) 37% 6% 2% 22% 32% 

 

TABLE V 
ODDS RATIO STATISTICS 

Cluster ID 1 2 3 4 5 

Age      

<18 0.39 1.32 0.18 4.94 0.48 
18–24 0.84 0.58 1.09 1.56 0.99 
25–40 2.21 0.73 2.09 0.49 0.58 
41–59 1.97 1.64 1.29 0.48 0.56 
60–64 1.06 1.36 0.51 0.74 1.09 
65–69 0.38 0.90 0.75 1.00 2.60 
70+ 0.09 0.48 0.24 0.89 7.54 
Gender      

Male 1.34 2.50 1.99 0.76 0.50 
Female 0.74 0.40 0.50 1.32 1.98 

Note: All odds ratios are significant at the 95% confidence level. 
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be examined while controlling for other sociodemographic 
characteristics. 

Regarding the interpersonal variability in PT usage, we 
identified five clusters of PT users, each associated with a 
distinct weekly profile. Clusters 1, 2, and 4 are characterized by 
distinct working days and reduced travel on weekends, whereas 
PT users in cluster 3 travel frequently on both weekdays and 
weekends. Cluster 5 is most strongly associated with retirees 
and is characterized by no distinct working days, no distinct 
departure time, and more distinct locations visited. Overall, 
commuters (clusters 1–3: primarily for work purposes; cluster 
4: primarily for school purposes) and the elderly (cluster 5) 
comprise the frequent PT user group. Further, odds ratio 
analysis reveals the association of gender and age with the 
interpersonal variability in PT usage. Male users are more likely 
to depart earlier in the morning (cluster 2) and return later in the 
evening (cluster 3) than their female counterparts. Elderly 
women have a higher probability of using PT than elderly men 
(cluster 5). Regarding the age impact on interpersonal 
variability, the temporal distribution of trips in each cluster is 
consistent with the most likely employment status for the age 
group in which the cluster members are most likely to be. For 
instance, users younger than 18 are most likely to be students. 
They are 4.94 times more likely to be assigned to cluster 4, 
whose temporal distribution of trips is in line with the school 
hours in Japan. This suggests the value of smart card data in 
forecasting certain demographic characteristics of PT users. 

The study findings provide a better understanding of the 
travel pattern variability of PT users and can be used to improve 
passenger experience and service provision. For example, users 
in clusters 1–4 usually travel during fixed time slots. These 
users with lower intrapersonal variability can be identified as 
spatiotemporally regular users, and they can be provided 
personalized information about disruptions and crowding levels. 
If users are informed in advance that their commute trips are 
expected to be disrupted or highly crowded, they can reschedule 
trips. In addition, users in cluster 5 with higher intrapersonal 
variability have more flexible schedules, and they are most 
likely to respond to policies that aim to divert users away from 
highly crowded routes and time periods (e.g., off-peak 
discounts and volume rebates). To maximize the effectiveness 
of the policies, they should be targeted through travel demand 
management campaigns. In addition, certain types of monthly 
passes can be designed. Users in cluster 5 are closely associated 
with the elderly aged 65 or over and are characterized by no 
distinct departure time and more distinct locations visited. 
Hence, monthly passes with no restrictions on time and space 
can be issued to the elderly aged 65 or over. Although users in 
clusters 1–4 are characterized by regular departure times, they 
have approximately seven distinct activity locations on average. 
The users in clusters 1–4 with higher intrapersonal variability 
(that is, probably a greater number of distinct activity locations) 
may prefer multiple-destination commuter passes [33] over 
typical commuter passes that are limited to a single spatial 
interval. 

This study indicates that age and gender play an important 
role in the intrapersonal and interpersonal variability in PT 

usage. Female users exhibit higher intrapersonal variability 
than their male counterparts, and the weekly patterns are more 
diverse over time for the elderly aged 65 or over. Regarding 
interpersonal variability, five clusters of users are identified, 
each characterized by a distinct weekly profile and associated 
with certain age groups and gender. Nevertheless, this study has 
some limitations that need further investigation. First, we 
focused on frequent PT users in this study. Although they made 
over 69% of the trips in Shizuoka’s PT system, the analysis of 
low-frequency users and intermittent users may provide further 
valuable insight to PT authorities. Second, we analyzed the role 
of age and gender in the variability in PT usage without 
considering other sociodemographic characteristics (e.g., 
household role, employment status, occupation) because of the 
unavailability of data. A survey can be distributed by mail to 
registered smart card holders with registered home addresses to 
collect more sociodemographic characteristics of PT users. 
Then, the relationship between the variability in PT usage and 
more sociodemographic characteristics can be evaluated. Third, 
we do not consider the influence of external factors (e.g., 
weather, holidays, and big events) on PT usage. The 
consideration of the impact of external factors may provide a 
more in-depth understanding of passenger travel patterns. 
Fourth, we do not distinguish between urban railway users and 
bus users. Because the travel habits and sociodemographic 
characteristics of railway users and bus users may be different, 
the travel patterns of railway users and bus users should be 
examined separately in future research. 
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