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Abstract

During COVID-19 pandemic, an overabundance of information about
the coronavirus has been diffused online, making it difficult for the gen-
eral public to retrieve the legitimate information. This phenomenon is called
an “infodemic,” which consists of information plus epidemic. QAnon is a
meta-conspiracy theory that emerged during Donald Trump’s presidency,
which happened to coincide with the COVID-19 infodemic. In January 2021,
QAnon supporters rushed the U.S. Capitol, severely deepening the cleavage
of U.S. society. The study of QAnon has used a network approach to analyze
the diversity of users and topics. The QAnon meta-conspiracy theory has
evolved to become a large conspiracy umbrella during the COVID-19 info-
demic. Social bots, a set of computational algorithms, tend to automatically
produce or repost misinformation and accelerate the proliferation of online
non-credible information sources. The role of bots has been studied in the
context of political events, such as the 2016 U.S. presidential election.

In this Ph.D. research, bots that facilitate the diffusion of QAnon misin-
formation were first identified. Then, the QAnon conspiracy theory umbrella
topics were narrowed down to four popular topics, including two conspiracy
topics, “5G” and “Bill Gates,” and two misinformation topics, “Trump” and
“WHO.” The study found that the bots were segregated in each of the four
topics and that the bots’ behaviors were highly correlated to human activity.
To be more specific , bots tend to follow humans instead of leading humans
in online social networks. We should be alert to the negative role of bots
and try to protect less-leaning users from being “infected” by misinforma-
tion and conspiracy theories. To maintain the health of the online ecosystem,
this research suggested that future work develop more advanced algorithms
to identify malicious users.
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Chapter 1

Introduction

1.1 Computational Social Science

Human society keeps computing. The term “computational social sci-
ence” (hereafter CSS) comprises two concepts, i.e., “computation” and “so-
cial science”. According to a chronicled viewpoint, the computational science
of social complexity, one of CSS’s cores, covers the past 12,000-year social
history, from ancient human societies of hunter-gatherers to the first socially
complex human communities |1]. During the end of the Renaissance and
the early Age of Enlightenment, the social sciences began to be applied in
naive statistics to explain social phenomena, including decision-making and
voting behaviors [2]. For instance, the necessity to make sense of the huge
amount of data acquired by population surveys in the nascent European na-
tion states drove the early development of statistics during the Renaissance.
The term “statistic” is derived from the Latin word “status” and the Italian
word "stato,” both of which signify a “political state” [3]. The mathematical
foundations were greatly enhanced in the Age of Enlightenment by advance-
ments in the theory of probability inspired by gambling. Mathematics and
statistics built the methodological foundation, upon which CSS rests.

Later, the invention of computers during the late World War II era and
the early Cold War marks the beginning of modern CSS [2]. Computers have
played a unique role in the fundamental infrastructure for CSS. It would have
been impossible to accelerate CSS to a modern level without computers. Al-
though we are not able to evaluate how much academic research used com-
puters to carry out statistical analysis in the early days, researchers began to
use the first business-application computer, Universal Automatic Computer
(Univac I) for statistical computations during the early 1950s. Approxi-
mately one decade later, the first book of computation-application in social



science was published by an American prominent information scientist and
psychologist, Harold Borko in 1962 [4].

In addition to the infrastructure role, digital computers have cast fresh
light on both traditional and contemporary research topics. Before there
were electronic computers, during the 1920s and 1930s, media content anal-
ysis became widely popular as a study tool for examining the continually
increasing texts, including interview transcripts, clinic conversations, socio-
logical research of narratives, form of films, TV shows, and the editorial and
advertising content of newspapers [5].

Harold Lasswell, a political scientist from the United States, was a pioneer
in the field of computational content analysis. He elevated the systematic
methodology to study mass media [6]. Bernard Berelson, an American be-
havioral scientist, known for his work in communication and mass media,
defined content analysis in his book in 1952 as a “research approach for the
objective, systematic, and quantitative description of the manifest content of
communication”, which demonstrated the early focus on quantitative media
text analysis [7].

There was an increasing need for social scientists to use electronic com-
puters to perform statistical data analysis, which was the early term for sta-
tistical software. This included SPSS and SAS. SPSS was invented around
1968 and developed by social researchers at the University of Chicago. Dur-
ing the same period, SAS was developed by computational statistics scientists
at North Carolina State University.

Computer simulation is another core of CSS. Harold Guetzkow, profes-
sor emeritus of political science, psychology and sociology at Northwestern
University, developed innovative computer simulation approaches (e.g., In-
terNation Simulation) to investigate international relations, which are still
highly influential today [8-10]. Hayward Alker and Ron Brunner released the
first publication on comparative simulation study in 1969 to describe and ex-
plain political behaviors, which was a watershed moment in the field [11].

Today, we have entered the era of Big Data. Huge amounts of almost any
type of data can be harvested including online shopping, social networking
services (SNSs), satellites, smart cars, smart home, administrative data, traf-
fic, public health, geography, marine, space, and industrial sensors. In addi-
tion, we have developed much more powerful hardware and service for faster
and long-term computations, such as supercomputers, cloud computing, op-
timized GPU (graphics processing unit, invented by NVIDIA around 1999)
for deep learning, and TPU (tensor processing unit, introduced by Google
I/O in 2016). Furthermore, worldwide developer communities are maintain-
ing and producing robust machine-leaning tools for CSS. High-performance
deep-leaning frameworks (e.g., PyTorch, Tensorflow) have been contributed



by related stakeholders.

These developments constitute a healthy CSS research ecosystem. CSS
is the study of social systems as information-processing organizations using
modern computational systems in an integrated, multidisciplinary manner.
However, we have to bear in mind that CSS is not just for Big Data, social
complexity, social networks, or social simulations. CSS is not specified in any
of these niche areas. Instead, CSS encompasses all of these, as well as other
scientific fields, and even new disciplines of the future.

Researchers have been developing diverse methods to study interdisci-
plinary sciences as well. Gieryn (1983) developed the concept of boundary
work in an analysis of the boundaries that separate science from everything
else [12]. Fisher (1990) further applied the idea to the boundary-crossing ac-
tivities involved in interdisciplinary science [13]. This method complements
Chubin’s conceptualization of knowledge as “core and scatter,” in which scat-
ter is the mechanism by which the knowledge domains overlap [14]. Subjects
inside the core are equal in importance and interconnected, according to
Fisher, but subjects outside the core (scatter) are less integrated knowl-
edge units. Therefore, awareness of multidisciplinary science requires an
understanding of the interaction between the core and surrounding domains,
which calls for the collection of knowledge of both surrounding and core do-
mains [15]. Since CSS is an interdisciplinary science, it comprises an extensive
collection of methodologies, concepts, theories, and even the implementation
of programs and simulations. These areas could build on each other and
be employed mutually. According to [16], important scientific concepts and
the idea of CSS comprise simulations, human mind, real-world societies,
human adaptation, uncertainty, social change, scaling and out-of-equilibrium
of social distributions. Here, Cioffi Revilla’s framework [2] is introduced. Ac-
cording to his theory, CSS refers to a group of core concepts and research
methodologies, including (1) automated social information eztraction, (2)
social networks, (3) social complezity and (4) social simulation modeling.

1. Automated Social Information Extraction

The process of parsing and coding materials to extract useful infor-
mation by computers is known as Automated Social Information
Extraction. The primary application of Automated Social Infor-
mation Extraction is to extract “raw” information from a great
amount of data sources. An example would be an investigation to
extract information about the background of a target company’s
profile, including industry analysis, business model analysis, finan-
cial strength, management quality, growth analysis, and valuation,
through computational content analysis before an unprofessional



stock investor makes a final decision.

In 2021, OpenAlI has created an artificial intelligence (AI) algo-
rithm that can summarize books of any length. The model, which
is a fine-tuned version of GPT-3 |17], works by summarizing sec-
tions of a book and those summaries into higher levels, according
to a paradigm organized by human feedback with “recursive task
decomposition” by OpenAl [18]. The second application is to
“visualize” the raw data using a “pivot chart” by constructing a
network combined with related information. Imagine that a bank
is targeting the money-laundering shell agency by computational
content analysis of electronic funds transfer and the correspond-
ing business contracts based on those transfers. For this type of
data mining task, we usually need to conduct a knowledge discov-
ery in databases (KDD) [19]. KDD refers to the use of statistical
and machine-learning methods to uncover novel relationships in
massive relational databases (e.g., Oracle, MySQL, IBM DB2).
Recent research also addresses KDD with nonrelational databases
(e.g. MongoDB, Redis, Apache HBase) [20].

However, money laundering could be quite complex when transfer-
ring funds among tens of thousands of shell accounts, which gener-
ates huge networks. To solve this problem, a graph database (eg,
Neo4j) has been developed to quickly identify suspicious accounts
[21]. The final automated document describes counterparty, time,
locations, and text attributes of the contracts associated with sus-
picious accounts. Ideally, we have a dynamic money-transfer net-
work with preferable attributes at each node. Research of ex-
plainable artificial intelligence (XAI) techniques for anti-money
laundering has been published to explain non-interpretable mod-
els [22]. Other applications include opinion mining and sentiment
analysis [23] for customer reviews, named-entity recognition, and
extraction of biological relationships in life sciences research by
IBM Watson [24].

2. Social Networks

Early sociometric studies can be traced back to the 1950s [25]. In
the late 1950s, mathematicians continued to improve graph the-
ory, culminating in the creation of a variety of random network
models [26,127]. These models, in which the edges of the nodes
were determined by random processes, have had a tremendous
impact on social network analysis because they allow experts to
uncover the mechanisms that can cause observed networks to de-



viate from randomly produced networks [27,128]. This field has
exploded in popularity in recent years, thanks to the rise of so-
cial media and Internet sites such as YouTube, Facebook, Twitter,
TikTok, Pinterest, Snapchat, etc.

There are two basic forms of graph-theoretic data structures that
are used to describe graphs: list and matrix structures. List struc-
tures are ideal for storing sparse graph features as less storage
space is required. Data sparsity is a widespread issue in social net-
work analysis. This is because there are too many nodes in a huge
network, but too few edges to connect these nodes (e.g., Twitter
users tend to retweet from influencers other than ordinary ones),
because a node’s number of relations is restricted in the actual
world. In contrast, full matrices are appropriate for represent-
ing matrix structures; for example, incidence matrices, adjacency
matrices, sociomatrices, Laplacian matrices, and distance matri-
ces [29]. This brings in the computation complexity. The naive
multiplication complexity of two square matrices of order n is n?,
although the most recent algorithm deceased it to n%37285% [3(].
As mentioned previously, computers have significantly accelerated
the computation of CSS research, particularly modern fast com-
puters, over the last ten to twenty years. As stated above, most
huge matrix computations have been taken over by GPUs, which
significantly raise the computation efficiency.

3. Social Complezity

Sociology adopts complexity principles as a result of its increased
focus on complex adaptive systems, and human societies are seen
as highly complex, out-of-equilibrium, path-dependent, and self-
organizing systems [31].

The studies of social complexity use fundamental principles in-
cluding non-equilibrium distribution theory, power laws, and in-
formation science. The idea behind those principles is that CSS
is an interdisciplinary science, and thus, it brings in quantitative
concepts and analysis methodologies from thermodynamics.
Pareto distribution is one of the most well-known complexity-
theoretic models in CSS [32]. The “80 : 20 rule” is an example of
a power-law distribution. J. M. Juran formulated this rule, often
known as the Pareto principle, which claims that 20% of causes
result in 80% of occurrences [33]. If societies and markets are con-
sidered as complex systems, understanding adaptive natures and
changing patterns that arise from human behaviors in networks



is crucial. This necessitates a greater realism in the behavioral
and solid social foundation, upon which social or environmental
policies are built.

Furthermore, geography has an affinity for CSS. The associa-
tion between spatial dynamics and complexity has aided in the
integration of geography with CSS and related advances in the
physical, biological, and natural sciences, all of which are inter-
ested in a number of the same phenomena and processes as ge-
ographers [34]. Although there are considerable foundations for
complexity-directed social science research, much more of the ex-
isting ideas, models, and approaches remain unstudied. In ad-
dition, the mix of complexity, related sciences, and simulations
enables a hint for future scientific investigation.

4. Social Simulation Modeling

Cioffi-Revilla (2021) summarized five types of social simulations
including simulation methodology, variable-oriented models, object-
oriented models, learning and evolutionary models, and hybrid
models [1]. Agent-based modeling (ABM) simulation (belong-
ing to object-oriented models) is one of the important simula-
tion methodologies frequently used by computational social scien-
tists. ABM simulation conceptualizes active components or deci-
sion makers as agents, which are modeled and implemented uti-
lizing agent-related ideas and technology. However, even among
the small group of computer scientists conducting research on
agent models and technologies, the concept of agent remains con-
tentious [35]. Thus, ABM may be defined as a representation of
a real-world or reference system imagined as a multi-agent sys-
tem [36]. A model is usually the theoretic base of a simulation,
which is an abstract and simplified depiction of an actual or in-
tended portion of the world. Models are often used to investigate
and explain known phenomena, as well as to anticipate future
events. Agents and ABMs should not be seen as a technology
alone [37,138], but as a modeling technique that may be used
to depict particular system attributes that are not easily stated
as properties or functions of individual system components, but
rather arise through collective behaviors.

ABM has been addressed to illuminate the link between funda-
mental behavioral processes, social conditions, and the macro-
scopic structures of complex networks. Individual aspects interact
to produce emergent phenomena. They cannot, by definition, be



reduced to the system’s pieces: the whole is more than the sum
of its parts because of the interactions among parts. An emergent
phenomenon may have qualities that are independent of the at-
tributes of the part [39]. Broad (2008) gave an example to explain
emergent properties [40]. A, B, and C are the characteristics of a
system R; one can not simply understand the entire property of
object R through the isolated knowledge of A, B, and C, respec-
tively. Usually, new features tend to arise with the interaction
of A, B, and C under a certain environment. This knowledge is
important to understand complex systems such as social networks.

An example of emergence would be the organs of our body. Can
we say we can see the world because the photoreceptor cell in the
eyes can see that? The visual process is complex and is facilitated
by diverse brain structures and higher cognitive processes. In
fact, life is an emergent event. A traffic jam is an emergent event
as well. Research has shed light on this problem by examining
how ideas of network complexity and emergence theory intertwine.
Manley and Cheng (2010) found that, where unlawful maneuvers
were detected, there was also a propensity to “follow the leader.”
When one car is spotted using the hard shoulder to gain an edge
over others, a number of others will follow. In many instances,
the basic thought of “if they're doing it, I may as well too” was
seen [41].

The other important issue that concerns CSS is ethics. One ethical topic
could be data privacy. Robust forms of collaboration and data sharing be-
tween industry and academia are required to facilitate CSS research, protect
customer privacy, and provide firms with liability protection [42]. Appropri-
ate protection of privacy is essential for the academia to reach the latest and
most valuable data sustainably. For instance, the General Data Protection
Regulation enacted by European Union was adopted in 2016. The regulation
allows online users to ask for an explanation of an algorithmic decision that
was made about them. On one hand, the EU rule poses significant obsta-
cles for the business sector; on the other hand, it presents an opportunity
for scientists to take the lead in building algorithms and evaluation frame-
works that minimize discrimination and permit explanation [43]. After all,
no off-the-shelf solutions exist for ethical research at the present time. Pro-
fessional associations, public funders, and private foundations must make an
effort to create new guidelines for both the research and industrial areas to
guide governments and organizations [44]. CSS has been evolving with both
AT technologies and social issues, and now this interdisciplinary subject is



facing a global health issue, the COVID-19 pandemic.

1.2 Problems of the Infodemic

COVID-19 broke out in December 2019. Three months later, the out-
break had spread throughout the world, and the World Health Organization
(WHO) declared it a pandemic. An overabundance of information about the
pandemic emerged and, in addition to credible mainstream news, much of
this information consisted of twisted news, rumor, misinformation, and fake
news. This misinformation, mixed with legitimate news, confused generic
users on social networking services (SNSs) and induced an infodemic. Due
to the immense volume of information, the diffusion rate of this mixed news
was accelerated by rapid information sharing on SNSs. Biased users tend to
share biased information, which is able to affect less-biased users. In addi-
tion to human users, social bots (automated controlled accounts) live on SNSs
and prey on COVID-19 stakeholders, including influencers, institutional ac-
counts, with the aim of getting exposure, which significantly accelerates the
diffusion of misinformation during the pandemic. Although social bots had
been studied extensively, their roles in the COVID-19 infodemic is still un-
known. In this study, the roles of bots in popular misinformation topics
such as “Trump” and “WHO,” and conspiracy theory topics such as “5G”
and “Bill Gates” are examined. These four misinformation-related topics
associated with a popular American conspiracy theory known as the QAnon
movement. QAnon is an emergent conspiracy theory during Trump’s pres-
idency and the COVID-19 pandemic: the conspiracy condemns Democratic
elites, accusing them of child sex trafficking, and declaring that political elites
in the “deep state” actually control the US. The conspiracy is propagated by
Trump’s supporters, who believe that he will save the US from this “political
cult.” Although the features of QAnon have been studied [45], the dynamic
characteristic of its topic evolution is still unknown.

Above all, the aim of this study is to answer the following research ques-
tions (RQs) using computational social science approaches:

RQ1: What kind of conspiracy theories evolved during the COVID-19 info-
demic?

RQ2: Did bots play a role in disseminating conspiracy theories as part of

the COVID-19 infodemic?



1.3 Proposed Research

To answer these questions, the COVID-19-related Twitter data was col-
lected, and networks and machine-learning techniques were used to analyze
the emergent conspiracy theory, QAnon. The first study identified the de-
creasing features of pro-QAnon users but a large umbrella structure of QAnon
topics, which suggests that Twitter’s simple removal of malicious users was
not enough. The less-leaning users, who leaned less to QAnon, should be bet-
ter educated to understand the nature of a conspiracy theory; only then will
it be possible for them to be pulled toward the anti-QAnon side. The second
study then narrows down the QAnon meta conspiracy theory to the fake-
news-related topics, such as “WHO,” “Trump” and the conspiracy-theory-
related topics, “5G” and “Bill Gates” to identify the role of bots during the
COVID-19 infodemic. The results demonstrate that the activity of bots is
highly correlated with that of humans and that bots have been weaponized
for spreading hate speech against Asian people. These results suggest that
QAnon has played an important role in the diffusion of misinformation and
various conspiracy theories during the COVID-19 infodemic, and that bots
have amplified the diffusion of misinformation. Future research could focus
on the development of more efficient algorithms for detecting malicious users.

1.4 Outline of the Dissertation

During the COVID-19 infodemic, there is much misinformation and many
conspiracy theories circulating online, as listed in [46]. It would cost much
time to examine each of them individually. However, it was assumed that
there might be a broad and generic conspiracy theory that covers these
topics. It was reported that the popular U.S. conspiracy theory umbrella
called QAnon has a “complex web of conspiratorial meaning-making nar-
ratives” [47]. QAnon’s supporters rushed into the U.S. Capitol in January
2021 alerted the assumption that QAnon did not restrict itself in political
issues, its supporters might be using this violence to attract more political
attention. Then, it was natural to start examining QAnon’s dynamics and
topics and to find out who were active actors behind the QAnon movement.
Furthermore, it was well known that social bots are the major users on social
media, and were active in the distribution of misinformation during the 2016
US presidential election [48]. Then, the intuition of this research would be to
examine bots and determine their roles in the distribution of misinformation.
As mentioned above, it was not possible to examine every single misinforma-
tion topic manually. Therefore, we focused on specific cases such as “5G,”
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“Bill Gates,” “Trump,” and “WHO,” all of which were related to QQAnon
conspiracy theory, to investigate the roles of social bots amid the COVID-19
infodemic. The structure of this research is shown in the diagram in Fig. [1.1

The compendium of this dissertation is as follows. Chapter 2 describes
the literature review on related studies. As an outcome of related work
and the theoretical background of this dissertation, the following sections
have been developed. Chapter 3 presents the first study entitled “QAnon
user dynamics and topic diversity during the COVID-19 infodemic,” which
analyzed the meta conspiracy theory called the QAnon conspiracy theory,
including fake news topics, such as “WHO,” “Trump,” and conspiracy-theory
related topics “6G” and “Bill Gates” [49]. Chapter 4 then focuses on these
four topics and looks specifically at bot activity, entitled “The roles of bots
during the COVID-19 infodemic on Twitter” [50]. Chapter 5 showcases the
conclusion and future work.
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Figure 1.1: The structure of the research. The research started from user
dynamics and topic diversity analysis of QAnon conspiracy theory (study 1)
and narrowed the candidate topics down to “5G”, “Bill Gates”, “Trump” and
“WHO?. These topics were used to study the role of bots during the COVID-
19 infodemic (study 2). Finally, the results of the linguistic and network
characteristics of both studies were presented.



Chapter 2

Literature Review

2.1 Infodemic

The literal understanding of “Infodemic” consists of “information” plus
“epidemic.” Infodemic was defined by Rothkopf in 2003 when SARS broke as
“a few facts, mixed, with fear, speculation and rumor, amplified and relayed
swiftly worldwide by modern information technologies [that] have affected
national and international economies, politics, and even security in ways that
are utterly disproportionate with the root realities.”E] Similarly, the World
Health Organization (WHO) declared that the new coronavirus pandemic
is accompanied by an “infodemic” of misinformation in February 2022 [51];
one month later WHO announced the epidemic a public health emergency
of worldwide concern. WHO defines “An infodemic is an overabundance
of information, both online and offline. It includes deliberate attempts to
disseminate wrong information to undermine the public health response and
advance alternative agendas of groups or individuals. | Infodemic is further
considered to be a “second disease” in addition to COVID-19. Asia Center
classifies COVID-19 infodemic into four categories, such as “Virus Origin,”
“Infections and Deaths,” “Bogus Remedies,” and “Vaccine Efficacy” [52].
“Virus Origin” means the conspiracy theories stating that the origin of the
coronavirus was releasing from a Wuhan laboratory. This conspiracy theory
originates in the United States, being made for financial gain, or to divert
residents’ attention from other political matters.

“Infections and Deaths” indicates unverified or underreported clusters,

"https://www.washingtonpost.com/archive/opinions/2003/05/11/
when-the-buzz-bites-back/bc8cd84f-cab6-4648-bf58-0277261af6cd/

“https://www.who.int/news/item/23-09-2020-managing-the-covid-19-\
infodemic-promoting-healthy-behaviours-and-mitigating-the-harm-from\
-misinformation-and-disinformation
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cases, or deaths as a result of the COVID-19 pandemic. “Bogus Remedies”
implies unproven viral prevention methods or treatments. The majority of
claims include local botanicals, traditional remedies, or even religious or mys-
tical rites. “Vaccine Efficacy” implies misinformation about reactions to var-
ious vaccines or their long-term effects. Also included are bogus reports of
vaccination given by hospitals and other institutions.

Although experts have discussed the impact of fake news on significant
social events such as presidential elections [53}/54] the spread of misinforma-
tion has a greater potential to impair public health, particularly during the
COVID-19 pandemic. For instance, a series of research found that support
for COVID-19 misinformation is strongly related to individuals less inclined
to follow public health advice, as well as having less intentions to be vacci-
nated and to advocate vaccination to others [55-58].

The infodemic ecosystem around COVID-19 is continually evolving, with
growing media reports, political repercussions and scientific research, and
individual emotions being shared on SNSs. One of the favorite twisted in-
formation diffused in infodemic is conspiracy theory. van Prooijen and Dou-
glas (2018) suggested that conspiracy theories are psychological processes,
and conspiracy beliefs are extremely responsive to a social environment [59].
The paper further points out that conspiracy theories were conceptualized
with four fundamental features; that is, “Consequential,” “Universal,” “Emo-
tional,” and “Social.” It is true that during the COVID-19 pandemic, many
cities in the world adopt quarantine, lockdown, and even social distancing
to control the pandemic. But these actions induce high-level anxiety [60].
Furthermore, exposure to misinformation is associated with psychological
discomfort, including symptoms of anxiety, depression, and post-traumatic
stress disorder, in addition to irrational beliefs.

Another important feature of any information is its fast diffusion speed.
It is estimated that 211 million users are active on Twitter, and one user
has 707 followers on averagerf]. Followers can receive updated messages from
influencers once influencers tweet anything. Huge mixed information flows
on SNSs so fast that the public limits their capacity to verify legitimate in-
formation. This feature significantly promotes the propagation of conspiracy
theories. In addition, social bots (automated controlled accounts) accelerate
the propagation of misinformation and conspiracy theories. It was estimated
that 33% of the top shared contents with lower credibility were probably
bots [61].

In a recent review [62] of COVID-19 related misinformation topics, the

3The number was checked on 30 June 2022. The number can be updated at https:
//www.socialpilot.co/blog/social-media-statistics|
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authors summarized several important psychological features of conspiracy
theories. The authors stated that the purpose of conspiracy theories is to
characterize societal events through the outcome of conspiracies, based on
the study of [63]. Furthermore, the authors mentioned that although con-
spiracy theories are associated with oversimplified and distorted information,
conspiracy theories quickly explain puzzling occurrences by attributing their
origins to the secret plans of powerful players, according to the research
of [63,/64]. Moreover, the review pointed out that certain environmental
factors, social incentives, cognitive styles, and tendencies underpin the ad-
herence to views that are not restricted to lunatics and radicals, but belong
to common occurrence that crosses political and demographic realms, with
significant societal and political effects. This problem impacts a substantial
section of people, suggesting the desire to know the society, to connect, to feel
cozy, and self-identification in one’s social networks. The authors drew the
above conclusion based on the study of [65,66]. In addition, the author found
the psychological drive for believing conspiracy theories, that is, conspiracy
theories lead to consequences: they influence behaviors in a broad area of life
such as social relationships, safety, and well-being, as reported by [67]. In
addition, most common conspiracy theories promote right-wing extremism,
with the objective of highlighting the narratives used to mobilize extreme
action and violence and promote a political agenda [68]. The authors further
discussed the potential problems of touching misinformation. Right-leaning
publications were likely to make false statements about the remedy and origin
of COVID-19, and people exposed to much right-leaning news were inclined
to express inaccurate opinions, resulting in the tendency of uneducated peo-
ple to believe that public health professionals overestimated the severity of
the pandemic [69]. In this way, conspiracy theories pull innocent people to
the pro-conspiracy-theory side, disrupt the society, and entangle people to
opposing camps. For example, QAnon supporters rushed into the US Capitol
in January 2021.

Although we are still in the middle stage of the COVID-19 infodemic,
conspiracy theory during the infodemic has generated chaos. For example, in
the years before the pandemic, there had been rumors about nG (n = 3,4, 5)
mobile technology (e.g., 3G with “2003 SARS,” 4G with “2009 swine flue,” 5G
with COVID-19). Pertwee et al. (2022) reviewed several popular conspiracy
theories [70]. The paper pointed out that the origin of the 5G rumor is
associated with COVID-19 in early 2020, after a rumor declared that 5G
mobile towers in Wuhan were linked to the outbreak of COVID-19, based
on the study of [71]. In addition, people who thought 5G was responsible
for the spread of COVID-19 are considered to have vandalized many 5G
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towers in the UK in early April 2020 [ In addition to 5G, anti-vaccination
is another popular conspiracy theory. Furthermore, Pertwee et al. (2022)
reported that after the readers were exposed to the conspiracy theory that
COVID-19 vaccines would change the structure of human DNA and cause
infertility, these readers showed a decline in intent to vaccinate. Pertwee et
al. (2022) further mentioned that other research has achieved similar results
on the impact of online fake news about vaccination, based on the study
of [72].

How to fight against the infodemic is a serious problem for all stakehold-
ers in COVID-19 throughout the world. Eysenbach (2020) raised a strategic
approach that included four aspects to deal with the infodemic, including
providing knowledge to the public in a way they can understand, evaluating
information efficiently, building electronic health and science information lit-
eracy, and continuous data flow surveillance [73]. WHO established a working
flow for daily Internet users to check the legitimacy of online information [’}
These suggestions offer a hint of combating the infodemic at the early stage
of the COVID-19 pandemic. However, we have to bear in mind that the
pandemic will not end soon. Misinformation and conspiracy theories associ-
ated with the COVID-19 pandemic will still be alive online for a considerably
long period. Harmful information, which interacts with users, evolves into
a global infodemic ecosystem. Stakeholders, including policymakers, politi-
cians, researchers, online users, and SNSs, should work closely to fight against
COVID-19 infodemic to keep the online ecosystem healthy.

2.2 Fake News

Fake news is not a new concept and has a long history, dating back
centuries to the invention of the earliest writing systems. However, with the
advent of social media, the past ten years have witnessed a shift in the way
news is disseminated that is quite distinct from traditional media. “Fake
news” is usually disguised as legitimate news or interesting stories. Stories
are made, told, and sold. Newspaper agencies pay for celebrities, a human
interest story, a scandal, or anything else that readers think the good people
of the society would want to read about. The interesting stories are well-
selling and addicting. A piece of “interesting” and “popular” news usually
originates from a story. Of course, being a story does not necessarily mean
“fake.” Meanwhile, we can not simply consider a professional narrative of

“https://www.businessinsider.in/tech /news/77-cell-phone-towers-have-been-set-on-
fire-so-far-due-to-a-weird-coronavirus-5g-conspiracy-theory /articleshow /75580457.cms
Shttps://medium.com/who/lets-flatten—the-infodemic-curve-92e4c840d4bf
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a story by a journalist to be a piece of news. Then what is “news”? Park
(1940) defined news as “News, though intimately related to both, is neither
history nor politics. It is, nevertheless, the stuff which makes political action,
as distinguished from other forms of collective behavior, possible” [74]. This
definition suggests that the nature of news serves politics. The common
understanding would be “news is what editors say it is” or “News is what
sells papers or drives up ratings” and “it is easier to recognize it than define
it” [75]. “They know news when they see it” [76]. It seems that news, like a
gut feeling [77], has a magical quality that can not be explicitly expressed .
A recent research stated ten characteristics of news [7§]:

1. The power elite: Stories concerning powerful individuals,
organizations, or institutions.

2. Celebrity: Stories concerning people who are already fa-
mous.

3. Entertainment: Stories concerning sex, showbusiness, hu-
man interest, animals, an unfolding drama, or offering op-
portunities for humorous treatment, entertaining photographs
or witty headlines.

4. Surprise: Stories that have a component of surprise and/or
contrast.

5. Bad news: Negatively tinged tales, such as those involving
strife or disaster.

6. Good news: Stories with particularly positive overtones,
such as rescues and cures.

7. Magnitude: Stories deemed sufficiently substantial, either in
terms of the number of individuals involved or their potential
effect.

8. Relevance: Readers-relevant narratives about organizations,
problems, and countries.

9. Follow-up: Articles about topics that are already in the
news.

10. Newspaper agenda: Stories that align with the news and
organization’s own agenda.

Sensationalism is an important concept of news. Fierce debates have
been going on for centuries about sensationalism in journalism and are still
going on [79,80]. The term “sensationalism” refers to the content and form
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elements of news articles that are capable of arousing the viewer’s senses,
namely, prompting attention and arousal reactions in viewers [81]. “Sensa-
tionalism” is used today to gain readership, ratings, and to make money” [82].
The definition of the word in the dictionary connects to a negative social and
emotional implication. Cambridge Dictionary simply defined it as “a way
of telling a story that is intended to shock people.{| The Oxford Advanced
Learner’s Dictionary described the word as “a way of getting people’s in-
terest by using words that are intended to shock you or by presenting facts
and events as worse or more shocking than they really are.’ﬂ It was defined
as “the presenting of facts or stories in a way that is intended to produce
strong feelings of shock, anger, or excitement.” by Collins English dictio-
nary fl Attracting readers by arousing emotion is a popular methodology
in journalism. From the perspective of journalism, sensationalism is defined
as information that amuses, titillates, and entertains, “appropriate” news is
praised for its presumed potential to improve the audience’s political and
social awareness by appealing to reason over emotion [80]. Consequently,
sensationalism becomes a helpful technique for catching people’s attention
by using language designed to shock or by portraying facts and events as
harsher or more surprising than they really are. Thus, modern economic-
driven journalism is considered to have compelled journalists to use sensa-
tionalism in order to capture the audience’s attention. When sensationalism
rules the media landscape, it is reasonable to assume that fake news will
draw the attention of some legitimate media, either to avoid missing a story
or to generate revenue [83]. Fake news is mainly made up of sensational
and divisive headlines, and its emotional language can help spread far and
wide [84]. The belief in fake news, as well as the influence and persuasion it
has on the public, can be linked to emotion [85]. Content that elicits strong
emotions (both positive and negative), such as joy, excitement, or rage, is
more likely to be shared [86-88]. Such emotional fake news is exacerbated
by the media, which is often guilty of favoring sensationalist reporting over
carefully worded scientific messages with a balanced interpretation. The re-
sult is a loss of public confidence and a sense of helplessness, which are ideal
conditions for the propagation of harmful misinformation and the beginning
of a vicious cycle [89).

A well-informed public is essential to develop “news,” city legends, and
gossips on SNSs during the “self-media” age. The headline is the primary
“hook” for the public in a standard print or online news piece. Unfortu-
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nately, the public lacks both the professional skills and the time to under-
take thorough investigations. Most people are fed sound bites by news and
newsletters. People often take what they read as real, particularly if it comes
from a respectable source, and do not examine the information, no matter
how startling or scary it is. It is all too easy to ignore the saying, “the
weight of evidence for an extraordinary claim must be proportioned to its
strangeness” [90]. This remark is important to the scientific process and
serves as a paradigm for critical thinking, rational reasoning, and skepticism
around the world. Of course, it is not a requirement for an ordinary per-
son to dig the truth like a scientist or a professional journalist after reading
the news. To make matters worse, people may have a tendency to repeat
the most remarkable information, instead of searching for evidence. But
what exactly does evidence mean? Although most scientists would disagree,
the notion of “extraordinary evidence” aforementioned in science is more a
societal agreement than an objective judgment [91},92].

Since fake news tends to be sensational and could only be verified by
professional journalists, what exactly is fake news? We always hear sev-
eral analog terms for fake news, including satire, yellow journalism, hoax,
propaganda, misinformation, disinformation, and rumor. Sometimes, they
are interchangeable for fake news. According to Wikipedia EL fake news is
“false or misleading information presented as news.” Zhang and Ghorbani
(2020) defined fake news as “all kinds of false stories or news that are mainly
published and distributed on the Internet, in order to purposely mislead,
befool or lure readers for financial, political or other gains;” and they fur-
ther proposed a fake news map, in which all the related components were
presented [93].

According to the Cambridge Dictionary [} fake news is defined as “False
stories that appear to be news, spread on the Internet or using other media,
usually created to influence political views or as a joke.” Since SNSs are
popular nowadays, they are now more "used to describe false stories spreading
on social media” [94].

The meaning of fake news has evolved over time as it is increasingly
used to refer to social media rather than traditional media. SNSs have be-
come fertile ground for computational propaganda and the trolling of fake
news. Most online fake news is obtrusive and comes in many different forms,
styles, and social platforms [95]. According to [96], fake news is “news con-
tent published on the internet that aesthetically resembles actual legitimate
mainstream news content, but that is fabricated or extremely inaccurate.

9en.wikipedia.org
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Also referred to as false, junk, or fabricated news.” During the COVID-19
infodemic, several conspiracy theories seem popular online [97]. Conspiracy
theorists assert that COVID-19 is a bioweapon or coronavirus that has been
leaked from a Chinese laboratory in Wuhan; such stories have been consis-
tently debunked [98]. The vaccine conspiracy declares that the COVID-19
pandemic is orchestrated by Bill Gates and the “deep state” (the same phrase
in the QAnon conspiracy theory) to implant microchips and further control
the population. The 5G conspiracy claims that the 5G technologies are
able to alter people’s DNA. The conspiracy theories of miraculous remedies
suggest that hydroxychloroquine, Bleach, and colloidal silver can cure the
virus [99], although hydroxychloroquine has not been shown to be a success-
ful treatment for COVID-19 [100,/101]. QAnon is a meta conspiracy theory,
which contains the above-mentioned conspiracy theories.

In addition to fake news and conspiracy theories, the patterns of fake news
and misinformation flow during the COVID-19 infodemic have been exam-
ined. Cinelli et al. (2020) discovered that the dissemination of information
is influenced by the interaction paradigm established by specific social me-
dia platforms and/or by the interaction patterns of the engaged users [102].
Huang and Carley (2020) noted that regular users are more likely than news
agencies and governments to disseminate tweets containing fake news URLs
and stories |[103]. Most of the retweets of misinformation websites’ contexts
are generated by bots. Brennen (2020) determined that 20% of fake news
was shared by celebrities, politicians and recognized figures [104]. Mean-
while, fake news is responsible for 69% of the complete engagement of social
media (e.g., comments, likes, and shares). On the contrary, fake news, which
was spread by generic users, produced much less engagement. These studies
suggest that bots and influential users play crucial roles in the dissemination
of fake news during the COVID-19 infodemic. Due to the amplifying effect
of bots and/or influential users [105], a small proportion of misinformation
produced by generic users becomes important or generates large engagement
among users. Regrarding the speed of propagation, the spread of fake news
on Twitter is much faster than the true news, especially for the political cat-
egory [84]. Furthermore, according to a report, released in 2019 that carried
out research examining a data set with 171 million tweets during the five
months before the election day, 25% of the 30 million tweets that featured a
link to news sites diffused fraudulent or strongly biased news [54].

The above-mentioned fake news and its diffusing patterns remind us of a
question: How do we detect fake news? The problem is usually divided into
social context and news content categories (Fig. [2.1] reproduced from [95]).
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Fake news detection

News content § Social context

Knowledge-
based

Propagation-

Style-based Stance-based based

Figure 2.1: Fake news detection pathways (reproduced from )

News content detection comprises knowledge-based and style-based meth-
ods. The method of knowledge-based detection is straightforward, which
checks the to-be-verified news with ground truth news. This approach in-
cludes manual verification, crowdsourcing labeling, and automated models.
Experts with professional knowledge, such as journalists, usually take on the
task. It is easy to organize and leads to highly accurate results. However, it
is expensive and does not ensure scalability when tons of news content need
to be checked. The well-known fact-checking websites, including “PolitiFact”
and “Snopes”, employ experts to prevent the public from fake news. Crowd-
sourcing relies on a vast population of average annotators participating as
fact-checkers. Such a large number of fact-checkers can be found on typi-
cal crowdsourcing platforms such as Amazon Mechanical Turk. Compared
to experts, crowd workers are more difficult to manage and labeling accu-
racy could be reduced due to their political bias and insufficient knowledge.
However, this method increases the scalability to some extent. To address
scalability, automatic fact-checking systems that significantly rely on knowl-
edge graph, machine learning techniques, and natural language processing,
as well as network theory, have been developed.

Style-based is the other method in the news content category. Deception-
oriented and Objectivity-oriented belong to the category. At the syntax level,
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part-of-speech (POS) taggers perform shallow syntax tasks to evaluate POS
frequencies [106]. Deep syntactic tasks are carried out using Probabilistic
Context-Free Grammar (PCFG) parse trees, which allow rewrite of rule fre-
quency analysis [106,/107]. Stance models infer the credibility of original news
stories based on the opinions expressed by users in relevant post content. In
other words, the stance technique extracts the opinions of various users on a
news story in order to determine whether it is fraudulent or authentic. The
opinions can range from the number of likes a given post has received to the
comments made on the piece. The explicit and implicit positions of the users
are extracted from their opinions. For example, Jin et al. (2016) established
a method for verifying news information based on the analysis of opposing
viewpoints [108]. Mohammad et al. (2017) proposed a more refined stance
identification technique based on support vector machine (SVM) and input
data such as n-grams and word embeddings in another work |109]. The other
method contained in the social context belongs to propagation-based anal-
ysis. The method consists of news cascade and self-defined graphs. Details
of this alternative can be found in [110]. Modern detection methods have
used many language models, such as BERT [111] and its derivatives. Inno-
vative information extraction techniques, including the well-known “Trans-
former” architecture, which employs dot multiplications between “heads”
matrix [112]. Most research suggests that a heterogeneous network should
incorporate various types of nodes and links into one attention-based archi-
tecture network [113].
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Figure 2.2: An example of a heterogeneous information network. (reproduced
from [114]) (a) There are three types of nodes: Creator, News article, and
Subject. (b) Network structure. (c¢) A news production comprises three
different types of nodes and two different types of links.

2.3 Bots

Not all communication on social media platforms comes from real people.
Bots are referred to as automated accounts that are controlled by a set of
algorithms to publish information. Researchers who used agent-based mod-
eling in networks came to the conclusion that in some situations, only 2-4%
of bots are sufficient to change the atmosphere of social opinion in social
networks and that they can easily “sway public opinion — or the expression
thereof” by spiral-of-silence dynamics effects [115].

In the late 2000s, early social media bots were developed to handle sim-
ple tasks such as automatically retweeting information produced by a set of
sources or locating and uploading news from the Web. Bots’ capabilities have
considerably advanced in recent years: Bots rely on the fast-paced environ-
ment. A research paper on the dynamics of bots highlighted the evolution
of bots [116]. The paper mentioned that advances in artificial intelligence,
particularly in natural language synthesis, take advantage of pre-trained mul-
tilingual models such as GPT-2 (invented by OpenAl) [117] to create content
that resembles that of a human being. This Al technology enables the de-
velopment of automated agents or bots that create human like texts on SNS,
making it more difficult to differentiate between human and automated ac-
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counts [118]. The paper further mentioned that other techniques such as
bot-as-a-service (BaaS) significantly decrease the minimum requirement to
deploy bots and create huge bot networks: for example, “ChatBots.io” uses
BaaS to run bots in cloud computing such as AWS (Amazon Web Services)
and Heroku. This kind of cloud computing infrastructure makes it more
difficult for bot detection.

Since social bots are becoming more sophisticated, detecting them is not
an easy task. For common users, it is even more difficult for them to dis-
tinguish between humans and bots [119], because around 9 — 15% of active
Twitter users are likely to be bots [120]. Bots’ ability to bias discussion
about politicians has been identified as well. For example, bots have success-
ful experience in influencing elections and political debates [121},122]. Social
bots are also applied to distract public attention from hot topics, spamming,
and exaggerating trends |123}/124]. In addition, social bots may be capable
of working synergistically to modify the influence scores of several central-
ity metrics [125,]126]. Twitter has previously taken precautions against bots
in order to reduce the impact of bot destructive acts, and thus targeted
users that were actively used to amplify and propagate news from suspicious
sources [127].

To reduce the impact of bots, many researchers have addressed bot de-
tection. The majority of bot detection methods rely on supervised learning
with manually-labeling data. Rout et al. (2020) proposed a malicious social
bot detection system to identify members of trustworthy Twitter networks by
combining a trust computation model with URL-based features [128]. Zhang
et al. (2020) identified bots and gender in two unique languages (English and
Spanish) [129]. For English accounts, AdaBoost was used to solve the bot de-
tection, while an SVM model was used for Spanish accounts. Botornot [130]
(Botometer’s former name), was proposed for detecting social media bots.
Fig. shows examples of “@MuseumBot,” (probably a bot) “@elonmusk,”
(probably a bot) and “@kishida230” (probably a human). E According to
reference [131], Botometer considers six types of features, including dating,
user, network, content, time, and emotion. Botometer further extracted more
than 1,000 characteristics to determine whether a user was a social bot or
an ordinary user. Botometer compared logistic regression, AdaBoost, ran-
dom forest and decision tree and found that random forest achieved the best
classification performance, with a 95% accuracy rate. The Botometer has
been used in a series of research to quantify bot online behavior [84}[105].
Botometer computes a “Complete Automation Probability” (CAP) for each
user that falls between [0, 1]. The greater the value, the more likely the user

Uhttps://botometer.osome.iu.edu/
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is a bot.

Botometer, #%

An OSoMe project (bot-o-meter)

Botometer (formerly BotOrNot) checks the activity of a Twitter account and gives it a score. Higher scores mean more bot-like activity.
Use of this service requires Twitter authentication and permissions. (Why?)
If something's not working or you have questions, please contact us only after reading the FAQ.

Botometer is a joint project of the Observatory on Social Media (OSoMe) and the Network Science Institute (IUNI) at Indiana University.

museumbot Check followers Check friends

x
> = @elonmusk ' Data incomplete due to Twitter's bug , score is inaccurate 3.8/5 . A

v @kishida230 @ 12/5 .\ 4 E

Figure 2.3: Botometer examples (https://botometer.osome.iu.edu/).

Kudugunta and Ferrara (2018) proposed an LSTM-based deep-learning
infrastructure that used content and account metadata to detect bots on a
tweet-by-tweet basis . This method extracted content features from user
profiles as additional input features. In addition, social network structure-
based analysis , an unsupervised clustering-based detection scheme ,
and a crowd-sourcing-based detection method are also available.

Bots are believed to diffuse conspiracy theories during the COVID-19
infodemic [61]/136], but the characteristics of the role of bots is still unknown.
With unprecedented levels of communication and the emergent COVID-19
infodemic, it is necessary to identify the features of social networks that help
the propagation of misinformation with the help of bots.

2.4 Social networks

A network is a set of connections that represent relationships of objects in
the network. More formally, a network contains a set of nodes (in mathemat-
ics, vertex) and a mapping or description (edge) between nodes. Networks
can be categorized as directed and undirected. In directed networks, each
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line with an arrow was utilized as an edge to indicate a special direction rela-
tionship, whereas in undirected networks, a line without an arrow was used
to signify a relation without any directional property between two nodes.

A “sociogram” is an early representation of a social network. Fig.
shows a “sociogram,” raised up by Jacob Moreno (1934) [137], who is consid-
ered a key founder of modern network studies. The sociogram is a diagram in
the tradition of spatial geometry, in which persons are represented as nodes,
and their connections are depicted as lines linking the nodes. The sociogram
gives a visual depiction of the investigated social structure and reveals spe-
cific characteristics of the interactions that comprise it. When relationships
were shown as sociograms, people could almost immediately see what was
going on in small networks that were not too complicated. Adding graph the-
ory to the tools for understanding networks made it possible to understand
and control networks that were much bigger and more complicated. A triad
is a simple group of three people that are related to each other. This simple
network turns out to be the basis for more complicated social relationships.

Figure 2.4: Sociogram example of three people. Each node is a person, and
each edge represents a relationship between two people.

Around 10 years after the Internet was invented, the phrase “surfing the
internet” was becoming popularized in 1992. In the same year, the first web
image, which is for a band “Les Horribles Cernettes,” was posted on the web.
Geocities, the first social networking website, was launched in 1994. Geocities
enabled users to construct and personalize their own websites, categorizing
them into different “cities” depending on the content of the site. The next
year, TheGlobe.com was made available to the public, allowing people to post
their own material and to engage with others who shared their hobbies and
interests. Due to the ever-growing popularity of the World Wide Web and
the Internet, an expanding variety of services are accessible via computer
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networks. People who use these services have established a new type of
virtual society commonly referred to as “online social networks” [138-141],
or “web-based social networks,” [142] “computer-supported social networks,”
[143] and “virtual communities” [144].

However, a social network is more than merely a collection of people; it is
the total of the relationship that bind these people together |145]. Twitter,
founded in 2006, is a well-known SNS. The basic relation netween users on
Twitter is the follower-follower relationship, which generates a friendship net-
work. In addition to that, a “retweet network” can be generated by examining
the “retweeted_status” object of a tweet object. In each “retweeted_status”
object, one can find a retweeting relationship between two users. Through
studying all the retweeting relationships, it is possible to produce a retweet
network of all the users. The social network shares an important feature:
clustered. A cluster signifies that there is a high probability that two neigh-
bors of a given node are also direct neighbors themselves. Clustering of nodes
is also a popular research topic for SNSs.

Clustering algorithms attempt to capture the intuitive concept that nodes
should be linked to many nodes within the same community (intra-cluster
density) but to few nodes within different communities (inter-cluster spar-
sity).

The Louvain algorithm [146] is among the first scalable approaches based
on Newman-Girvan modularity maximization [144]. It is an agglomerative
hierarchical technique with a greedy approach to local optimization. Two
stages make up the algorithm. In the first stage, the method iterates over the
graph nodes and assigns each node to a community if doing so would boost
modularity. In the second stage, the method constructs node clusters from
the clusters discovered in the previous step. Iteratively, the increased value
(can be negative) in modularity is always calculated using the base graph.
Even though the underlying computational problem is NP-hard, the Louvain
algorithm uses an efficient and effective heuristic that strikes a balance be-
tween the quality of the solution and the amount of work it takes to solve
the problem, which scales roughly linearly with the number of edges. Eq.
demonstrates the computation of the modularity measure, where A;;
denotes the edge weight between node i and node j, k; = 37, A;; represents
the accumulation of all edge weights of vertex ¢, ¢; denotes the community to
which vertex i is assigned, the 0 function §(u,v) is 1 if w = v and 0 otherwise
and m = %sz Ajj.

1 kik;
Q=5 @Z]: [Aij - J] d (cis ¢j) (2.1)

2m

The Louvain method initializes the partition with each node in its own clus-
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ter. The modularity gain for relocating each node to nearby clusters is then
computed for each node. The highest positive increased value is selected,
and then the node is relocated. This is repeated until no nodes are moved
throughout a complete loop. Every cluster is then integrated into one node;
intra-cluster edges are accumulated with loops, while inter-cluster edges are
merged into one edge, and the weights of edges are accumulated. This inter-
mediate graph is utilized in the following iterations until no more advantages
can be obtained by moving another node. The modularity range is located
n [—1,1]. A score of 1 indicates ideal clustering, in which there are no edges
between clusters and all clusters are strongly linked. A lower value implies a
worse outcome. A negative value indicates an extremely poor clustering. To
calculate the increased value for () of bringing a node ¢ into the cluster C,
rather than computing the new modularity of the entire cluster, it is more
efficient to compute a local value that reflects the change in the modularity

value, as indicated in Eq. (2.2)) [147].
— Zzn . (Ztot)2 . kz ? (2 2)
2m 2m 2m ) |7 7

where }~;, is the sum of the link weights within the cluster C, k; ;, is the
sum of the link weights from i the other nodes within C, >, is the cluster
degree, and k; is the node i’s degree.

Recall that a tweet should be able to connect or include hashtags that
don’t have a clear relationship with each other but are used a lot together
with hashtags it has already used. Thus, the number of times a hashtag
is used in a tweet indirectly shows a wider semantic relationship between
tweets, which is able to show the topic diversity of tweets. With the help of
the Louvain algorithm, it is possible to suggest topics, in addition to advanced
topic modeling methods, such as Latent Dirichlet Allocation (LDA) |148§].

In addition, researchers use other popular algorithms for network clus-
tering, including Local Moving [149], Informap [150], and Label Propaga-
tion [151]. Compared to other methods, Louvain is more popular. Louvain
has many benefits, such as being easy to use, fast, and able to handle large
and weighted networks. More importantly, compared to a series of clustering
methods [152], the Louvain algorithm has shown that it gives better results
for detecting communities in real data. For example, the Louvain method
has been used in COVID-19 infodemic-related research [153H155]. During
the COVID-19 infodemic, conspiracy theories and misinformation have pen-
etrated SNSs, such as Twitter [136]. Since the diffusion of non-credible in-
formation has been an online social network, it is necessary to find out their
network features to generate corresponding counter-solutions.

AQ _ Zin +ki,in . (Ztot +k1>2

2m 2m
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2.5 Machine learning

Nowadays, machine learning and deep learning are popular tools both for
research and for media. Machine learning as we know it today can be traced
back to a psychologist at Cornell University named Frank Rosenblatt. He
led a group that built a machine that could recognize letters of the alpha-
bet based on ideas about how the human nervous system works [15615§].
Frank Rosenblatt called the machine “perceptron.” It used both continu-
ous and discrete signals and had a “threshold” part that turned continuous
signals into discrete ones. It became the model for modern artificial neural
networks, and the way it learned was similar to how animals and people
learn. Rosenblatt is the first scientist to study the perceptron mathemati-
cally [157]. But the Novikoff theorem [159], which specifies the conditions for
a perceptron learning algorithm to converge, was more popular in the scien-
tific field. The well-known “Backpropagation” was introduced in 1974 [160].
The first practical deep neural network, LeNet, was developed by Yann Le-
Cun in 1990 [161]. In 2007, Deep Belief Networks and layerwise pretraining
techniques [162] opened the modern deep learning era.

Natural Language Processing (NLP) has computers to understand, inter-
pret, and work with human languages (natural languages). Usually, humans
and computers communicate through a programming language. When it
comes to using natural language to interact with a machine, it is not easy to
directly carry out like that because natural language is vague, with jargon
words, linguistic ambiguity, and social contexts. When we take into account
the culture of countries, local traditions, and even different accents, the NLP
interpretation task becomes much more difficult.

NLP can comprise five major components: morphological analysis, syn-
tactic analysis, semantic analysis, discourse analysis, and pragmatic analy-
sis [163]. Syntactic and semantic analysis are two of the most important NLP
tasks. The purpose of syntax analysis is to rearrange the words of a phrase
so that it begins to make grammatical sense. It helps NLP in determining
the meaning of a sentence based on grammatical principles. The purpose
of semantic analysis is to determine the meaning of words and their usage
in a phrase. NLP uses it to comprehend the structure and meaning of a
phrase. Due to the availability of a large number of texts (data) for natural
languages, researchers in NLP have recently paid significant attention to lan-
guage models with deep learning architecture such as BERT [164] and GPT
series |17,|117].

In addition to deep learning methods, word importance can be measured
by “Term Frequency-Inverse Document Frequency” (TF-IDF). IDF [165] is
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one of the fundamental and widely-applied notions in NLP. A highly suc-
cessful approach to word weighting has been used in information retrieval
systems [166]. TF-IDF determines the relative frequency of words in a spe-
cific document relative to the inverse proportion of that word across the
entire corpus of documents. This calculation determines the relevance of a
given word within a given document. Common words in a single document
or a small group of documents tends to have higher TF-IDF values than
common words such as articles and prepositions [167]. The formal procedure
for implementing TF-IDF varies slightly across its various applications, but
the overall strategy is as follows: Given a document collection D, a single
document d € D, and a token w, the TF-IDF value of w is calculated as
follows:

TF — IDF = f,-10g (ID|/fun), (2.3)

where f, 4 is the number of times w occurs in document d. |D]| is the corpus
size and f,,, D is the number of documents in which w appears in corpus
|D|. TF-IDF has the following advantages: 1) It is easy to calculate, 2)
the most descriptive terms in a document can be an identifier with basic
metrics; 3) since TF-IDF weights words depending on their significance, this
approach may be used to discover which words are the most significant.
This may be used to more effectively summarize articles or simply identify
keywords (or even tags) for a text. However, TF-IDF does not take the
positional information into account, and therefore, the associations between
words cannot be calculated and the linguistic ambiguity cannot be measured
either. Additionally, sentiment words cannot be captured by the TF-IDF
approach.

Word2vec is able to compensate for this disadvantage. According to the
original paper [168], this model employs a two-layer neural network to pro-
duce a vector for each word. Both syntactic and semantic features of words
should be implied in the word vectors, carried out by the continuous bag of
words (CBOW) technique and skip-gram of Word2Vec. For a more accurate
representation of words, it is advised to train the model using a large cor-
pus. Word2Vec has proven to be effective for several NLP-related tasks [169].
Word2vec was created to make embedding training more meaningful, and it
has subsequently become the standard for producing pre-trained word rep-
resentation. Word2Vec predicts using one of two neural network models,
such as the CBOW and Skip-gram models, based on the context. Two al-
gorithms are proposed to address the problem of learning the final vectors.
The negative sampling technique used for Word2Vec training ensures that
only a portion of the vectors is updated based on a noise distribution. This
technique helps to accelerate the training speed. The other technique is hi-
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erarchical softmax, which is based on the Huffman tree. Huffman tree is a
binary tree that provides all possible words based on their counts. Huffman
tree ensures that a more frequent word has a shorter code, which is a use-
ful data compression method. Word2vec is commonly used to compare the
similarity of word meaning.



Chapter 3

QAnon user dynamics and
topic diversity during the
COVID-19 infodemic

3.1 Introduction

3.1.1 A brief history of QAnon

In recent years, global populism has become more and more popular.
Conspiracy theories and populism are mutually relevant. Typically, they
contain two roles: the powerful elites who control social resources and privi-
lege, and the commoners who are portrayed as vulnerable victims [170].

One of the most popular conspiracy theories is QAnon. QAnon is a
conspiracy theory umbrella that encompasses various individuals, including
Trump supporters, COVID-19 deniers, and anti-vaccination activists. In
2017, an anonymous government official known as “Q” appeared on 4chan
(an anonymous English-language forum), claiming that a cabal of upper
hierarchy elites controlled the United States and abused children covertly
(#pizzagate); People are encouraged to support Donald Trump (The QAnon
conspiracy theory emerged during his presidency) because they believe that
he will arrest all members of the “deep state,” including Hillary Clinton and
Barack Obama, and bring the cabal to justice [171H173]. Despite the fact
that QAnon is not an extremist organization, extremists existed within the
QAnon movement. On 6 January 2021, an organized group of QQAnon and
Trump protesters stormed the U.S. Capitol building. This well-known vio-
lence implied that far-right extremists are present in QAnon supporters.

To gain more exposure during the COVID-19 pandemic, QAnon has been

31
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using social topics that are controversial and popular. For example, QAnon
conspiracy theories blamed China for the long-term cover-up of the coron-
avirus; spread the idea that mandated quarantine helped protect Joe Biden
during the election; questioned the travel ban and advocated the use of hy-
droxychloroquine; arbitrarily linked COVID-19 to the presidential election
and China so that the coronavirus was just a media-hyped tool to secure the
Democrats’ victory in the election; and even introduced a discord element
such as “Black Lives Matter” to the 2020 U.S. presidential election [45].

Meanwhile, to spread its beliefs, QAnon arbitrarily linked COVID-19
to the U.S. presidential election and China [45]. According to surveys on
the QAnon conspiracy theory, most U.S. citizens who have heard of QAnon
believe the conspiracy theory is harmful to the country [174]. There are,
however, many people who fall somewhere in the middle (referred to as
“less-leaning users”) who consider QAnon as neither harmful nor helpful;
they must not be overlooked because they have the potential to become pro-
QAnon in the long run.

QAnon has been on popular social network services (SNSs) for a long time
before Facebook, Twitter, and YouTube realized that the QAnon conspiracy
theory could cause the U.S. Capitol violence in 2021, as mentioned above.
Followers of QAnon tend to talk about violence on Twitter [175]. In 2020,
thousands of QAnon accounts were deleted from these platforms. Faced with
this reality, people who believed in (QAnon started looking for new spiritual
homes on SNSs like Parler and Telegram. Parler is an American alt-tech
microblogging SNS known for the discussions among Trump supporters. On
Telegram, there are active QAnon channels where people from many different
countries can talk about QAnon. Although QAnon is still a mystery, it is
clear that the COVID-19 infodemic has helped the conspiracy theory spread
throughout the world.

3.1.2 Related works

The connection between information regarding COVID-19 and the pan-
demic has thrown light on epidemiology policy and the attitude of the local
community toward the advice of experts source [176]. The COVID-19 info-
demic is a scenario in which the proliferation of COVID-19-related mis/dis-
information on SNSs makes it impossible for the general public to get reliable
information regarding the pandemic.

Several studies have analyzed the linguistic characteristics of QAnon. Ali-
apoulios et al. (2021) compiled a dataset of 4,949 “Q drops” and determined
that they were not produced by a single individual, suggesting the pres-
ence of apocrypha among those drops [171]. Phadke et al. (2021) examined
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483 language features and developed a computer framework to analyze self-
disclosures of dissonance and calculate changes in user participation in the
presence of dissonance [177]. Hoseini et al. (2021) examined QQAnon in sev-
eral languages using a BERT-based topic model and found that the German
language is popular in QAnon groups and channels on Telegram [178]. Anwar
et al. (2021) used VADER to analyze QAnon-related users’ attitudes toward
Trump and Biden, and a BERT model was used to define user profiles [179].
They discovered that the majority of QAnon users were Donald Trump fol-
lowers, with Twitter profiles that accommodate “MAGA,” “God,” “Patriot,”
and “WWG1IWGA.” Miller (2021) examined QAnon comments on YouTube
and discovered significant worldwide conversations regarding China, Russia,
and Israel [180]. These language results show that the QAnon conspiracy is
widespread online and that QAnon has established a global presence.

Other studies have used networks to investigate semantic components of
the QAnon conspiracy theory. Papasavva et al. (2021) discovered QAnon-
relevant word graphs in the Voat community using a word embedding [181].
Hanley et al. (2021) built a QAnon-related domain network and trained
a random forest classifier to distinguish between misleading and legitimate
news sites |182].

In addition, the challenge of SNSs detecting QAnon groups and banning
malicious members is growing increasingly difficult. Twitter’s rules and pro-
cedures did not get widespread public notice until January 2021. It was
stated that 355K Twitter users participating in the 2020 U.S. Presidential
Election scandal had been deleted [183]. Chowdhury et al. (2020) found that
more than 60% of the purged users lived for more than two years before be-
ing deleted by Twitter, raising concerns about the efficacy of the purge [184].
Meanwhile, whether or not removing disruptive accounts adds to a healthy
online social community remains debatable, particularly among QAnon users.

3.1.3 Research questions

QAnon appears to be using the plethora of COVID-19 mis/disinformation
to achieve political impact. It distributes misinformation and instills negative
emotions, both of which are damaging to “less-leaning users,” those who do
not have a strong preference for QAnon but have the potential to become
pro-QAnon in the long term. Although some features of QAnon have been
explored, there is a dearth of research on how QAnon developed in terms of
user dynamics and topic diversity during the COVID-19 infodemic. The RQs
of the study 1 are therefore raised here, and investigated using a network-
based approach:
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RQ1-1: What are the pro- and anti-QQAnon user dynamics during the COVID-
19 infodemic?

RQ1-2: What topics do QAnon users spread during the COVID-19 info-
demic?

3.2 Data and Methods

The dataset and the techniques used to study the dynamics of QAnon
during the COVID-19 infodemic with a network-based approach will be de-
scribed in this section.

3.2.1 Data

Between February 20, 2020 and March 1, 2021, 880,278,195 posts from
58,519,206 unique users (including tweets and retweets) were collected us-
ing the Twitter Search API and the following COVID-19-related keywords:
“corona virus,” “coronavirus,” “covid19,” “2019-nCoV,” “SARS-CoV-2,” and
“wuhanpneumonia.” This dataset is called base dataset. In addition, En-
glish tweets containing at least one of the phrases “QAnon,” “#QAnon,” or
“deep state,” was extracted, which produced 308,631 tweets from 135,740
unique accounts [[] This subset is called QAnon dataset. This study in-
cluded both datasets.

3.2.2 Identification of pro-/anti-QAnon users and their
leaning

Because QAnon is a conspiracy theory that has sparked debate both for
and against its assertions, it is anticipated to find a characteristic retweet
(RT) network with segregated pro- and anti-users. Using the QAnon dataset,
an RT network was constructed and the k-core decomposition |185] (k = 2)
to applied to identify pro- and anti-QAnon users, with each node repre-
senting a user and directed edges between nodes representing retweeting
relationships. This resulted in an RT network with two large clusters, as
expected. By manually evaluating larger-indegree users in each cluster (who
were retweeted many) in terms of their tweets and profile descriptions, which
cluster corresponded to the pro- or anti-QQAnon group can be determined.

Thttps://github.com /myrainbowandsky/ A-network-based-approach-to-QAnon-user
-dynamics-during-COVID-19-infodemic
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A manual verification was carried out to ensure that the categorization
of pro- and anti-QAnon users was reliable enough. All users were divided
into two groups for the manual verification. Two annotators participated in
this exercise and categorized 60 randomly chosen users, with 30 labelled as
pro-QAnon and the other 30 designated as anti-QAnon. The annotators were
provided with the user names and asked to read their profiles and tweets.
The annotators finally categorized them as pro- or anti-QAnon. The consis-
tency of their classifications was then evaluated using Cohen’s kappa. The
final Kappa was 0.76, which signified strong agreement and verified the user
classification result as statistically valid E]

In addition, “QAnon-leaning” was defined as follows and three types of
users were identified including: “pro-leaning users,” “anti-leaning users,” and
“less-leaning users.”

P—A
=< ~1,1 .
L ,Lel-1,1], (3.1)

where P is the number of retweets from pro-QAnon users and A is the number
of retweets from anti-QAnon users. L compares the leaning of a user between
pro-QAnon and anti-QAnon based on retweet tendencies. If a user has more
than 70% probability of retweeting from the pro-QAnon side, this user is
considered pro-leaning in this study, and vice versa. Thus, —0.4 < L < 0.4
indicates that the user is less-leaning; L > 0.4 indicates that the user is
pro-leaning; L. < —0.4 indicates that the user is anti-leaning.

Please keep in mind that QAnon-leaning is measured by L (Eq. [3.1)), while
pro- and anti-QAnon classifications are based on retweet network clustering,
the results of which were validated as previously stated.

3.2.3 Classification of Bots and humans

The Botometer (described in Sec. API V4 was used in this study to
classify users into bots and humans. The major difference between Botometer
API V4 and V3 is that V4 retained that model with new training data and
applied an architecture called “ Ensemble of Specialized Classifiers”, which
is able to predict a bot on a bot style basis [187].

3.2.4 Hashtag co-occurrence networks

Latent Dirichlet Allocation (LDA) is a typical method for modeling topics
from a given text. However, due to the short text length of tweets, LDA

2Note that according to [186], Cohen’s kappa value is interpreted as follows: 0.0-0.2 for
slight agreement; 0.2-0.4 for fair agreement; 0.4-0.6 for moderate agreement; 0.6-0.8 for
substantial agreement; and 0.8-1.0 for near-perfect agreement.
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frequently fails to extract definite topics. In this study, LDA modeling was
applied to obtain topics from retweets using the library pyLDAvis [188], but
the method did not obtain informative topics (see Table in Appendix).

Therefore, hashtag co-occurrence network was used to examine the topic
diversity of QAnon conspiracy theory. The network is simpler yet useful for
examining intricate links among topics, which LDA topics cannot achieve. In
order to comprehend the topic richness of the QAnon conspiracy theory, co-
occurrence networks for both the base and QQAnon datasets were generated.
Each node in the hashtag co-occurrence network represents a hashtag, and
the undirected edges between nodes indicate the co-occurrence of two hash-
tags. A hashtag co-occurrence network was produced with the base dataset,
and the k-core decomposition (k = 10) was applied to the network. Finally,
all direct neighbors of “#QAnon” and itself were retrieved. Recall that the
first dataset contains various languages (not only English). For a clear visi-
bility, a 1000-core hashtag co-occurrence network with 336 unique hashtags
(nodes) was generated. Similarly, from the QAnon dataset, a 10-core hashtag
co-occurrence network with 323 unique hashtags was produced as well.

The Louvain algorithm [146], a modularity-based community recognition
method, was applied to the hashtag co-occurrence network using the Gephi
[189) [] in the hashtag community detection. In the end, each node of the
hashtag co-occurrence network was assigned a unique modularity class ID
for subsequent analysis purposes.

3.2.5 Hashtag semantic map

To understand the similarity of topics, word2vec [168], a well-known word
embedding technique, was applied to visualize a semantic map of QAnon
hashtags. In this analysis, only the top 50 degree hashtags were consid-
ered, except the most QAnon-related hashtags, including: “#QANON,”
“HQANONAS,” “#Q,” “#QANON2020,” “#THESTORM,” “4#WWG1GWA,”
and “#WWGIWGA” because these hashtags could be linked to any seman-
tic cluster in the QQAnon dataset and finally form a dense and large seman-
tic cluster. Word2Vec model was finally trained using the Gensim topic
modeling library [[] by exploiting tweet texts and hashtags. Then, the HDB-
SCANP] [190] was used to cluster the hashtag embeddings with Word2Vec.
After that, UMAP was used to reduce the dimensionality of the embeddings
(d = 2) and visualized them [f] [191].

3https://gephi.org/
4https://github.com/RaRe-Technologies/gensim
Shttps://github.com/scikit-learn-contrib/hdbscan
Shttps://github.com/Imcinnes /umap
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3.3 Results

3.3.1 QAnon’s user dynamics

The retweet (RT) network (2-core) that was constructed from the QAnon
dataset between February 2020 and March 2021 is shown in Fig. The RT
network demonstrates that pro- and anti-QAnon clusters are topologically
separated from each other. The pro-QAnon cluster occupied a much larger
size (n = 40,512), compared to the anti-QAnon cluster (n = 5,480) (See
Table . Recall that the pro- and anti-QAnon classification was manually
validated, as described in Sec. [3.2.2l The activity of each in the network
was examined again in August 2021 in order to estimate how many of them
were suspended by Twitter. From Fig. to Fig. [3.1b] more than 50%
(25,318) of the users in the pro-QAnon cluster had their accounts closed
or were suspended, whereas in the anti-QAnon cluster, only 653 users were

suspended (Table [3.1]).

Figure 3.1: Retweet network of pro-/anti-QAnon users. (a) Active users
from February 2020 to March 2021; (b) Active users in August 2021, in
which magenta denotes pro-QAnon and green denotes anti-QAnon.

The dynamics of the users was then investigated through “QAnon-leaning”
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(L). Fig.[3.2]is a user scatter plot generated from the QAnon dataset, demon-
strating the connection between the number of retweets from pro-QAnon
users and those from anti-QAnon users. The figure shows that there were
not only users who retweeted the most from pro-QAnon users (that is, “pro-
leaning”) but also users of “anti-leaning” and “less-leaning” (see Fig. [A.2a in
the Appendix).
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Figure 3.2: User scatter plot with the number of retweets from pro-QAnon

users and the number of retweets from anti-QAnon users (logarithmic scale)
based on Twitter data between February 20, 2020 and March 1, 2021.

Fig. shows temporal dynamics of QAnon-leaning (L) distributions
for less-leaning users. With the exception of a bimodal peak (about 0.3) in



39

June 2020, the majority of less-leaning users are constantly centered on 0.0
over months. However, the two opposing groups of users continued to evolve
over time. In February 2020, all users were pro-QAnon, but in subsequent
months, anti-QAnon users outnumbered pro-QAnon users.

The same plots for pro- and anti-leaning users are illustrated in Fig.
and c in the Appendix. Unlike less-leaning users, the distributions of QQAnon-
leaning users were more stable, demonstrating that both pro- and anti-leaning
users were consistent in the contents they retweeted over time. This finding
implies that Twitter’s policy in removing malicious users may have prevented
less-leaning users from adopting a pro-QAnon stance. Even though less-
leaning users are in the minority, an SNS like Twitter needs to figure out
how to protect them from a large number of pro-QQAnon users.
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Figure 3.3: QAnon-leaning (L) distributions for less-leaning users. Note
that pro- and anti-QAnon classifications are based on the retweet network
clustering.

Next, the monthly change of active users—pro-leaning, anti-leaning, less-
leaning, and total was measured Fig.|3.4). The overall number of active users
peaked in March 2020, then began to decline. However, one month later,
the numbers of pro-leaning, anti-leaning, and less-leaning people all peaked.
After that, the number of pro-leaning and less-leaning users kept decreasing,
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Table 3.1: Summary of pro- and anti-QAnon users (February 2020 to March
2021; suspended or closed accounts as of August 2021).

#pro-QAnon #anti-QAnon

All users 40,512 5,480
Suspended users 25,318 653

Bots 8,239 2,861
Humans 6,016 2,592

while the number of anti-leaning users rose again in July 2020. Similar
patterns were observed in the way these users retweeted (see Fig. in the
Appendix). All of these statistics suggest that Twitter’s removal of malicious
users may have led to a decrease in pro-QAnon users and an increase in anti-

QAnon users.
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Figure 3.4: User activity: the numbers of active users who retweeted at least
once a month, including pro-leaning, anti-leaning, and less-leaning users, and

total.
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3.3.2 Prevalence of bots in QAnon clusters

In addition, how many bots were involved in pro- and anti-QQ Anon users
was examined. In the pro-QAnon cluster, there were 8,239 bots and 6,016
humans; while in the anti-QAnon cluster, there were 2,861 bots and 1,592
humans (as seen in Table 3.1)). Bots are, therefore, prevalent not only in the
pro-QAnon cluster but also in the anti-QAnon cluster, playing a major role in
the dissemination of (QAnon conspiracy topics, on the one hand, and passing
on contents debunking them, on the other hand. Note that it was not possible
to obtain all bot scores owing to Twitter’s policy or their inaccessibility due
to private settings; hence, the number of bots and humans indicated here
may be lower than the real amount.

3.3.3 Hashtag co-occurrence network as a conspiracy
theory umbrella

Using the base dataset, the global hashtag co-occurrence network (1000-
core) was created. The resulting network is depicted in Fig. (n = 336),
which clearly shows a topic landscape for the QAnon conspiracy theory dur-
ing the COVID-19 infodemic, given that the base dataset contains several
languages and various COVID-19 topics.
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Figure 3.5: Global hashtag co-occurrence network. Numbers denote hashtag
classes. “#QANON?” is in class 0 (green). The degree is represented along
with each hashtag. The label size of a node is proportional to its degree.

The top three topics are “U.S. politics”, “News,” and “Daily life.” Ad-
ditionally, #QAnon has co-occurred with human rights hashtags such as
“#LGBT,” (k = 1,418) “#METOO,” (k = 1,073) and “#BLACKLIVES-
MATTER,” (k = 6,390) which is consistent with [45]. Note that k represents
the frequency or degree of occurrence. The co-occurrence pattern of popular
hashtags reflected the topical richness of the QAnon conspiracy theory and
suggested that the QAnon co-occurrence network increased users’ exposure
during the pandemic.

Moreover, there is an isolated cluster (class 1) of Japanese hashtags in the
bottom left corner of Fig. [3.5] which corresponds to J-Anon, the Japanese
counterpart of QAnon. Users of J-Anon concur that (former) President
Trump is a hero in the struggle against the “deep state.” Furthermore, the
topic links of QAnon, France (French language tweets, class 9), Spain (Span-
ish language tweets, class 7) and Italy (Italian language tweets, class 4),
demonstrate that QAnon is becoming a global conspiracy theory movement,
particularly in western countries. This study lends credence to the notion
that the QAnon conspiracy theory developed in local specialized commu-
nities, such as 4chan and 8chan, before migrating to become a worldwide

ESMATTER - 0

N-0



43

popular conspiracy theory [171]. Moreover, the religious hashtags relevant
to the “apocalypse” that Trump supporters believe in were connected to
#QAnon. They believed that Trump was sent by God [192]. In fact, there
is a tweet mentioning “Armor of God ! ! #qanon Fwearethenewsnow
#factsmatter #wwglwga Hwakeupamerica #covidl9 #unitednot.”
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Figure 3.6: English QAnon hashtag co-occurrence network.

In addition, the well-known QAnon hashtags were observed, such as
“HUWWGIWGA” (k = 624) “#MAGA,” (k = 337) “#THEGREATAWAK-
ENING (k = 244); it seems that QAnon debunking information was also
present in the network, for instance, “#FAKENEWS,” (k = 94) “#FAKE-
NEWSMEDIA,” (k = 15) and “#CONSPIRACY” (k = 31) were identified
in the network. Since “#FAKENEWS” is identified in both global and En-
glish hashtag co-occurrence networks, it is considered that there are at least
two voices about QAnon: one is pro-QAnon and the other is against QAnon,
which is in line with what the visualizations of (QAnon users show (Fig. |3.1)).
Furthermore, “#FAKENEWS” and its 64 neighbors existed, which shows
that there was a voice debunking the truth about QAnon.

To understand the topics in Fig. |3.5|in detail, the top-50 degree hashtags
were examined in relation to pro- and anti-QAnon users. (See the statistical
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summary in Table ) The three most popular topics are the same as the
ones described above: US politics (class 5), COVID-19 (class 0) and News
(class 2). These two networks indicate that QAnon has been evolving into
a much larger conspiracy umbrella worldwide, which may potentially attract
less-leaning users, who are neutral to pro- and anti-QQAnon clusters.

Table 3.2: Top 10 hashtags preferred by pro- and anti-QAnon users.

Topic class ~ %Pro  %Anti  %Pro/%Anti

U.S. politics 80 20 4.0
J-Anon 32 68 0.5
News 70 30 2.3
Lockdown 67 33 2.0
Italy 67 33 2.0
COVID-19 61 39 1.6
Daily life 73 27 2.7
Spain 72 28 2.6
India 70 30 2.3
France 78 22 3.5

To determine hashtag preference, the ratio (%Pro/%Anti) of pro-users’
Y%hashtags to anti-users’ %hashtags was computed (Table. Here, a higher
ratio means a tendency to lean toward the anti-QAnon side. If % Pro/% Anti
>1, the users are holding pro-QAnon tendency in that hashtag topic; if
Y% Pro/%Anti <1, the users are holding an anti-QAnon tendency in the topic;
and if %Pro/%Anti = 1, the users are holding balanced or neutral views
toward the topic. Except for J-Anon, most of the hashtags showed a pro-
QAnon tendency. J-Anon hashtag community is located in the bottom left
of the Fig. . The detailed is enlarged in the Fig. It seems that these
hashtags (e.g., corona, and declaration of a state of emergency) are probably
from the mainstream media. No suspicious hashtags, which were closely
related to fake news, were identified. Thus, the J-Anon hashtag community
is more likely to be related to mainstream news and therefore anti-QAnon.
Other topics, in particular, users associated with U.S. politics and French
tweets were more pro-QAnon.
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Figure 3.7: J-Anon hashtag community in the QAnon hashtag co-occurrence
network.

3.3.4 Hashtag semantics and dynamics

The hashtag co-occurrence network shows topic diversity, but lacks the
ability of measuring the similarity between hashtags. Therefore, a semantic
map of the top 50 popular hashtags in the global hashtag co-occurrence net-
work (Fig. was generated. Semantically similar hashtags are clustered
on the map: the conservative cluster (cluster 0: e.g., #trump, #maga), the
QAnon cluster (cluster 1: e.g., #plandemic, #5g), the vaccine cluster (clus-
ter 2: e.g., #vaccine, #fauci) and outliers (cluster -1: e.g., #china, #fake-
news). The map includes diverse QAnon topics, such as #plandemic, #5g,
#pizzagate, and #obamagate as well. The lexical resemblance of the largest
cluster 3 could be explained by the fact that “#plandemic” and QAnon were
associated in the context of community victimization [193].
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Figure 3.8: Semantic map of top 50 popular hashtags.

Finally, temporal changes of hashtags occurrences was examined (Fig.[3.9)).
QAnon representative hashtags, including “#AWWGIWGA,” “#Q,” “#QARMY”
and “#THEGREATAWAKENIN,” appeared together in sync. It turns out
that these hashtags were involved in the gigantic component of the global
hashtag co-occurrence network. The degrees of these hashtags reached their
peaks between April and May 2020, during which QAnon topics flourished.
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3.4 Discussion

The findings of this study are based on a simple network-based method
and explain implications for countering the QAnon movement. To answer
RQ1-1, the pro-QAnon cluster is much larger than the anti-QAnon cluster,
despite the fact that more than 50% of pro-QAnon users were suspended. A
notable finding is that the numbers of pro- and anti-leaning users were both
peaked in April 2020, but then pro-leaning users monotonically decreased
whereas anti-leaning users increased again in July 2020. In addition, late
less-leaning users were mostly anti-QAnon users. The phenomenon suggested
that Twitter’s policy might contribute to curbing the QAnon movement.

However, just removing malicious users is not enough to prevent pro-
QAnon users and keep other users from attracting various pro-QAnon con-
tent. For instance, QAnon-related topics (hashtags) still existed in the Twit-
ter community and the topics have evolved to a larger conspiracy theory
umbrella. It is often difficult to identify “malicious users.” For example, a
person who is anti-QAnon might retweet or share a pro-QAnon post to show
that they don’t agree with it, and content-based algorithms might mistak-
enly label them as non-credible, if only the retweeted contents are considered.
An alternate strategy would be educating anti- and less-leaning users by dis-
playing credible information sources at the appropriate time to promote their
participation, while simultaneously suspending excessively pro-leaning users.
If we can better communicate with a comparable emotional tone and objec-
tive perspective, less-leaning users are more likely to convert their positions
to the anti-QAnon side.

Regarding RQ1-2, QAnon has evolved into a broad and diversified con-
spiracy theory umbrella. Compared to other extremist groups, QAnon lacks
a defined organizational structure and a concentration of interpretative func-
tions, according to previous research |[194]. However, during the COVID-19
infodemic, QAnon became a prevalent conspiracy theory. QAnon has been
extended to countries such as France, Spain, Italy, and Japan, in addition
to the United States. In addition, topics linked to human rights, such as
“#LGBT” and “#BLACKLIVESMATTER,” as well as COVID-19-related
issues, such as “#ASTAYHOME” and “#SOCIALDISTANCING” were iden-
tified as well. These findings showed that QAnon has been expanding in a
semantic network, forming a larger conspiracy theory umbrella.

It is suggested here that neutral users, such as less-leaning users and “a
slight majority,” may play a significant role in the formation of the QAnon
conspiracy theory. SNS platforms must safeguard themselves against an over-
whelming number of pro-QAnon groups. In addition, current popular SNS
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recommender algorithms are popping up similar voice and topics to a user
based on the user’s preference. This kind of SNS recommender algorithm
might make the echo-chamber effect more severe. It is necessary to recon-
sider an experimental SNS recommender algorithm from scratch, which is
able to inform malicious users and less-leaning users of the truth of a con-
spiracy theory.

From the perspective of psychology, a “backfire effect” happens, when
people are increasingly confident in some misinformation after an effort is
made to correct their beliefs [195]. In order to minimize the “backfire effect”
of neutral users entering the pro-QAnon cluster, it is necessary to better
educate them about the nature of QAnon. As shown in this study, although
the proportion of pro-leaning Twitter users has been declining, they remained
the majority at a late stage. In addition, some of them may have migrated
to other social media platforms and are looking for a second opportunity,
while improving topic diversity to attract more users with a broader range
of viewpoints.

This research employs a network-based method to capture the social and
topic evolution of the QQAnon movement using a simple yet effective ap-
proach. Journalists, fact-checkers, and platforms who want to construct ef-
fective counters to the QAnon movement may find the facts and insights
gleaned from this helpful method.

Recall that QAnon conspiracy theory umbrella consists of “WHO,” “Trump,”
“5@G,” and “Bill Gates,” in which the first two are mis/disinformation-related
topics and the other two are conspiracy theory-associated. In addition, Bots
took a major portion of all the users related to QAnon conspiracy theory. To
figure out the role of bots. The study then narrows down from the QAnon
conspiracy theory umbrella down to the “WHQO,” “Trump,” “5G,” and “Bill
Gates” topics.



Chapter 4

The roles of bots during the
COVID-19 infodemic

4.1 Introduction

A flood of disinformation about the COVID-19 has been circulating on
prominent social networking services (SNSs), which has played a significant
role in misinformation propaganda. According to [104], top-down disinforma-
tion from politicians, celebrities, and other public figures accounted for 69%
of overall social media activity. Furthermore, approximately 60% of COVID-
19-related content on Twitter was distorted, repurposed, and rewritten, while
38% of disinformation was entirely fabricated. Politifact.com, a nonprofit
fact-checking project, also mentioned that trustful and mostly trustful news
about the coronavirus represented only around 10% of the overall distributed
information. SNSs users tend to connect with other like-minded users, a
phenomenon known as “birds of a feather” or homophily [196],197]. Besides
human users, earlier research has shown that bots (i.e., non-human users
controlled by algorithms) play a critical role in disinformation propagation.
Messias et al. [125] described how bots interacted with people to obtain expo-
sure. In politics, a well-known example is the 2016 U.S. presidential election,
during which bots were utilized to extensively disseminate disinformation.
According to Pew Research Center, 66% of all tweeted links to famous web-
sites were shared by bots. In addition, bots have been proposed to be essen-
tial to promote viral transmission of material from sources of low credibility
and may be able to amplify disinformation [105]. While investigating the
frequency and behaviors of Twitter followers from seven German parties be-
fore the 2017 political campaigns, Keller and Linger (2019) discovered that
social bots increased from 7.1% to 9.9% [198]. Furthermore, bots were used

20
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to propagate and promote fake news about vaccination [199]. Gallotti, et al
(2020), carried out the research on the COVID-19 infodemic and revealed
the information flow paths between humans and bots [200]. A study of so-
cial media manipulation during the 2020 U.S. presidential election identified
distinctions in the behavior of right-leaning and left-leaning bots [201]. More-
over, bot activity is associated with hate toxicity in more densely populated
and isolated local areas in the United States and the Philippines, according
to [202].

Based on this background, an essential research topic is how bots operated
during the COVID-19 infodemic to spread misinformation. A retweet is a
kind of information-sharing behavior by which any user can instantly share
messages with their followers. A retweet may be both a useful communication
tool and a self-serving action by attention seekers [203]. According to [204],
a popular tweet has a fascinating context or is retweeted by an influencer.
Based on the research of [205], the popularity of a user does not always
suggest a high degree of influence, and vice versa, demonstrating that the
popularity and impact of an influencer are loosely associated. In addition, it
is believed that a user’s contextual information (e.g., social network topology,
tweet content, URLs) influences retweeting behavior [206-208]. Retweets
employed in this study sheds light on how COVID-19 disinformation is spread
in an information environment populated by bots.

Misinformation is divided into numerous forms, one of which is conspiracy
theory [209]. A conspiracy theory has the negative consequence of eliciting
emotions such as avoidance, anxiety, wrath, and hostility, which may lead
to illogical conduct [209]. For example, a local Belgian newspaper reported
on the 5G conspiracy theory on January 22, claiming that a local doctor
suggested that 5G might be related to the coronavirus [71,210]. Due to this
conspiracy belief, 5G cell phone towers in the United Kingdom have been
set on fire [211]. According to another version of this conspiracy theory,
5G modifies people’s immune systems and changes DNA architecture, mak-
ing them more susceptible to the coronavirus [212,213]. Another prominent
conspiracy theory focused on Bill Gates, the co-founder of Microsoft Corpo-
ration. It alleged that Gates supported the implantation of monitoring chips
in individuals under the guise of forced coronavirus vaccination [214,215].
U.S. political groups were found to have a considerable partisan bias about
this conspiracy [216]; the right-wing was more inclined to believe in this
conspiracy than the left-wing.

The above-mentioned conspiracy theories about 5G and Bill Gates were
concentrated to analyze the propagation of misinformation during the COVID-
19 infodemic. Other topics such as “WHO” and “Trump” (the 45" U.S. pres-
ident) were analyzed for comparison as well. These keywords were chosen
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because disinformation on health and politics grew during the COVID-19 in-
fodemic. Furthermore, a recent study [217] found that Trump was the main
source of fake news amid the COVID-19 pandemic.

In this study, the categorization of credible and non-credible bots in
retweet networks are based on four topics. The retweet activity, as well as
other attributes, are then compared among the four themes. This research
helps to understand how bots contributed to the COVID-19 infodemic and
provides insights into a mitigation approach.

4.2 Data and Methods

4.2.1 Data

To characterize the COVID-19 infodemic, Twitter was used as the data
source. Case-insensitive COVID-19 relevant keywords, including “corona
virus,” “coronavirus,” “covid19,” “2019-nCoV,” “SARS-CoV-2,” and “wuhanpneu-
monia” were prepared in advance for data collection. Using Twitter’s stan-
dard search API, 279,538,960 English posts were collected from February 20
to May 31, 2020. Of those posts, 23,1515,441 (82.8%) were retweets. As
stated previously, the four fake news-related topics that included “WHO,”
“Trump,” “Bill Gates,” and “5G” were concentrated in this study. Table
shows the breakdown of this dataset. Some accounts in the dataset might be
deemed harmful and were suspended based on Twitter’s spam policy between
the dates the data was collected the tweets and the date corresponding bot
scores were calculated; these users were therefore excluded from this study.

4.2.2 Methods

According to a list of non-credible websites posted on MisinfoMe E], and
a list of non-credible news website domains issued in [218], 893 responsive
domains from a total of 1,143 domains were collected and used as the non-
credible domain list. A list of credible media domains given by [219] was
examined and 30 (all responding) credible media sites were identified (The
dataset was achieved in our published paper [50]). Furthermore, two promi-
nent scientific publications Nature land Science )| were included to the list of
credible websites. Totally, 32 credible domains were determined. Based on

"https://misinfo.me
2https://www.nature.com
Shttps://www.sciencemag.org/
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Table 4.1: Overview of COVID-19 tweets by topic.

Unique Users

ESI:r(iu(eU) with fgg/esn; age # Tweets 7 Retweets
Bot score (US)
WHO 88,719 73,704 83.1 128,016 46,650
Trump 1,125,251 947,694 84.2 5,631,459 2,322,036
5G 67,523 55,315 81.9 97,638 31,814
Bill Gates 94,584 77,896 82.3 138,042 75,885

the credible and non-credible domain lists, each tweet was labeled as “cred-
ible” if it had a URL from the credible domain list, and “non-credible” if it
contained a URL from the non-credible domain list. Then, given a topic, each
user was labeled as “credible” if they exclusively retweeted credible tweets
and “non-credible” if they exclusively retweeted non-credible tweets. In other
words, non-credible users are those who retweeted, at least one time, a URL
from the non-credible domain list but have never retweeted a URL from the
credible domain list.

Similarly, credible users were defined as well. Note that a user’s label
may vary from topic to topic. For example, in the 5G topic, an account is
labeled “credible” if the user retweets credible domains only in that topic,
even if the user retweets non-credible domains in other topics.

In addition, Botometer (as described in Sec. API V3 was used to
classify users into bots and humans. 0.54 was determined as the criterion
in this study after several trials. This threshold means that if a user’s CAP
value was greater than or equal to 0.54, the user was deemed a bot; otherwise,
the user was regarded as human. Users were classified into five categories for
analysis based on the preceding discriminative requirements for credible /non-
credible and bot/human: credible humans (CH), non-credible humans (NH),
credible bots (CB), non-credible bots (NB), and other.

4.2.3 User verification by human annotators

The user categorization (i.e., CH, CB, NH, NB) mentioned in the pre-
vious section has an impact on the results of the analysis. To confirm the
reliability of the classification, human annotators carried out manual veri-
fication. First, 200 accounts were randomly sampled for bot classification,
with 100 labeled as bots and 100 labeled as humans. The accounts were
then assigned to two human annotators. They were asked to examine each
user’s profile and tweets independently before labeling a user as a bot or
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human. The categorization consistency was then tested by Cohen’s kappa
(k). K = 0.68 suggests significant agreement between the two annotators,
showing that the bot score threshold used is sufficiently reliable. Cohen’s k
is interpreted as follows: 0.0-0.2 for mild agreement; 0.2-0.4 for reasonable
agreement; 0.4-0.6 for moderate agreement; 0.6-0.8 for significant agreement;
and 0.8-1.0 for near perfect agreement [186].

With two additional annotators, a similar verification procedure for cred-
ible / non-credible categorization was carried out. They evaluated 100 ran-
domly selected accounts, with 50 labeled as credible and 50 labeled as non-
credible, by reading their tweets and profiles, and then classified them as
credible or non-credible users. Following that, Cohen’s was calculated, yield-
ing k = 0.70, suggesting a significant agreement. With the help of manual
verification, the credible / non-credible categorization based on the afore-
mentioned criteria is also adequately reliable.

4.2.4 Retweeted behavior analysis

To investigate information spreading patterns by topic, a retweet net-
work corresponding to each topic was generated, with nodes representing
users, and a directed edge formed between the source and the target user
whenever a target user is retweeted by a source user. The retweet network
was then used to quantify structural properties. The retweet network, for
the purpose of visibility, was visualized with bots and chosen accounts (as
anchors) by using the graph layout algorithm ForceAtlas2 [189] embedded
in Gephi [220]. The selected users with a large indegree were highlighted.
Those users include famous politicians, well-known mainstream media, and
right-wing media from the top 40 indegree users. Moreover, temporal pat-
terns of retweet activities by topic among four types of users (i.e., CH, CB,
NH, NB) were compared. Furthermore, the way bots interacted with media
and celebrities using the aggregated retweet network (n = 211) based on
the bots that appeared across the topics was quantified as well. For this,
19 credible media and celebrity accounts (CM and CC), and 12 non-credible
counterparts (NM and NC) were first identified through examining their
user profiles, their Wikipedia articles, their official websites, and Media Bias
/ Fact Check, E] etc. Then, media and celebrity accounts were classified as:
(a) those retweeted by non-credible bots only; (b) those retweeted by both
credible and non-credible bots; and (c¢) those retweeted by credible bots only.
The retweet network visualization process was the same as above.

‘https://mediabiasfactcheck.com
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4.2.5 Retweeted contents analysis

In addition to the retweeting behaviors, the retweeted content was also
examined in each topic. Due to the insufficient amount of text content in
retweets of the dataset, retweeted Internet publications were investigated
by visiting corresponding hyperlinks or URLs. Then, the articles retweeted
by credible/non-credible humans and bots were collected, respectively. The
retweeted articles were characterized by their noun phrases, with their im-
portance measured by the TF-IDF (as described in Sec. score. For this
study, the top 30 nouns from credible users and the top 30 nouns from non-
credible users were sorted, and then, the nouns were combined into a single
list without duplicates for each topic.

To compare relevant phrases used in articles retweeted by credible and

non-credible users, TF-IDF results were summarized by another form, the
laterality index (LI) [221], which is defined as follows (similar with Sec.
3.2.2):
_C-NC
~ C+NC’
where C' represents the TF-IDF score for words used in articles retweeted by
credible users and NC' represents phrases used in articles retweeted by non-
credible users. LI compares the significance of a phrase between credible
and non-credible sites. A negative LI implies that the word is associated
with non-credible sites; a positive LI shows that the word is associated with
credible sites; and LI = 0 indicates that the word is equally relevant in both
sites.

LI LI e[-1,1], (4.1)

4.3 Results

4.3.1 Retweet network structure

Using pre-processed COVID-19 retweets, the retweet interactions between
humans and bots for each topic were investigated. Fig. shows the result-
ing retweet networks. It is worth noting that segregated patterns occurred
across all topics studied, with dense connections inside and sparse connec-
tions in between.

In the “WHO” network (n = 88,719), 3.8% of branded users are non-
credible, whereas 19.7% are credible bots. The credible group included
official media accounts such as “@washingtonpost,” “@QABC,” “@Reuters,”
“@CNN,” and “@BBCWorld,” and was separated from the non-credible group,
which included “@DailyCaller,” “@gatewaypundit,” and “@KimStrassel” (Fig.
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4.1al). It is discovered that non-credible bots were emerging around the
U.S. conservative columnist “@KimStrassel” (Kimberley Strassel), as well
as “@DailyCaller” (an American right-wing misinformation website) and
“@gatewaypundit” (an American right-wing misinformation website) (an Amer-
ican far-right website publishing misleading news). A similar result was re-
ported in [222]. These findings suggest that the non-credible bots may be
aiming to connect with politically right-leaning users in order to enhance
their exposure to negative content. Although WHO itself is a neutral topic,
partisan asymmetry was evident during the COVID-19 infodemic.

According to [223], the retweet network during the 2010 U.S. midterm
election displayed typical “left” and “right” separated groups. To investigate
whether “Trump” under the context of COVID-19 infodemic was holding
comparable characteristics, the retweet network of “Trump” was generated.
Fig. depicts the Trump network (n = 1,125,251) with 3.2% of the la-
beled users being non-credible bots and 23.5% being credible bots. The num-
ber of non-credible bots and credible bots are 694 and 5,400, respectively.
Here, “@HillaryClinton” (Hillary Clinton) and “@JoeBiden” (Joe Biden),
representing the progressives, were separated from the conservative cluster,
which included “@realDonaldTrump” (Donald Trump). In the context of the
COVID-19 infodemic in 2020, the political echo chamber was detected again.
A notable discovery was that “@realDonald Trump” was largely retweeted by
non-credible bots (shown in red), whereas “@HillaryClinton” and “@Joe-
Biden” were less so.
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In terms of “5G,” two distinct groups were observed once more in the
retweet network (n = 67,523), with 1.62% of the labelled users being non-
credible bots and 8.82% being credible bots (Fig. [1.1d). On top of the net-
work, one can find “@davidicke” (David Icke) and “@davidkurten” (David
Kurten). The former is a conspiracy theorist, while the latter has been a
member of the UK Independence Party (right-wing populist party) since
2016 [224-226]. They were the two most-retweeted users of the 5G conspir-
acy topic. In Fig. [4.Id the mainstream British media “@BBCWorld” and
“@QWHO” were located on the opposite side of the network. On the side of
“@davidicke,” there were more non-credible bots, while on the other side,
there were more credible bots. Even though “5G” was considered to be a
popular conspiracy theory in the early days of the COVID-19 pandemic, its
incredible bots were less than the other topics.

“Bill Gates” is another topic that emerged as a conspiracy theory topic.
Regarding this topic, 5.95% of the users labeled in the retweet network (n =
94, 584) were not credible bots, while 18.0% were credible bots (Fig. |4.1d)).
Again, “@davidicke” and “@DailyCaller” were occupied by non-credible bots
on the right, while “@business” and “@thehill” were among the credible bots
in the cluster on the left. Furthermore, “@davidicke” was seen in both “5G”
and “Bill Gates” conspiracy theory topics; this account was suspended by
Twitter and is no longer available. There are no evident relationships be-
tween these bots in the “Bill Gates” network. This is because these bots
and labeled accounts did not have mutual retweeting linkages; for example,
“@DailyCaller” was retweeted by 336 humans, 294 of whom were non-credible
humans.

Then, indegrees (the number of retweeted posts by different users, a
metric of engagement) as a function of the CAP (Completed Automation
Probability, a type of bot score) was measured (Fig. 4.2). The comple-
mentary cumulative distribution function (CCDF) figures of indegrees of
each topic are visualized in Appendix (Fig. . Most users were def-
initely credible humans. It turns out that indegrees tend to be inversely
related to the bot score, and that indegrees for humans are, on average,
greater than those for bots across all issues. There, bots were less engaging
in retweets than humans in general. However, average indegrees of non-
credible bots are higher than those of credible bots (t-test, p = 0.00047). In
each topic shown in Fig. [4.2] there are bot outliers with higher indegrees.
For examples, “@so0leil82639” (NB) retweets messages in at least three lan-
guages, including English, Japanese, and French; these posts are relevant
to history, politics, and COVID-19. “@freesandstorm” (CB) was constantly
retweeting climate and environment-related tweets (“@BillEsteem” (CB) is
closed) as Fig. shows. The user, “@guidaautonoma” (CB) was a fan of
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classification (CAP=0.54).

autonomous cars; “@orion_pentict” (NB) retweeted anti-Biden tweets, and
“@KJovic” was an anti-lockdown supporter (Fig. [4.2c). In the “Bill Gates”
topic, “@Qdyro874” (CB) has been suspended; “@DrTony44” was retweeting
entertainment-related tweets; “@covid19 alert” (NB) was retweeting COVID-
19-related tweets; and “@ttocs35” has been suspended (Fig. [4.2d). These
non-credible bots were actually retweeted as many times as those of humans.
Therefore, they were as equally influential as humans. It is confirmed that
some outlier bots were actually suspended by Twitter and are no longer ac-
tive. Although the number of retweets by non-credible humans may be more
than the number of retweets by non-credible bots, the effects of the latter
are still non-negligible because of the existence of the outliers as well as the
parasitic nature of non-credible bots, which will be discussed later.

Above all, two segregated networks of information-spreading emerged in
all the topics examined. It turns out that one side of the dense connected
components was propagating credible sources, mostly by credible bots. By
contrast, the other component was diffusing non-credible information, mainly
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amplified by non-credible bots.

4.3.2 Parasitic natures of bots

Next, how bots selectively amplified voices from media and celebrity ac-
counts in the aggregated retweet networks mentioned in Sec. was ex-
amined. Fig. shows the results by bot category. The top five most-
retweeted accounts were plotted alongside. In Fig. it was evident that
non-credible bots were parasitic on far-right mass media accounts such as
“@DailyCaller” (k;, = 84), but the indegrees of the other four were signifi-
cantly lower. Note that “@QDailyPostNGR” is a local newspaper in Nigeria;
“@michaeljohns” is an American conservative pundit, speechwriter, and pol-
icy analyst; and “@nascarred14” was suspended.

Examining the accounts retweeted by both credible and non-credible bots
in Fig. revealed that the majority of non-credible bots were parasitic
on right-leaning celebrity and media accounts, such as “@DonaldJTrumpJr”
(kin, = 61). Trump’s most popular article was a repost from the website
“DailyCaller” titled “Chinese Government Finally Admits Underreporting
of Coronavirus Cases.” Other accounts included “@TrumpWarRoom” (“The
office of Donald J. Trump”) E|, “@seanhannity” (an American talk show host
and conservative political pundit), and “@yogagenie” (suspended). On the
contrary, most of the credible bots amplified the voices of legitimate media
accounts, such as “@washingtonpost” (k;, = 205), “@thehill,” “QCNNPol-
itics,” and “@Independent”. A notable exception is “@realDonald Trump”
whose posts were largely shared not only by non-credible bots (k;, = 29) but
also by credible bots (k;, = 199).

Fig. 4.3c[shows that major celebrities and media were selectively retweeted
only by credible bots, regardless of their political stance. The celebrities
included “@Kimstrassel” (conservative American author, k;, = 155) and
“@HillaryClinton” (American politician, k;, = 267). The other accounts in-
cluded “@guardian” (a British newspaper), “@JoeBiden,” and “@BillKristol”
(an American neoconservative political analyst).

These results further support that non-credible bots are not neglectable
in the context of the COVID-19 infodemic due to their parasitic natures
toward popular right-leaning users.

Shttps://donaldjtrump.com
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4.3.3 Temporal patterns of retweets in humans and
bots

It is assumed that the behaviors of non-credible bots are correlated with
non-credible humans rather than credible humans, because the intention of
non-credible bots would be to amplify the spread of misinformation including
conspiracy theories. Thus, the temporal patterns of human and bot retweet
behaviors were quantified to verify the hypothesis. Daily retweet counts were
scaled within [0, 1] for comparisons among credible/non-credible humans and
bots. Fig. 4.4 shows the daily series of retweets by humans and bots for each
topic, in which the patterns of retweets increase following similar trends.
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Figure 4.4: Retweet count series (scaled 0-1) generated for bots and humans
in four topics.

To statistically confirm this observation, the Pearson correlation coef-
ficient of these users’ retweet temporal oscillations were calculated. The
findings are summarized in Table [£.2] This demonstrates that non-credible
bot retweets correlated with non-credible human retweets to a much higher
degree than credible human retweets across all topics. Based on the anal-
ysis result of Pearson correlation coefficient, the preceding assumption that
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Table 4.2: Pearson’s correlation coefficients of retweets between NB and NH
and between NB and CH.

Topic Type Correlation Coefficient P-value

NB & NH 0.84 6.05E-29

WHO g ¢ cH 0.15 0.1250527

. NB & NH 0.96 1.65E-61

UMb NB & CH 0.82 1.81E-26

G NB & NH 0.45 1.31E-06
NB & CH 0.32 0.001031208

. NB & NH 0.91 1.46E-41
Bill Gates  \p ¢ cn 0.04 0.712220673

the behaviors of non-credible bots are correlated with non-credible humans
rather than credible humans, is partially supported. To further verify the
correlation between NB and NH, CB and CH, commonality in retweets gen-
erated by bots and humans were further considered in the following section.

4.3.4 Commonality in retweets by humans and bots

Finally, terms (nouns), domains (URLs), and users that appeared fre-
quently in retweets generated by humans and bots were examined. Take the
5G topic for example. Fig. compares the importance of terms (as mea-
sured by TF-IDF) of 5G-related articles retweeted by bots and humans. The
non-credible bots selectively retweeted articles that included China-related
terms such as “wuhan,” “china,” and “‘chinese,” as shown in the red bars
of Fig. (a) and (b), and the non-credible humans did the same. The
following are some examples of articles:

(1933

“The China Coronavirus 5G Connection is a very important factor when
trying to comprehend the coronavirus (formerly abbreviated 2019-nCoV, now

COVID-19) outbreak.” [

Such articles attempted to subjectively link China with coronavirus and
highlighted Wuhan as a test city for China’s 5G rollout. The blue bars in Fig.
(a) and (b) show that credible bots and humans retweeted articles with
the word “conspiracy.” This suggests that both credible bots and humans

Shttps://worldtruth.tv


https://worldtruth.tv

64

retweeted articles intended to alert readers to the conspiracy theory. Here is
an example of the article:

“One theory claims that the novel coronavirus originated in Wuhan be-
cause the Chinese city had recently been rolling out 5G. It’s now supposedly
spread to other cities that are also using 5G. These false conspiracy theo-
ries neglect to mention that a highly contagious virus would naturally spread
more in densely populated cities with access to 5G, and that the coronavirus
pandemic has hit countries like Iran and Japan where 5G isn’t in use yet.”m

These results suggested that the 5G conspiracy theory spread within an
echo chamber fabricated by non-credible users, while shutting down criticiz-
ing voices from a credible cluster.

The same linguistic analysis was performed inlcuding, “WHO,” “Trump,”
and “Bill Gates,” yielding similar linguistic features (Appendix [B| Fig. |B.2)
That is, in the Trump topic and the others, articles containing China-related
terms were preferentially shared by both non-credible bots and humans.
These consistent patterns indicate that non-credible humans were spread-
ing China-related mis/disinformation and conspiracy theories, which were
amplified by non-credible bots with political leanings.

In addition, the shared terms’ ratio for each topic was calculated. Non-
credible bots and humans shared 57%, 90%, 50%, and 30% of the terms in
the retweeted articles for the “WHO,” “Trump,” “5G,” and “Bill Gates,”
respectively (cf. credible bots and humans shared 73%, 93%, 70%, and 40%
of terms, respectively). This implies that non-credible bots and humans are
topically similar; hence it may be difficult to distinguish between humans and
bots simply from the observation of several tweets. These findings imply that
non-credible humans were disseminating China-related misinformation and
false claims, and that non-credible bots were likely amplifying their effects.
The ramifications will be revisited later.

"https://www.theverge.com
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Furthermore, it is suggested that both non-credible bots and humans
exhibit high commonality in retweeted domains (URLs) and retweeted users.
In the 5G topic, for example, non-credible bots and humans shared many
popular domains and users (Table . The same analyses were carried out
for other topics, as well. Table shows the shared domains and users that
often occurred in retweets across all topics for each user type. The non-
credible bots shared many in common with the top 10 retweeted domains
and users, suggesting the commonality in retweet behaviors between non-
credible bots and non-credible humans (as well as credible bots and credible
humans). These results lend credence to the assumption that non-credible
bots followed non-credible humans rather than credible humans.

4.4 Discussion

This study explored the involvement of bots by evaluating retweet net-
works, temporal patterns of retweets, and retweeted contents during the
COVID-19 infodemic. Misinformation and conspiracy-theory-related topics
were addressed for the study, such as “WHO,” “Trump,” “5G,” and “Bill
Gates.” Two main conclusions are drawn from previous analyses: bots’ seg-
mented retweet networks and their temporal and topical commonalities. In
this section, it is necessary to re-examine the findings and analyze their im-
plications.

First, retweet networks were segregated and parasitic, implying two types
of voices or echo chambers in all issues (Fig. [4.1). The first symbolizes
mainstream media and official institutions, while the second represents right-
wing (self-)media and celebrities. The echo chamber effect may enhance
mis/disinformation from non-credible sources while impeding the spread of
information from legitimate sources. User indegree (Fig. suggested that
the basic influence of retweets by non-credible humans can be substantially
more than that of credible bots. However, one can conclude that bots did not
play a significant role in the COVID-19 infodemic as they did in prior political
events, such as the 2016 U.S. presidential election. However, it is not easy to
draw such an affirmative conclusion. The clustering of non-credible bots may
be indicative of a partisan asymmetry and the fact that non-credible bots
follow non-credible humans. In particular, non-credible bots were parasitic
on far-right media and celebrity accounts, amplifying their voices (Fig. [4.3)).
It is speculated that non-credible bots targeted such powerful accounts in
order to gain amplification from prestigious accounts with social capital and
high follower counts, hence expanding their reach and engagement. Non-
credible bots’ parasitic role helps to interact with accounts that may allow
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them to have their narratives or opinions amplified into the public scope.

Second, this study demonstrates that, for each topic, retweet actions and
content were substantially associated between non-credible bots and non-
credible humans (Figs. and [1.5). It is discovered that non-credible bots
distributed China-related terms (e.g., “wuhan,”“china,”“chinese”) from non-
credible sites and users in the 5G and the other topics (Fig. and Table
in Appendix). These regular trends may indicate that many (but not all)
non-credible humans were disseminating China-related false claims, while
non-credible bots amplified their effects. It is suggested here that Trump’s
racism slander phrase “China virus” aiming at Chinese and Asian Ameri-
cans encouraged Asian hate and Sinophobia (anti-Chinese emotions) across
Western nations. Therefore, it is suggested that bots were used to distribute
such lies during the early stages of the COVID-19 infodemic. Even though
many malicious accounts were suspended on Twitter during the COVID-19
infodemic, sophisticated bots remained active and selectively parasitic on
the partisan clusters. Overall, these results suggest that the contribution of
non-credible bots in the COVID-19 infodemic should not be ignored.

The role of bots as weapons for online manipulation and political inter-
ference should be reevaluated in light of this evidence. This means that
the information ecosystem of bots needs to be constantly examined. This is
especially important when it is necessary to figure out the bots’ synergetic
mechanism for mis/disinformation diffusing, which is not investigated in the
current settings. But this could still be a real threat to society in the future.
The WHO mentioned that an infodemic is a “second disease” that came out
simultaneously as COVID-19. It is important to take action right away to
stop this infodemic. As this study demonstrates, social media analysis is
crucial to get an overview of an infodemic and gain insights into a mitigation
strategy.

This study has some limitations that need to be solved in future research.
The study did not obtain a complete picture of how users interact with each
other because Twitter has been removing “malicious” users. In addition,
more information about the sources of credible and non-credible domains
(URLs) is necessary to label more domains in the study. A collective effort
is needed to address the availability of a credible/non-credible domain list.
Despite these limitations, this study contributes to our understanding of the
role that bots play in the propagation of misinformation during an infodemic
during a global healthcare crisis. It also highlights the need to develop an
effective method to deal with the behaviors of malicious bots.
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Table 4.4: Common domains and users retweeted by non-credible users (NB
and NH) and by credible users (CB and CH).

(a) Domains

Topic NBNnNH CBnNnCH

WHO 6 8

Trump 10 8

5G 3 9

Bill Gates 6 8
(b) Users

Topic NBNnNH CBnCH

WHO 8 6
Trump 7 7
5G 5 4
Bill Gates 7 7




Chapter 5

Conclusions and future work

5.1 General findings

The COVID-19 pandemic continues to evolve, and we do not know when
the pandemic will be under control. Generic SNS users continue to suffer
anxiety about coronavirus and the negative mental and emotional impacts
of lockdowns, and to be affected by its effects on economics, social life, daily
work, traveling, education, etc. Misinformation about the virus is believed
to have emerged from the pandemic and its multiple impacts. Therefore, the
COVID-19 infodemic could continue for an extended period. How to cope
with the infodemic is still a problem for all stakeholders including SNSs,
generic SNSs users, governments, platform developers, and researchers.

Here, we first briefly recall the findings of two studies. This study ana-
lyzed the features of the early stages of the COVID-19 infodemic using net-
work techniques and machine learning tools. The study narrows the knowl-
edge gaps about this COVID-19 infodemic in two aspects. Regarding RQ1:
What kind of conspiracy theories evolved during the COVID-19 infodemic?
It is suggested that the meta conspiracy theory QAnon is evolving. But its
evolution is not limited by its own contextual meaning. QAnon has stretch
itself to a much broader boundary, leading to a larger meta conspiracy the-
ory. The dynamics of trending fake news related topics, such as “WHO,”
“Trump” and conspiracy theory related topics, “5G” and “Bill Gates” corre-
late with the evolution of QAnon. For example, both QAnon and “5G” show
anti-Asian bias. Furthermore, the meta QAnon conspiracy theory seems to
include every popular misinformation topic, including recent emergent misin-
formation topics, such as “#plademic” and anti-vaccine topics. To mitigate
the negative effects of these topics, it may be necessary to gently inform
less biased users about the truth about QAnon to protect them from being
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pushed to the pro-misinformation side. This strategy of studying the QAnon
strategy could also be applied to other conspiracies during the COVID-19
pandemic. These results indicate that QAnon is a major evolving meta con-
spiracy theory during the COVID-19 infodemic.

Regarding RQ2: Did bots play a role in disseminating conspiracy theories
as part of the COVID-19 infodemic? Bots were playing a role in QAnon
(~ 25% QAnon users were bots). It is proposed here that bots play a role in
the propagation of conspiracy theories during the COVID-19 infodemic. It is
discovered that bots tended to be located in segregated clusters on topics of
conspiracy theory and misinformation. However, unlike the 2016 presidential
election, bots operating in the context of the COVID-19 infodemic tend to
follow humans, indicating that they are not playing a leading role. Moreover,
bots are likely to be parasitic towards influencers and institutional accounts
in order to get more exposure on online SNSs. As far as QAnon is concerned,
bots in the pro-QAnon cluster have been decreasing, but the QAnon topics
have increased, indicating that simply removing malicious users, including
bots, may not be enough to mitigate the evolution of QAnon conspiracy
theory. Research on the role of bots helps people to broaden the scope
of understanding the nature of bots and further helps to find additional
solutions to mitigate the effects of malicious bots during the pandemic.

5.2 Implications

The overall research offers a hint for mitigating misinformation during
COVID-19 infodemic. To mitigate QAnon spreading online, Twitter is sim-
ply removing malicious users, but one can easily register a new account again.
Twitter did not release the technical details on how they remove them. In
addition to this removal policy, we might be able to ban malicious hashtags.
First, malicious hashtags promote misinformation topics by hijacking. Ma-
licious hashtags tend to hijack a popular hashtag to promote a target topic
that is significantly different from its contextual meaning [227,[228]. Recall
that Fig. (Chapter 3) shows that a large portion of hashtags of the
QAnon conspiracy umbrella are not related to QAnon at all, which might be
explained by hashtag hijacking. These hashtags were probably hijacked by
QAnon. If malicious hashtags were removed, users who are spreading simi-
lar misinformation would not be able to connect malicious users by querying
those hashtags, and the possibility of touching harmful retweeted articles and
misinformation, which connect some potentially malicious hashtags, could be
reduced. Second, a hashtag is linguistically unique. Creating a new mean-
ingful hashtag and making this new hashtag known to the public is more
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difficult than creating a new account. Additionally, as a hashtag is usually
uniquely symbolized, users require longer time to realize that a new hashtag
has replaced the removed one. However, the hashtag is an important fea-
ture for almost all SNSs. Arbitrary suspension of hashtags could result in
unpredictable harm to a component of an SNS ecosystem, such as freedom
of speech. To some extent, the harm caused by hashtag suspension could be
greater than user suspension. After all, recovering a suspended hashtag could
be a problem. Therefore, we need more advanced algorithms and the nec-
essary manual work to identify “malicious” hashtags. Furthermore, it could
be necessary to establish a precaution system to warn users against poten-
tially malicious hashtags. These hashtags can be tagged with some labels to
remind people of their hazards. Before adopting any further measures, we
should consider ethical risks very carefully.

It is noted that recent fake information can be expressed by any type of
media, e.g., DeepFake is able to produce fake videos [229], and GPT-3 can
produce human-like texts [17]. These misinformation are usually content-
based. Recall that Chapter |4f found out that non-credible bots were identi-
fied as being parasitic on non-credible accounts, and they always retweeted
misinformation. We could use this parasitism feature to identify misinfor-
mation. For example, an SNS is able to highlight a non-credible bot with
a special tag to warn ordinary users against their diffused misinformation
(both retweets and tweets). Moreover, the fact that non-credible bots are
parasitic on right-wing celebrities suggests that a right-wing article (could
be any fake images, fake videos, texts) could be retweeted many times by
non-credible bots. That is to say, the more a retweeted article is retweeted
by non-credible bots, the more likely the article belongs to misinformation.
This strategy might help detect any type of Al-produced misinformation.
Regarding the implication of role of bots, an SNS is able to highlight a non-
credible bot with a special tag of the SNS interface to warn ordinary users
against their diffused misinformation (both retweets and tweets). Moreover,
the fact that non-credible bots are parasitic on right-wing celebrities (Fig.
Chapter 4) suggests that a right-wing article could be retweeted many
times by non-credible bots. That is to say, the more frequently a retweeted
article is retweeted by non-credible bots, the more likely the article belongs
to misinformation category. This might contribute to reducing the effort to
identify misinformation diffused by bots.

Above all, QAnon-meta conspiracy theory has become a major compo-
nent during the COVID-19 infodemic. QAnon has raised its most passionate
followers. For example, Trump supporters rushed into the U.S. Capitol,
deepening the U.S. social cleavages and expanding QAnon’s global impact.
Moreover, QAnon’s harmful impact will influence less-leaning users and the
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innocent public to convert their bias to the violent and redial conspiracy
theory. Furthermore, young people could have been attracted by irrational
conspiracy theory, which has already induced a negative effect on society,
such as Asian-hate violence in western countries. QAnon cannot become
the major threat during the COVID-19 infodemic without the help of bots.
High-in-degree bots significantly help diffuse conspiracy theories and related
misinformation retweeted from humans. To get exposure as much as possible,
they were parasitic on controversial accounts like Trump and even famous
writers. To undermine the influence of the current infodemic, intervening in
misinformation hashtags could be an alternative. It is pointed out here that
the data used in the research are limited to Twitter. However, the above-
mentioned implications could also be applied to other SNS platforms, such as
Facebook. It is known that bots are not forbidden on Twitter, but they are
on Facebook. Although Facebook has developed an “official” method for bot
detection [230], parasitism and the topology of the bot retweet network iden-
tified in this research could contribute to the development of an optimized
method in the future.

5.3 Future work

Recall that pro-QAnon-leaning humans and right-wing influencers were
active during this infodemic. Together with non-credible bots, they tended to
diffuse misinformation and conspiracy theories. This kind of behavior makes
it extremely difficult for the lay public, especially for less-leaning users, to ex-
tract helpful information during the pandemic. This problem is similar to the
research question: How can malicious users on social platforms be removed
during an infodemic? This could be a focus of future studies after complet-
ing this Ph.D. study. Ideally, an online system that can detect malicious
users on popular platforms, such as Twitter, Facebook, Weibo, and others,
is expected to be developed. The system could contribute to maintaining a
healthier online ecosystem and help people distinguish misinformation and
conspiracy theories from credible information.
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Appendix A

Appendix for Chapter 3

A.1 Co-occurrence network clusters

The top three most popular topics are “US politics,” “News” and “Daily
life,” described as follows.

A.1.1 class 0, n = 84, green : US politics

In addition to QAnon hashtags, such as “MAGA” (Make America Great
Again), “WWGIWGA” (Where We Go One We Go All), and “WAKEUP,”
political celebrities including “TRUMP,” “BILLGATES,” “JOEBIDEN” ex-
isted as well identified in the class. Misinformation hashtags such as “CON-
SPIRACY” (k = 1,056), “FAKENEWS’ (k = 6,686), “TRUTH” are identi-
fied as well. China-related conspiracy theory hashtags including ‘CHINAVIRUS’(k =
3,273), “CHINESEVIRUS” (k = 2,795), WUHANVIRUS” (k = 2,757) and
human rights hashtags such as “BLACKLIVESMATTER” (k = 6,390) and
“METOO” (k = 1,073) existed in the class as well.

A.1.2 class 2, n =93, purple: News

The conspiracy-theory related hashtags, “WHO” (k = 8,042) and “5G”
(k = 3,364) are spotted in the class. In addition, science-related hash-
tags such as “VACCINES” (k = 10,843), “SCIENCE” (k = 4,698), “RE-
SEARCH’ (k = 1,459), “HEALTHCARE” (k = 3,185) and “CLIMATE-
CHANGE” (k = 3,123) are spotted.



A.1.3

This class comprises people’s daily life amid the pandemic including
“STAYHOME” (k = 17,960), “SOCIALDISTANCING” (k = 12,957) and
“QUARANTINE” (k = 12,623). Meanwhile, we identified religious hash-
tags, including “GOD” (k = 1,112) and “JESUS” (k = 1,953). Top 40

class 6, n = 73, cyan: Daily life

degree hashtags of modularity class 0, 2, 6 are shown in Table [A.T]

Table A.1: Top 20 popular hashtags in class 0, 2, and 6 of QAnon hashtag

co-occurrence network.

Rank
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A.2 QAnon learning
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Figure A.2: Distributions of QAnon-leaning (L) for (a) all users, (b) pro-
leaning users, and (c) anti-leaning users. L for less-leaning users is shown in
Fig. 3.3
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A.3 The number of retweets
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Figure A.3: The number of retweets for pro-leaning, anti-leaning, and less-
leaning users and total.



101

-01dog) e Ul pIom PR Jo doue)IodI 1) 93RIIPUI SONRA JUSIIIJOO))

(SMOU L, T00°0 + TR[OYDS, 7000 + Juopisaxd, 000 +  Susmu, G000 + [PUONRY, ,900°0 + OWOY, 9000 + UN®OU,x900°0 + 104,4,900°0 + JIoquour, 9000 + . J1de, ,g10°0 41
«PTIOM ,£00°0 + ([BUONRIL, ,£00'0 + (IOWIOL, 4 £00') + JUSUWIINA0G, ,F00") + AI,4C00°0 + dum1, 6000 + JuPpIsard, ,c00'0 + (SN, ;,900'0 + (JIOK,4L00°0 + IHEIU4TTO'0 1T
JSPULLT00°0 + (PIeUL,€00°0 + (JUPISAId, 4 £00°0 + (PSPUI, 4 €00°0 + XOFx€00°0 + (ISTxF00°0 + (TRUNM 4 F00'0 + (UHE U5 F00°0 + ([11d%,4900°0 + SMIU,, /000 [0)8
Huptsald, , F00°0 + ([, F00'0 + BB F00'0 + (SSI8U0D ,F00°0 + 10K 47000 + WISCLsF00°0 + (AWM, F00'0 + (2184 C00°0 + (SMOULL00'0 + (OSNOY,4600°0 6
IS1,4€00°0 + AWy, ,€00°0 + (PSNOY,4E00°0 + (SMOU,, €000 + (PUIND4E00°0 + S04, 47000 + IBPISAId,,H00'0 + (UIWRIA 4 F00'0 + (1148, ,G00°0 + (UIE, G000 8
ISBLF000 + (SMOUF00'0 + (PHOM 4 F00°0 + (JuOpIsoad, ,F00°0 + (AW ;7000 + (2¥el 7000 + (U¥eIP. G000 + ([H1de,4¢00°0 + B x900°0 + SHOL 4 L00°0 L
(PRI F00°0 + JUISWWIAOS, 4 F00'0 + (2N, xG00°0 + (ATM0D,,G00°0 + ([Md®,4G00°0 + (SN0, xG00°0 + (IPISAId,,900°0 + (AWM, 4)00°0 + (SMOU,4600°0 + (TIBOU.48T0°0 9
110849000 + (MB[5900°0 + JuPISaId, ,900°0 + $818U00,,900°0 + (PN x900°0 + (PIINWUOD, ) 000 + (PIHOM /000 + ([PUOHU, L0100 + (SO TT0'0 + (B x610°0 g
ISTY,5700°0 + (Arenuel, ,700°0 + I0qUIP, 4 F00'0 + (10L,4C00°0 + UHBIY5C00°0 + (ISL5C00°0 + (JIOqUIDUL 4 CO0') + (SMOU, /000 + (IPTCUL,,800°0 + [Hd®, 4100 ¥
(PHOM ,F00°0 + (PUID, 47000 + (PN, 4 F00°0 + (JUOUUIA0E, , F00'0 + IS®[5G00°0 + (JUOPIsaId, G000 + (SMOU,,900°0 + (ISOUIYD,, 9000 + Awmny, 8000 + IBOU,5010°0 €
pIsAId,  $00°0 + (XOF5F00°0 + (ISLF000 + (AWNIY, F00'0 + (NI0L G000 + ([PUOHRU, G000 + (IIWERIA,,900'0 + (HEIU.5800°0 + (1A ,0TO'0 + SMIU,,0T00 4
(TOULIOY , €00°0 + (PTIOM,4E00°0 + (SMOU,FO0'0 + SN0, F00'0 + PIeNT, 49000 + (AHUINd,4L00'0 + [BUOWEU, 8000 + IUPISAId, ,,600°0 + UHEI 100 + dumi, /100 T
sotdof, (1 owdog,

VT Sutsn pojorIxe so1do, gy o[qRL

sisATeue Surpouw 21do) v(AT ¥#'V



Appendix B

Appendix for Chapter 4
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Figure B.1: CCDF curves for users of each topic.
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B.2 Term importance for each topic
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Figure B.2: Top 30 featured terms by importance ranking of credible users
and non-credible users’ articles of “WHO”, “Trump”,and “Bill Gates” topics.
Red bars indicate the term was from the articles retweeted by non-credible
users; while blue bars indicate the term was from the articles retweeted by
credible users. (We selected the top 30 terms from credible users category
and top 30 terms from non-credible users category and then merged them
without duplicates.)
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B.3 Retweeted domains and users

Top 10 retweeted domains and users favored by credible/non-credible
humans and bots. Green for credible users; red for non-credible users; blues
for others. Column labels indicate the user type who retweeted.
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