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Periodic networked imaging with nanoscale
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Abstract—As the Internet of Things (IoT) has become a
widespread phenomenon, promising sensor applications at the
nanoscale have begun to emerge. One example is imaging via
distributed massive nanoscale nodes (NSNs), which can be used
to implement “invisible surveillance cameras” by, for example,
painting liquids containing nanoscale sensors onto walls. This
imaging method requires periodic data transfer from thousands
of NSNs to a data collection node (DCN). An essential technique
for handling such transfers is the media access control (MAC)
protocol. However, existing protocols cannot support periodic
transfer from numerous NSNs because of inefficient communi-
cation caused by a large amount of headers in the packets. In
this paper, we introduce an original MAC protocol and discuss
its capability in terms of implementing imaging applications.
The proposed protocol applies a time-division access feature to
reduce the amount of headers and a two-layered protocol to
enable simultaneous transmission among nodes. Slot assignment
is an essential function in time-division access and requires
communication among nodes. Unlike existing methods, our sim-
ple approach enables communication by exploiting the unique
features of the focused application. The results of the numerical
simulation reveal that the proposed MAC protocol allows for
periodic imaging with more than three thousand nodes and
produces high-quality images very close to those obtained using
ideal communication. These results are achieved by employing
an original design framework to determine appropriate key
parameters, such as number of clusters and frame rate.

Index Terms—Internet of Nano Things, nanoscale sensor
nodes, imaging, time-division access, clustering

I. INTRODUCTION

THE age of the “Internet of Things (IoT)” is becoming a

reality. The use of sensor devices to collect and commu-

nicate meaningful data, such as images and sounds enables a

wide variety of valuable applications that can provide comfort

and convenience [1]–[6]. Recent developments in nanotechnol-

ogy have contributed to the miniaturization of sensor devices

performing functions such as sensing and communication [7]–

[19]. The remarkable progress to date offers the prospect

of ultra-small wireless sensor nodes [12]–[17], suggesting

the next phase of the IoT, namely, the Internet of Nano
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Things (IoNT) [20]–[28], which is expected to arrive in the

next few decades. Under this framework, future applications

that exploit nanoscale devices, including in-body monitoring

of biological activity and environmental monitoring, are ex-

pected to be developed [28]–[30]. In particular, a promising

application is the use of spatially distributed single-pixel

cameras to provide “invisible imaging,” that is imaging via

a massive number of invisible nanoscale nodes (NSNs) [31].

Using compressed sensing techniques, periodically transmitted

single-pixel data can be reconstructed into high-resolution

images at a data collection node (DCN). Invisible imaging

technology can lead to invisible monitoring and video record-

ing applications that can be applied to autonomous driving,

home security, and urban surveillance imaging.

It has been suggested that transferring the single-pixel data

from thousands of NSNs is necessary to implement invisible

imaging applications, primarily to obtain high-resolution im-

ages [31]. Such data would be transferred via wireless links,

which would require periodic transfer using packets, to support

video recording. An essential technique for handling this is the

media access control (MAC) protocol. Unfortunately, to date,

there exists no original work [31] that addresses an appropriate

protocol for massive periodic transmissions. In the invisible

imaging application, a transfer failure results in a lack of data

required for reconstruction and a corresponding reduction in

the quality of the obtained images. Accordingly, the protocol

design should consider both the communication capability and

the quality of the obtained images.

Enabling massive periodic transmission is challenging, as a

multitude of transmissions within a specific time interval often

leads to transmission errors, particularly packet collisions. The

existing MAC protocols, including CSMA/CA and/or time-

division access (TDA)-based protocols in wireless sensor and

ad hoc networks, do not support such a massive periodic trans-

mission (see Sec. VI). In CSMA/CA-based methods, redundant

time intervals and long headers significantly decrease the data

transfer capacity. Further, in TDA-based methods, efficient

transfer is possible if the assignment of time slots is correctly

established. However, this assignment requires a handshaking

process among the nodes with CSMA/CA-based access [22],

[32]–[39]; in a large-scale network containing a massive

number of nodes, this process is difficult to implement.

A. Contribution of the present work

In this paper, a hierarchical MAC protocol, which we call

two-layered time-division access (TL-TDA), is introduced, and

the image quality that can be obtained using this approach is

discussed. Our proposed method enables periodic data to be
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Fig. 1. (a) Networked imaging system with spatially distributed nanoscale sensor nodes (NSNs) accessed using proposed time-division approach. Each NSN
is equipped with a single-pixel camera. Obtained pixel data are periodically transmitted to a data collection node (DCN)using the proposed two-layered
time-division access (TL-TDA) protocol. At the DCN, the collected data are used to reconstruct images using an optimization method [31]. (b) Schematic of
proposed TL-TDA protocol. Single-pixel data are transmitted from each NSN to a cluster head (CH) in Layer 1. In Layer 2, each CH aggregates the received
data into a packet that is transmitted to the DCN. TDA is applied in both layers, with transmission timing provided by a DCN control station. This access
method enables a significant reduction in header size because, under its centralized approach, it eliminates the long headers and redundant time intervals
such as contention windows needed to avoid packet collision. The two-layered access also enables simultaneous transmissions from multiple NSNs, which
improves Layer 1 capacity.

transferred from thousands of nodes using 1) a two-layered

protocol with clustering, 2) a centralized approach with a

control station, and 3) a simple handshaking method based

on the unique node ID. Because a two-layered protocol with

clustering enables simultaneous transmission between clus-

ters, the proposed two-layered protocol achieves significant

enhancements in the capacity. Further, owing to the centralized

approach, the use of TDA enhances the performance by re-

ducing the number of redundant time intervals and the header

size. In addition, to assign time slots, a simple handshaking

method is introduced. Unlike existing methods [36]–[38], our

method does not require CSMA/CA-based access; instead,

all communications for both negotiation and data transfer are

established via TDA.

The key parameter in the proposed method is the number

of clusters. We theoretically provide a design framework to

determine the parameter that maximizes the data-collection

rate, which is related to the frame rate of the captured

video. The results of the numerical simulation reveal that

the proposed TL-TDA protocol achieves a high reception rate

even with more than three thousand nodes. This performance

in data transfer enables the high quality of periodic imaging

applications.

B. Notations and organization of the present paper

Notations employed throughout the present paper are listed

in Tab. I.

The rest of this paper is organized as follows. In the next

section, a brief overview of the focused imaging application is

provided. In Sec. III, we describe the proposed MAC protocol

in detail. A design method for determining the number of

clusters—a key parameter—is theoretically derived in Sec. IV.

Section V-A describes the scenario and parameter setup used to

evaluate the proposed protocol, and the imaging performance

is presented in Secs. V-B and V-C. A comprehensive review

TABLE I
NOTATIONS EMPLOYED THROUGHOUT THE PRESENT PAPER

Parameter Description

BL1 Bandwidth in Layer 1

BL2 Bandwidth in Layer 2

H The number of the cluster

Hopt The optimal number of the cluster

L The size of the data packet from NSNs

M The total number of NSNs

Mi The number of NSNs belonging to the i-th cluster

NL1 The number of the time slots in Layer 1

NL2 The number of the time slots in Layer 2

RI Imaging period

RL1 Achievable data collection rate in Layer 1

RL2 Achievable data collection rate in Layer 2

RIopt Optimum frame rate, (1)

Ts Required time interval prior to transmission in the physical layer

of the existing methods is provided in Sec. VI. Finally, we

conclude the paper in Sec. VII.

II. OVERVIEW OF NETWORKED IMAGING SYSTEM WITH

MASSIVE SPATIALLY-DISTRIBUTED NSNS

In this section, we provide a brief overview of the invisible

imaging application described in this paper. Fig. 1(a) illustrates

the networked imaging system with spatially distributed NSNs

used to establish the application [31]. Each NSN is equipped

with a single-pixel camera that can capture monochromatic

images and subsequently convert them into three-byte single-

pixel data. Following the proposed TL-TDA protocol, the

obtained pixel data are periodically transmitted to a DCN

wherein the collected data are used to reconstruct an image us-

ing an L1 optimization method. One advantage of this system

is that, owing to their small size, the cameras can be easily

installed at multiple locations. An example of this application
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Fig. 2. Timing chart of proposed TL-TDA protocol. Following slot assignment during the coordinating mode, the NSNs periodically record single-pixel data
following reception of a beacon packet from the DCN. Each NSN then sends these data to their assigned CH in the lower layer of Layer 1. The CH aggregates
the received data into a single packet and then, in the upper layer of Layer 2, sends the packet to the DCN. In this process, the DCN collects data from all
of the NSNs. TDA is employed in both layers, with NL1 and NL2 time-slots used in Layers 1 and 2, respectively. For simplicity, each layer is assumed to
use different MHz-band frequencies for communication. It should be emphasized that the values of NL1 and NL2 strongly depend on the number of clusters
and the frame rate.

is the installation of “invisible surveillance cameras” on a wall,

which is achieved by painting a liquid containing invisibly

small NSNs onto a surface. Another example is the use of

“on-body” cameras to monitor obstacles surrounding a vehicle,

wherein miniaturized cameras can even be painted onto a

vehicle body.

The performance of the proposed application can be dis-

cussed in terms of both the quality of the reconstructed

images and the frame rate. As described in [31], image quality

deteriorates to a certain extent during the reconstruction step.

This effect is often measured in terms of the peak signal-

to-noise ratio (PSNR), which indicates the amount of noise

present in a reconstructed image relative to its original image.

For the DCN to reconstruct clear images with high PSNRs, a

large number of NSNs should be able to successfully transmit

their single-pixel data to the DCN. In such cases, transmission

failure will result in a lack of information necessary for

reconstruction. To evaluate the communication between the

NSNs and the DCN, we employed the reception rate, which

is the amount of data successfully transmitted to the DCN

divided by the total amount of data transmitted from the NSNs,

as a performance measure.

By connecting successive reconstructed images, video

recordings can be produced to implement “invisible surveil-

lance cameras.” To achieve this, the NSNs should transmit

their data periodically, and the DCN should be able to consis-

tently reconstruct images each time the data transfer process

is completed. For simplicity, the reconstruction time interval

can be considered equivalent to the transmission period, which

is denoted by 1/RI. In this case, the frame rate, which is

often used as a measure of video quality, is simply expressed

as RI. Increasing the frame rate enhances the video quality;

however, to enable this under the proposed TL-TDA protocol,

the transmission period needs to be shortened, which results

in a decrease in capacity. In this paper, we discuss the

proposed TL-TDA from the perspectives of application and

communication.

III. PROPOSED MAC PROTOCOL SUITABLE FOR

PERIODIC NETWORKED IMAGING

In this section, we describe the proposed TL-TDA protocol.

Under this protocol, the NSNs are divided into several clusters,

as shown in Fig. 1(b). Here, we assume small-area (80-cm-

square) hexagonal clusters. The DCN is located at the center

of the clusters, whereas the NSNs are randomly positioned

among the clusters. Each NSN transfers data via a cluster

head (CH) selected from among the NSNs located near the

center of each cluster. The CHs aggregate the received data

into a single packet and send them to the DCN. Each NSN

has its own ID (NSN-ID), and the number of NSNs belonging

to the i-th cluster is given by Mi, where 1≤ i≤H , and H is

the number of clusters. The example in Fig. 1(b) focuses on

the case H =3.

The data flow under TL-TDA is shown in Fig. 2. TL-TDA

operates in two modes: coordinating and periodic imaging. In

the coordinating mode, the periodic imaging and data transfer

process is prepared by having the central station of the DCN

assign fixed-length time-slots to each NSN and CH from the

NL1 and NL2 time-slots in Layers 1 and 2, respectively. The

assignment method is described in detail in Sec. III-A. After

completion of the coordinating process, the periodic imaging

mode begins, and following the transmission of a beacon

packet from the DCN, each NSN captures a single-pixel image

and sends it to the DCN via TL-TDA. The periodic imaging

mode is described in detail in Sec. III-B. It is assumed that
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each layer uses a different set of MHz-band frequencies for

communication. Finally, the DCN reconstructs the image from

the collected data. As noted earlier, the values of NL1 and NL2

depend strongly on the number of clusters and the frame rate.

Because the time-slot duration in Layer 1 is fixed, the frame

rate RI determines the value NL1, as shown in Fig. 2. Further,

as a result of the aggregation process, the time-slot duration in

Layer 2 is proportional to Mi. NL2 is a function of H because

increasing H decreases Mi for a fixed M . A detailed analysis

of these relationships is provided in Sec. IV.

The proposed TL-TDA has several intriguing features that

can be used to obtain focused imaging applications. Owing

to the use of centralized TDA, long headers and redundant

times (such as contention windows), which often appear in ad

hoc protocols, are not required. In fact, the header in the TL-

TDA physical layer is only 18 bytes long. This header, which

is often applied as the PLCP preamble under IEEE 802.11,

is necessary for synchronization in the physical layer, and its

size is significantly reduced relative to typical IEEE 802.11

CSMA/CA protocols, which require 54-byte headers. Further-

more, the clustering method employed under TL-TDA enables

simultaneous the transmission between clusters. Consequently,

these features significantly improve the network capacity and

enable data transfer from thousands of NSNs. In addition, the

use of TDA provides an additional benefit in terms of periodic

imaging by guaranteeing a specific delivery time from the

NSNs to the DCN. As shown in Fig. 2, after the NSNs capture

their images, they periodically transmit packets during their

assigned time slots; thus, only two periods are required to

transfer the data to the DCN, which contributes to effective

real-time video recording.

Moreover, MAC protocols based on TDA require time

synchronization among nodes. Certain techniques for syn-

chronization in nanoscale communications have been demon-

strated, such as in [40]. In the field of ad hoc networks, a

synchronization method was also proposed in [41]. In partic-

ular, the beacon-based adaptive time synchronization method

for wireless sensor networks [42] is suitable for the proposed

method because, as shown in Fig. 2, the DCN transmits the

beacon as the timing packet at the beginning of the frame. In

terms of the implementation, the procedures followed by the

proposed TL-TDA protocol can be performed in LSI chips.

If a small-sized chip is available, connecting the nanoscale

RF front-end to the small LSI chip enables the realization of

ultra-small sensor nodes.

A. Coordinating mode

The coordination mode was designed to obtain a unique

assignment of time slots to the NSNs. Here, we focus on non-

overlapping assignment in each cluster. In a manner similar

to existing methods [36]–[38], under the proposed TL-TDA,

the DCN assigns time slots by communicating from the NSNs

to the DCN via TDA. Successful communication is required

to carry out the assignment, and to achieve this, we exploit

an appealing feature of the proposed system wherein each CH

and NSN has a unique ID. Each NSN is assigned a unique

random filter to obtain single-pixel data [31]. The ID of this
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Fig. 3. Coordinating mode communication diagram. In the proposed system,
CH-ID and NSN-ID are uniquely assigned. Exploiting this feature, each CH
and NSN selects the time-slot with the number matching its own CH-ID or
NSN-ID. This results in successful communication among all DCN, CHs, and
NSNs requiring slot assignment.

filter can be treated as a CH- or NSN-ID, with each CH and

NSN selecting the time slot for which the number matches its

own ID. Unlike existing methods, TL-TDA allows thousands

of NSNs to communicate with the DCN without collision.

The flow of the proposed slot assignment approach is shown

in Fig. 3. In phase 1, each NSN determines the CH to which it

belongs by identifying the CH closest to its location. The DCN

first requests each CH to send a beacon packet by broadcasting

a REQ_BCN_CH packet. After receiving this packet, each CH

counts the time-slot number, and when it matches its own CH-

ID, the CH broadcasts a BCN_CH packet containing the CH-

ID. The NSNs listen to the packets to measure the received

signal strength. Subsequently, each NSN ranks the CHs in

order of the measured strength and selects the CH with the

highest value as the one to which it belongs. This method for

the selection of time slots based on the CH-ID avoids packet

collisions among the CHs.

In phase 2, the DCN attempts to collect the information

corresponding to the CH-ID selected by each NSNs; this infor-

mation is necessary for achieving slot assignment at the DCN.

The DCN broadcasts a beacon packet, REQ_NSN_INFO, to

request the transmission of selected CH-IDs. In a manner

similar to phase 1, after receiving this packet, each NSN counts

the time-slot number, and when it matches its own NSN-ID,

the NSN transmits the NSN_INFO packet that includes the

selected CH-ID and its own NSN-ID.

After the DCN receives the NSN_INFO packets from each

NSN, it uses the collected information to assign unique time

slots to the NSNs in each cluster; these time slots are reused

among the clusters. Finally, in phase 3, the DCN broadcasts

the results of the slot assignment with a SLOT_INFO packet;

upon receiving this packet, each NSN obtains its assigned time

slot. Note that, if the number of NSNs in a cluster exceeds the

number of time slots in Layer 1, that is, Mi >NL1, the DCN

will not assign time slots to the excess NSNs, and thus, these

NSNs cannot transmit their single-pixel data.
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B. Periodic imaging mode

Once the coordinating mode is complete, periodic imag-

ing begins. As shown in Fig. 2, the DCN first periodically

broadcasts a beacon packet to instruct the NSNs on how to

time the capturing of single-pixel images. Following image

capture, each NSN prepares for transmission and sends its

captured image to its CH during the assigned time slot in the

lower layer of Layer 1. Subsequently, the CH aggregates the

received data into a single packet and, in the upper layer of

Layer 2, sends the packet to the DCN. Thereafter, the DCN

collects the data from all NSNs and reconstructs the images.

The number of clusters, H , is a key parameter that indicates

the capacity of the proposed TL-TDA protocol. As shown in

Fig. 1(b), for a fixed total number of NSNs M , H determines

the average number of NSNs per cluster, namely, ⌈M/H⌉.

Note that ⌈·⌉ is a ceiling function, and to support communica-

tion from all NSNs, this number should be sufficiently smaller

than the number of time-slots, NL1, which is determined by

the frame rate RI. When H increases, this condition is easily

satisfied; however, the number of CHs, reflecting the number

of aggregated packets transmitted in Layer 2, also increases.

If the number of CHs exceeds NL2, a lack of capacity arises,

leading to the non-delivery of data from the CHs to the DCN.

A theoretical analysis in terms of network capacity is presented

in the following section.

IV. THEORETICAL DESIGN OF CLUSTERING STRUCTURE

FOR PERIODIC IMAGING APPLICATION

In this section, we present a design framework for a cluster-

ing structure to establish the proposed periodic imaging appli-

cation. As discussed earlier, a higher frame rate corresponds to

an improved video quality from periodic imaging. However, as

discussed in Sec. III-B, an excessively high frame rate can lead

to data transfer failure. Therefore, to balance these factors, we

theoretically derive the optimal number of clusters to achieve

the maximum frame rate.

One of the key techniques applied by the proposed TL-TDA

approach is data aggregation at the CHs. For this method to

work effectively, the total amount of data received by the CHs

should be equal to or smaller than the amount of data that can

be sent in Layer 2. Otherwise, a part of the received data will

not be included in the aggregated packet, and the residual

data must be stacked at the CHs or discarded. To assess

this situation, we introduce the concept of achievable data-

collection rate (ADCR) to describe the maximum frequency of

successful receptions at the CHs and DCN during one period,

1/RI. This rate is strongly correlated with the maximum

frame rate that is to be derived; for example, the ADCR

in Layer 2, which is denoted by RL2, equals the maximum

frequency at which the single-pixel data are delivered to the

DCN and reconstruction is performed. The Layer 1 ADCR,

denoted by RL1, indicates the rate at which the CHs receive

data from the NSNs. Therefore, to avoid the stacked situation

described above, these two ADCRs must satisfy the condition

|RL1 − RL2| ≃ 0. This condition provides the optimal frame

rate, denoted by RIopt , as follows:

RIopt = min
H∈N

[|RL1 −RL2|] . (1)
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Fig. 4. Example of achievable data-collection rate (ADCR) as a function of
number of clusters, H . The optimal frame rate and corresponding optimal
number of clusters are obtained according to (1). This figure corresponds
to the cases: L=27 bits, M =4096, Ts =144µs, BL1 =1.0Mbps and
BL2 =3.0Mbps.

Thus, the optimal number of clusters, denoted by Hopt, is the

value that satisfies (1). In the following, we derive RL1 and

RL2.

The ADCR in Layer 1 is derived by calculating the number

of time slots. In this layer, NSNs send data packets with a

fixed size of L= 24 bits and a bandwidth of BL1. Considering

that a time interval of Ts is required prior to transmission to

achieve synchronization in the physical layer via, for instance,

the PLCP preamble, the required time for transmitting data

is Ts + L/BL1. Further, the ADCR in this layer is obtained

for the case in which one period is fully occupied by the

transmitted packets from all of the NSNs in a cluster. Math-

ematically, NL1 ≈⌈M/H⌉ because there are, on average, M
NSNs in H clusters; therefore, the total transmission time is

(Ts+L/BL1)⌈M/H⌉. Thus, the ADCR in Layer 1 equals the

inverse of the total time:

RL1 =

{(

Ts +
L

BL1

)⌈

M

H

⌉}−1

. (2)

In Layer 2, CHs transmit aggregated data to the DCN. The

amount of data sent by a CH is L⌈M/H⌉, which corresponds

to an aggregated packet duration of Ts + L⌈M/H⌉/BL2.

Because there are H CHs, that is, NL2 =H , the total time

for the transmission of aggregated packets from all CHs is

H(Ts + L⌈M/H⌉/BL2). Thus, the ADCR in Layer 2 can be

expressed as

RL2 =

{(

Ts +
L

BL2

⌈

M

H

⌉)

H

}−1

. (3)

Numerical examples of ADCRs and the optimal number of

clusters are presented in Fig. 4. Here, we focus on the case

M =4096. According to [43], Ts =144µs, BL1 =1.0Mbps,

and BL2 =3.0Mbps. To enable the detection of erroneous

transmissions, three parity bits are added to the single-pixel
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data, resulting in L=27 bits. As shown in Fig. 4, the ADCR

values depend on the number of clusters. In Layer 1, de-

creasing H increases the required time for transmission from

all NSNs in a cluster. This is reflected in (2), wherein the

number of nodes per cluster depends on the number of

clusters, that is, ⌈M/H⌉. Thus, decreasing H results in a

decrease in the ADCR of Layer 1. By contrast, in Layer 2,

the ADCR decreases slightly as H increases, as in this case,

many aggregated packets can be transmitted from the CHs. As

indicated by (3), each packet has a required transmission time

of Ts; increasing the number of clusters increases the length of

this redundant time, which consequently increases the header

size relative to the amount of data and results in a lack of

capacity.

The two curves in Fig. 4 cross at a specific number of

clusters; this point represents the optimal frame rate and the

corresponding optimal number of clusters. As the number of

clusters increases beyond this point, the ADCR in Layer 1 can

increase, but the header size in Layer 2 also increases, reducing

the number of aggregated packets that can be transmitted

in each period. This results in a decrease in the ADCR in

Layer 2. By contrast, if the number of clusters is smaller than

Hopt, there will be a smaller number of aggregated packets

to be transmitted; however, the amount of single-pixel data

to be transmitted in Layer 1 will exceed the capacity of that

layer, resulting in missed transmissions. Thus, (1) provides

the optimal number of clusters under the current settings:

Hopt =19 and RIopt =28. The analysis in this section did not

consider packet collision or errors in data transfer, that is, the

reception rate was assumed to be equal to 100%. However,

in practice, demodulation errors and packet collisions lead to

a decrease in the reception rate and imperfect data transfer,

which reduces the quality of the transmitted images. In the

next section, we discuss the influence of the reception rate in

our demonstration of the periodic imaging approach.

System latency is an important metric that should be

considered when designing the proposed TL-TDA protocol.

In periodic imaging, we should consider the additional time

interval to avoid the influence of latency; if such an interval

exists in the timing chart shown in Fig. 2, the bandwidth used

for the data transfer is reduced, resulting in the reduction of

the frame rate or the ADCR. This influence can be considered

with the term Ts. Such an additional time can be considered as

a part of Ts; the extension of this term leads to a small value

of the ADCR. Note that in the proposed coordinating mode,

as shown in Fig. 3, slot assignment is executed in a hand-

shaking manner among the DCN, CHs, and NSNs. However,

if latency exists, receiving the response from the surrounding

nodes require additional time, which results in the extension of

the required time to complete the slot assignment procedure.

V. DEMONSTRATION OF PERIODIC NETWORKED IMAGING

USING THE PROPOSED TL-TDA PROTOCOL

Here, we demonstrate the proposed method for periodic

imaging via spatially distributed NSNs using the TL-TDA

protocol. The demonstration scenario and parameter setup are

described in Sec. V-A. A discussion on the communication

behavior is provided in Sec. V-B, which provides numerical

results with respect to the reception rate. The main results cor-

responding to the obtained images are presented in Sec. V-C.

A. Demonstration scenario and parameter setup

As NSN is currently under development, to perform this

demonstration, we emulated the periodic imaging application

by evaluating the reconstruction of a pre-recorded video. The

coordinating mode was assumed to have been completed, and

the periodic imaging mode was simulated on a computer.

The video was divided into images of size 96×96 pixels

and, according to [31], each image was converted into single-

pixel data. The NSNs were randomly positioned, based on the

outline shown in Fig. 1(b). They transmitted data using the

proposed TL-TDA in which the protocol parameters— M ,

BL1, BL2, L, and Ts—were the same as those described in

Sec. IV. In this case, the time-slot duration in Layer 1 was fixed

at 171µs. In addition, as discussed in Sec. IV, the duration in

Layer 2 varied according to the number of NSNs per cluster.

At the DCN, the images were reconstructed using the received

data. However, when the data transfer failed, a portion of the

transmitted single-pixel data could not reach the DCN and

the images were reconstructed using an imperfect dataset. To

reflect this in the simulation, the original single-pixel data

were randomly extracted in accordance with the reception rate

and used in the reconstruction. Note that the time slots were

assumed to be synchronized among the nodes.

Signal propagation and the behavior in the physical layer

should be considered to simulate data transfer using the pro-

posed method via a wireless link. We attempted to perform the

demonstration using a simple model wherein the transmitted

signal power was sufficiently strong to avoid the occurrence

of demodulation errors in the physical layer of the CHs and

DCN. However, packet collision may occur, and hence data

transfer may fail, as signals from NSNs located near the cluster

borders could easily reach the CHs of neighboring clusters. In

such circumstances, it is possible for two NSNs belonging

to different clusters to transmit using the same time slot.

According to the capture effect [44]–[46], when there is an

identifiable difference in the power received from both NSNs,

the packet with the larger amount of power is successfully

received, while the other is lost. In this demonstration, the

received power ratio, which was calculated based on the

position of the NSNs according to a free-space propagation

loss model for MHz-band signaling, was set to 5.0 dB.

B. Communication performance numerical results

Before demonstrating the periodic imaging approach, we

evaluate the communication performance of the proposed

TL-TDA protocol. As discussed in Sec. II, we focus on the

reception rate in this evaluation. For the scenario described in

Sec. V-A, the received signal power was calculated based on

the node positions, and subsequently, the packet collision rate

was evaluated based on this. These calculations were repeated

1,000 times with the node positions shown in Fig. 1(b) being

randomly varied, and the resulting average reception rates for

the TL-TDA were evaluated; these are shown in Fig. 5(a),
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Fig. 5. Numerical example of reception rate in (a) the proposed method (TL-
TDA) and (b) IEEE 802.11e PCF mode. In the proposed method, the reception
rate varies significantly depending on the number of clusters and the frame
rate. The maxima in terms of number of clusters at each frame rate are marked
by green circles. The reception rates at these positions are provided in Fig. 6.
The magenta rectangle marks the theoretically derived optimum number of
clusters, Hopt, and the corresponding frame rate, RIopt . Unlike the proposed
method, the existing method of IEEE 802.11e PCF mode provides a poor
reception rate regardless of the number of the cluster and frame rate.

wherein the average values can be determined from the color.

The dependence of the average rate on the number of clusters

and the frame rate can be observed in this figure. However, in

all parameter ranges, the reception rate is far less than 100%,

and data transfer often fails. This is particularly true in the

red-colored region, wherein the reception rate is significantly

reduced. In this situation, corresponding to a reduced number

of clusters, the number of time slots is often smaller than the

number of NSNs, Mi, resulting in a condition wherein the

time slots cannot be uniquely assigned to all the NSNs. This

results in a lack of capacity because some packets cannot be

transmitted in Layer 1. By contrast, in the blue-colored region

where a sufficient number of clusters exist, non-overlapped

time slots can be assigned to the NSNs, which contributes

significantly to improving both the reception rate and capacity.

Even when there is a sufficient number of clusters, some

packet collisions are bound to occur and, as a result, the

reception rate does not exceed 75%, as indicated by the blue

region in Fig. 5(a). As discussed in Sec.V-A, colliding packets

are transmitted from NSNs located in the vicinity of cluster
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Fig. 6. Reception rate as a function of frame rate. The maximum rate is
shown as the black curve. As the frame rate increases, the maximum gradually
decreases. The number of clusters that produce each maximum are shown as
the green curve. At the optimal Hopt, more packets fail to transfer than in
cases with smaller frame rates. This indicates that smaller cluster numbers
can provide images of suitable quality, as is discussed in Sec. V-C.

edges. This degradation can potentially become serious as the

number of clusters increases, as this increase the probability

that NSNs will be located close to the edge areas.

An interesting behavior is observed in Fig. 5(a), wherein

the maximum reception rate at each frame rate is found at a

specific number of clusters. The green circles in the figure

show the positions at which maxima are obtained. These

maxima appear because a small number of clusters leads to a

lack of capacity and a reduction in the reception rate. Although

increasing the number of clusters improves this rate, beyond

the green points, the rate decreases as a result of packet colli-

sion. The values of the maxima and the corresponding numbers

of clusters are presented in Fig. 6. In the current setting,

the theoretical design method introduced in Sec. IV derives

the following optimal condition: (Hopt, RIopt)= (19, 28). This

setting is valid in terms of maximizing the frame rate; however,

as shown in Fig. 6, the reception rate is deteriorated relative

to cases with smaller numbers of clusters. In this case as well,

packets transmitted from NSNs located at the edges of clusters

can easily collide; however, the derivation in Sec. IV does not

consider this situation. This reduction can affect the quality of

the reconstructed image and, to avoid it, a slightly decreased

cluster number, for example, H ≈ 20, may be preferable. In

Sec. V-C, we will further discuss this issue by evaluating the

PSNRs of reconstructed images.

We compared the proposed TL-TDA with a similar method

that exploits the point coordination function (PCF) stan-

dardized under IEEE802.11e [43], [47], [48]. This method

is a TDA-like protocol in which transmission timing (slot

assignment) for data transfer is coordinated under the PCF

framework; before the transfer, the timing is determined in

a polling manner with CSMA/CA. We evaluated this method

by applying Network Simulator 3 (NS3) [49] with a simple

method, CSMA/CA, implemented in Layer 2. The numerical

results are presented in Fig. 5(b). Even at a low frame rate of

RI =1.0 and a large number of clusters, H =14, the reception
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(a) (b) (c) (d)

Fig. 7. Results of periodic imaging using the proposed TL-TDA protocol. (a) Reconstructed image in the ideal case in which all single-pixel data successfully
transfer to the DCN, that is, there are no transfer errors. To demonstrate an imaging application using the proposed TL-TDA, reconstructed images obtained
using TL-TDA with a theoretical design, i.e., (Hopt, RIopt )= (19, 28) are presented in (b). As discussed in Sec. V-B, under this design framework the
reception rate is somewhat decreased; a slightly decreased number of clusters can produce a clearer image. To confirm this, a reconstructed image with
(H,RI)= (15, 20) is presented in (c). To demonstrate the effectiveness of employing the clustering method, (d) shows a reconstructed image obtained using
single-pixel data transferred via TL-TDA without clustering, i.e., (H,RI)= (1, 20). The quality of the obtained images, measured in terms of the PSNR, are:
(a) 18.45 (b) 17.45 , (c) 17.78 , and (d) 13.96 dB.

rate was poor, 0.00312 %, which indicates that nearly all of the

data transmission failed. This significant deterioration is due

to the failure of the PCF. The slot assignment requests from

many NSNs fail because the use of redundant time intervals

and long headers in CSMA/CA communication significantly

restricts the number of accessible NSNs during the polling.

C. Quality of reconstructed image examples

Several imaging results obtained using the proposed TL-

TDA protocol are shown in Fig. 7. Figure 7(a) is a recon-

structed image obtained under the ideal case wherein all of

the single-pixel data are successfully transferred to the DCN,

that is, there are no transfer errors. In this case, a high

PSNR of 18.45 dB was obtained. In this image, a pedestrian

walking along a street and a vehicle are clearly visible. A

reconstructed image obtained using the proposed TL-TDA

protocol with the theoretical design (Hopt, RIopt)= (19, 28)
is shown in Fig. 7(b). Relative to the image in Fig. 7(a), this

image contains more darkish noise, and the PSNR is reduced

to 17.45 dB. As predicted in Sec. V-B, under the theoretical

design, data transfer may fail occasionally, resulting in a lack

of the single-pixel data needed for reconstruction. To avoid

this issue, a slightly decreased number of clusters can, in

some cases, provide an image with better clarity. To confirm

this, a reconstructed image with (H,RI)= (15, 20) is shown

in Fig. 7(c). In this image, the silhouettes of the pedestrian,

vehicle, and building can be clearly distinguished; furthermore,

the PSNR is improved to 17.78 dB.

To assess the effectiveness of employing the clustering

method under the proposed TL-TDA, a reconstructed im-

age obtained without clustering, that is, (H,RI)= (1, 20), is

shown in Fig. 7(d). In contrast to the other images, it contains

no identifiable objects, and the PSNR is reduced significantly

to 13.96 dB. These results arise from the small data transfer

capacity of the reconstruction. In this case, only 297 time

slots could be assigned to 4,096 NSNs. As as most of the

NSNs could not be assigned unique time slots, the data

transfer often failed, as shown in Fig. 5, and the DCN was

able to collect very little data from the NSNs. This resulted

in a lack of data for reconstruction, and a reconstructed

image with a significantly deteriorated quality was obtained.

By contrast, when constructing the other images, there were

sufficiently large numbers of clusters, which fully contributed

to the successful transfer of single-pixel data to the DCN and

produced reconstructed images with excellent quality.

We also evaluated the imaging results obtained for a number

of videos, which are provided in the supplementary materials1.

Each video was produced by connecting successive recon-

structed images. The motion of the pedestrian and running

vehicle can be observed in all of the videos except for the case

without clustering. In addition, the clarity of the respective

videos depends on the frame rate. As discussed earlier, data

transfer at a lower frame rate results in clearer images but less

smooth motion. To increase smoothness, the frame rate can

be increased; however, as discussed in Sec. III, this decreases

the number of time slots, which leads to data transfer failure,

resulting in a lack of data for the reconstruction and a degraded

image quality. Therefore, it is necessary to design the transfer

parameters considering both the image quality and frame rate.

We note that the existing methods, such as the IEEE 802.11e

PCF mode, do not provide good quality in periodic imaging.

We reconstructed the image via PCF communication, and the

resulting image was nearly black and had a very low PSNR of

6.30 dB. Figure 5(b) shows that most of the data transfer from

the NSNs failed. Consequently, owing to the lack of single-

pixel data, the reconstruction was not successful.

1The file “ideal.avi” contains a video produced by connecting the
reconstructed images obtained under the ideal case, corresponding to the
results shown in Fig. 7(a). The video for the optimal-setting image, shown
in Fig. 7(b), is contained in the file “theoretical.avi”. For comparison,
we also created a video, “H_15.avi,” for the condition (H,RI)= (15, 20),
which corresponds to the case shown in Fig. 7(c). Finally, the video
“without_clustering.avi” was created without clustering in a manner
similar to the image in Fig. 7(d).
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VI. RELATED WORKS ON NSN COMMUNICATIONS

In this section, we discuss communication techniques

related to NSNs in the context of nano communication.

Such techniques can be classified into three major cate-

gories in terms of the communication medium: molecu-

lar, electromagnetic-based THz-band, and electromagnetic-

based MHz-band communications [3], [20]. In this study,

electromagnetic-based communication was focused on as a

means of achieving data transfer between physically distant

nodes.

Previous investigations have examined the use of THz-

band communication electromagnetic signaling for nanoscale

devices [50]–[54]. THz-band wavelengths are quite short,

which makes the antenna size suitable for nanoscale devices,

and a number of MAC protocols for this frequency range have

been proposed [52]–[54]. However, such signals are strongly

attenuated in the propagation phase, and designing electric

circuits for this band is difficult and costly. To overcome these

drawbacks, the use of MHz-band signaling with nanomechan-

ical systems has been investigated [12]–[15], [17].

Standard MAC protocols such as CSMA/CA, which is used

under IEEE 802.11, appear to be the most likely candidates for

communication in the MHz-band [43], [55]–[57]. However,

to avoid packet collision, they require redundant times with

random backoffs, in addition to long packet headers. Moreover,

to transmit small amounts of single-pixel data, a very large

MAC header size is required in these methods. This implies

that most of the time required to send a packet is occupied by

the header and redundant times, which results in a shortage of

capacity and, therefore, a significant decrease in the number

of covered NSNs. Based on these considerations, the existing

CSMA/CA-based MAC protocols are unsuitable for handling

communication from thousands of NSNs.

The lack of communication capacity in CSMA/CA-based

access has a serious impact on TDA access. TDMA-based

MAC protocols have also been investigated in the field

of wireless sensor networking (e.g., [22], [32]–[39], [58]–

[60]). S-MAC [37] introduced periodic listen and sleep to

decrease power consumption. Z-MAC [38] is a hybrid of

CSMA/CA and TDMA, which has a frame contention function

from introducing two priority modes. Inherently, TDA-based

methods require slot assignments to determine the timing of

communication. However, in the aforementioned approaches,

CSMA/CA is primarily used for slot assignment. Owing to the

lack of communication capacity, requests for slot assignment

cannot reach the DCN; thus, all nodes do not obtain an

opportunity to transmit their data. Certain interesting optimal

scheduling methods [58]–[60] also do not consider a large-

scale sensor network, as shown in Fig. 1. To overcome the

drawbacks of these methods, we propose efficient slot as-

signment by utilizing NSN-ID and a handshaking process. In

wireless sensor networks, the clustering method has often been

introduced to shorten the transmission distances; examples are

found in [22], [61]. Such a method is effective from the per-

spective of header reduction. In [61], another critical issue of

suppressing power consumption was discussed; however, the

suppression procedure requires redundancy to accommodate

numerous nodes, which cannot support large-scale networks.

Another TDA-like protocol involves the use of PCF under

IEEE802.11e with a hybrid coordination function (HCF)-

controlled channel access (HCCA) [43], [47], [48]. However,

as discussed in Sec. V-B, the failure of PCF to add to the

polling list results in erroneous data transfer. Thus, overall,

the existing MAC protocols are inadequate for handling com-

munication among a large number of NSNs.

VII. CONCLUSION

As a step toward the future application of invisible video

monitoring systems, in this paper, we present a communication

framework involving a large number of NSNs. Under the

proposed MAC protocol, TDA is applied to reduce redundant

headers, which significantly improves the transmission capac-

ity. The introduction of a two-layered protocol enables simulta-

neous transmission between clusters, which enhances network

capacity. Further, in contrast to existing methods, the proposed

method does not require CSMA/CA-based access in the slot

assignment process. The results of the numerical simulation

revealed that the proposed TL-TDA protocol enables periodic

imaging applications with more than three thousand nodes.

Moreover, using the proposed TL-TDA, images with quality

similar to those of ideal communication images were obtained.

The capability of the proposed method is ensured through

a design framework for determining the key parameters of

the number of clusters and the frame rate. Although NSN

technology is still under development, we believe that the

proposed method will contribute to IoNT in the near future.

In this study, we focused on a nanomechanical-based wire-

less communication technique. Exploiting a nanomechanical

vibration, we can use MHz-band signaling even in the case of

the small size of invisible sensor nodes. Similar to the existing

methods, one can focus on THz-band signaling; however, the

communication range is limited in this case. To cover all NSNs

in such a situation, the area of the cluster should be designed

to be small. This is achieved by increasing the number of

clusters, H; however, as shown in Figs. 4 and 5, the ADCR and

reception rate decrease. Thus, to maintain a high performance

in both communication and imaging, the number of clusters

should be carefully designed according to the channel model.
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Tomović, and M. Radonjić, “The IoT Architectural Framework, Design
Issues and Application Domains,” Wireless Pers. Commun., vol. 92,
no. 1, pp. 127–148, Oct. 2017.

[4] S. M. R. Islam, D. Kwak, M. H. Kabir, M. Hossain, and K. Kwak,
“The Internet of Things for Health Care: A Comprehensive Survey,”
IEEE Access, vol. 3, pp. 678–708, Jun. 2015.

[5] H. Habibzadeh, K. Dinesh, O. R. Shishvan, A. Boggio-Dandry, G.
Sharma, and T. Soyata, “A Survey of Healthcare Internet of Things
(HIoT): A Clinical Perspective,” IEEE Internet Things J., vol. 7, no. 1,
pp. 53–71, Jan. 2020.



IEEE INTERNET OF THINGS JOURNAL, VOL. XX, NO. XX, XX 20XX 10

[6] A. Zanella, N. Bui, A. Castellani, L. Vangelista, and M. Zorzi, “Internet
of Things for Smart Cities,” IEEE Internet Things J., vol. 1, no. 1, pp. 22–
32, Feb. 2014.

[7] K. Eom, H. S. Park, D. S. Yoon, and T. Kown, “Nanomechani-
cal resonators and their applications in biological/chemical detection:
nanomechanics principles,” Phys. Rep., vol. 503, no. 4, pp. 115-–163,
Jun. 2011.

[8] P. M. Kosaka, V. Pini, J. J. Ruz, R. A. da Silva, M. U. González, D.
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