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SUMMARY The approximate logarithmic multiplier proposed by
Mitchell provides an efficient alternative for processing densemultiplication
or multiply-accumulate operations in applications such as image processing
and real-time robotics. It offers the advantages of small area, high energy
efficiency and is suitable for applications that do not necessarily achieve
high accuracy. However, its maximum error of 11.1% makes it challenging
to deploy in applications requiring relatively high accuracy. This paper
proposes a novel operand decomposition method (OD) that decomposes
one multiplication into the sum of multiple approximate logarithmic mul-
tiplications to widely reduce Mitchell multiplier errors while taking full
advantage of its area savings. Based on the proposed OD method, this pa-
per also proposes an accuracy reconfigurable multiply-accumulate (MAC)
unit that provides multiple reconfigurable accuracies with high parallelism.
Compared to a MAC unit consisting of accurate multipliers, the area is
significantly reduced to less than half, improving the hardware parallelism
while satisfying the required accuracy for various scenarios. The experi-
mental results show the excellent applicability of our proposed MAC unit
in image smoothing and robot localization and mapping application. We
have also designed a prototype processor that integrates the minimum func-
tionality of this MAC unit as a vector accelerator and have implemented
a software-level accuracy reconfiguration in the form of an instruction set
extension. We experimentally confirmed the correct operation of the pro-
posed vector accelerator, which provides the different degrees of accuracy
and parallelism at the software level.
key words: approximate computing, energy-efficient computing, low power
design, vector acceleration, single instruction multiple data

1. Introduction

Vector multiplication units highly contribute to improving
the performance of data-intensive applications such as image
processing and real-time robotics. However, the accurate
conventional multipliers are known as power-hungry and
area-expensive. In applications involving large amounts of
multi-bit data or floating-point multiplication, multipliers
dominate the area and power dissipation.

On the other hand, multiplication does not need to be
accurate in many practical applications. A multiplication
unit with a smaller area and higher speed is needed for appli-
cations that require massive computational parallelism [2].
For example, some approximate multipliers have been used
in applications like image sharpening and smoothing [3]–[6].
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However, these proposals have focused on bit truncation or
compression of the partial products, with limited effect on
reducing the multipliers’ area and energy consumption.

The approximate logarithmic multiplier proposed by
Mitchell convertsmultiplication tomore uncomplicated shift
and addition operations [7]. [8] experimentally demon-
strated that it reduces the area to as low as 34% of an accu-
rate multiplier. The approximate multiplier is very effective
for deep neural networks (DNN) since DNN includes mas-
sively parallel multiply-accumulation but does not necessar-
ily achieve high accuracy [8], [9]. However, for applications
that require both high parallelism and a specific degree of
accuracy, the accuracy of the Mitchell multiplier becomes
a bottleneck. Moreover, there is a naive scheme integrating
both Mitchell and accurate vector multiplication units and
using them on demand. However, this strategy would com-
promise Mitchell multipliers’ high area efficiency advantage
and is not worthwhile.

This paper first proposes a novel operand decomposi-
tion (OD) method to combine with the Mitchell approxi-
mate multiplication in [7] that improves the accuracy of [7].
Based on the proposed OD method, this paper proposes an
accuracy reconfigurable multiply-accumulate (MAC in the
following) unit for massive parallel computation. Note that
the functional units, including multipliers and MAC units,
presented in this paper are all integer functional units. The
proposed MAC unit achieves the following key contribu-
tions: 1). The accuracy is significantly improved over the
original Mitchell approximation. 2). The area is reduced
dramatically compared to the accurate unit, effectively im-
proving the computational parallelism. 3). Multiple accu-
racies can be reconfigured by different OD modes to suit
various scenarios.

This paper is an extension of our previous work [1]. The
previous work [1] validates the accuracy reconfiguration for
several practical applications like image smoothing and Si-
multaneous Localization and Mapping (SLAM) in robotics.
However, it does not show the execution cycle reduction
brought by the proposed MAC unit. This paper newly dis-
cusses in Sect. 5 how the proposed MAC unit reduces the
execution cycles in practical applications. This paper also
newly shows a prototype of a RISC processor integrating the
proposed MAC unit as a vector accelerator in Sect. 6. With
RTL simulation results for the prototype processor running
several parallel programs, we show the processor effectively
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reduces the execution cycles if a specific degree of accuracy
degradation is acceptable.

The rest of this paper is organized as follows: Section 2
reviews the original Mitchell multiplier and the original
operand decomposition (OOD) method. Section 3 proposes
the novel OD method, which is essential for the proposed
MAC unit, then highlights the “accuracy reconfigurability”
feature. The experimental results regarding the accuracy
improvement and area reduction are shown in Sect. 4. Sec-
tion 5 describes the applicability of the proposed MAC unit
to image smoothing and robot SLAMapplications. Section 6
describes a prototype open-source RISC processor integra-
tion for the proposed MAC unit as a vector accelerator and
shows the execution cycle reduction in practical applications.
Lastly, concluding remarks are given in Sect. 7.

2. Related Works

This section summarizes several related works, including
the original Mitchell approximate multiplier and the original
operand decomposition (OOD) method. We analyze their
principles, advantages, and disadvantages.

2.1 Mitchell Approximate Logarithmic Multiplier

The Mitchell approximate logarithmic multiplier converts a
multiplication into an anti-logarithm of the sum of two ap-
proximate logarithms [7]. Suppose two inputs to a Mitchell
multiplier are A and B:

A = 2kA (1 + mA) ,mA ∈ [0,1) ,

B = 2kB (1 + mB) ,mB ∈ [0,1) ,
(1)

where the positions of the leading “1” bit of both inputs are
kA and kB, respectively. The remaining bits of both inputs
after the leading “1” are the mantissas mA and mB. The
Mitchell multiplier approximates the logarithms of the two
inputs as (2):

log2 A = kA + mA,

log2 B = kB + mB .
(2)

Next, we add the two approximate logarithms for deriving
log2(A× B). Note that the carry from mA +mB is the carry-
in for kA + kB. Lastly, we do anti-logarithm to log2(A × B)
to get the approximate result of A × B by concatenating the
mantissa m after a leading “1”. Then we shift left to make
the leading “1” to position k, where k and m are the leading
“1” position and mantissa of log2(A × B), respectively.

Whereas the Mitchell multiplier significantly reduces
the area compared to the accurate multiplier, it suffers from
computational accuracy. The maximum error of 11.1% oc-
curs when both mA and mB are 0.5. The approximate prod-
uct, which is always smaller than the actual value, leads to
the accumulation and widening of the error.

Babić et al. use correction circuits to reduce the max-
imum error to less than 0.5% (3 correction circuits) [10].

However, the parallel implementation with only one cor-
rection circuit doubles the area compared to the Mitchell
multiplier. Ansari et al. proposed to round the operand to its
nearest power of 2 [11]. Alla et al. combined the Mitchell
multiplier with a hardware pruning technique, producing a
more area-efficient multiplier without compromising accu-
racy [12]. Pilipović et al. further reduced the area and power
consumption of the Mitchell multiplier by combining a two-
stage operand trimming [13]. Still, as a cost, their proposal
has a more significant error than the Mitchell multiplier.

2.2 Original Operand Decomposition (OOD)

Mahalingam et al. proposed the operand decomposition
method (OOD) [14] to improve the accuracy of the Mitchell
multiplier. Assume that the two n-bit inputs are X andY . De-
compose X andY into four operands A = X

∨
Y , B = X

∧
Y ,

C = X
∧

Y , and D = X
∧

Y . The approximate product of
X × Y is calculated by (3):

X × Y ≈ (A × B) + (C × D), (3)

where the “×” here indicates the Mitchell approximate mul-
tiplication.

The OODmethod reduces the number of “1” bits in ev-
ery decomposed operand, making the switching power dis-
sipated for the multiplication reduced. However, it does not
reduce the maximum error, and the reduction in the average
error is only slight. Moreover, its fixed “decompose into the
sum of two approximate multiplications” is also detrimental
to the area-saving advantage of theMitchell multiplier. Nan-
dan et al. proposed a variant of the OODmethod [15] whose
primary goal is to improve the delay and power consumption,
but with only a slight accuracy improvement.

The above solutions solve the problem of the excessive
area of the accurate multiplier, and some other methods offer
a few degrees of improvement in accuracy. However, they
do not meet the requirements of multiple accuracy reconfig-
urability and cannot be adapted to application scenarios with
high parallelism and various accuracies.

3. Proposed Approach

In this section, first, we propose the novel ODmethod. Next,
we introduce the operating modes of the proposed accuracy
reconfigurable MAC unit and then highlight the advantages
of the accuracy reconfigurability feature.

3.1 Proposed Operand Decomposition (OD)

The proposed accuracy reconfigurable MAC unit has three
operating modes corresponding to the OD method OD-1,
OD-2, and OD-4, respectively. Figure 1(a) shows a non-
decomposition configuration that calculates four multiply-
accumulation in parallel using a 4-Mitchell multiplication
unit. Since each multiplication remains as it is, we re-
fer to this mode as OD-1. The proposals to decompose
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Fig. 1 The proposed MAC unit providing different degrees of accuracy
and parallelism by switching the OD modes.

one multiplication into two and four ways are referred to as
OD-2 and OD-4, respectively, which are shown in Fig. 1(b)
and Fig. 1(c). We now explain how our proposed OD
method improves the accuracy by reconfiguring the configu-
ration shown in Fig. 1(a), which is equivalent to the original
Mitchell approximation in computation.

First, we describe the OD-2 method as illustrated in
Fig. 1(b). For given two binary inputs X1 and Y1, the OD-2
method finds the position kX11 of the leading “1” bit of X1,
and fills kX11 “0”s after “1”. We refer to this new number as
X11. The second number is the remaining bits of X1 without
the leading “1” bits, and we refer to it as X ′1. The X ′1 can be
obtained by (4):

X ′1 = X11
∧

X1. (4)

Then the approximation of X1 × Y1 is calculated by (5):

X1 × Y1 = (X11 × Y1) +
(
X ′1 × Y1

)
, (5)

where the “×” here indicates the Mitchell approximate
multiplication. Since X11 is the exponent of 2, the
mantissa of the approximate log2 X11 is 0. Therefore,
antilog

(
log2 X11 + log2 Y1

)
is equivalent to shifting Y1 to the

left by kX11 bits, which does not produce any error. Mean-
while, since X ′1 is a smaller number than X1, X ′1 × Y1 pro-
duces a smaller error than applying Mitchell approximation
to X1 × Y1 directly. Therefore, the proposed OD-2 method
reduces the overall error.

The OD-4 similarly decomposes operand X1 into four
operands, which corresponds to Fig. 1(c). In this case X1×Y1
is calculated by (6):

X1 ×Y1 = X11 ×Y1 + X12 ×Y1 + X13 ×Y1 + X ′′′1 ×Y1, (6)

where X11, X12, and X13 hold the three most significant “1”
bits of X1, respectively. The approximation of X1×Y1 consists
of a sum of four originalMitchell approximations. Similar to
the discussion for OD-2 mode, the first three approximation
does not produce any error, while the last one produces a
much smaller error, significantly making the overall result
more accurate.

Optionally, decomposing a smaller operand of X1 and
Y1 can further improve the accuracy since we expect the
mantissa m to contain fewer “1” bits, resulting in a minor
error in the approximate logarithm.

Another key point of the proposed OD method is that
most parts shown in Fig. 1(a) can be reused in the config-
uration shown in Fig. 1 and(b) Fig. 1(c). In other words,
just providing the decomposed operands to the configuration

Fig. 2 The proposed vector accelerator makes a trade-off between accu-
racy and parallelism to achieve on-demand accuracy reconfiguration.

improves the accuracy. The accuracy reconfigurability in
Sect. 3.2 is achieved by switching among the three modes.
Section 4 experimentally shows the accuracy improvement
thanks to the proposed OD method.

3.2 Accuracy Reconfigurability Feature

By integrating the accuracy reconfigurable MAC unit into a
dedicated co-processor, this paper also proposes a vector ac-
celerator which satisfies high accuracy and high parallelism
and supports on-demand accuracy reconfiguration with only
a tiny area overhead. A prototype of the vector accelerator
is presented in Sect. 5. The key idea is illustrated in Fig. 2.
The conventional accurate multiplier (black) has 100% ac-
curacy but occupies the most significant area. That means
only a few accurate multipliers can be integrated as a vector
multiplication unit with a limited circuit area. In contrast,
the original Mitchell multiplier (red) significantly reduces
the area, increasing the parallelism of a vector multiplica-
tion unit. However, its error is challenging to cope with high
accuracy in some scenarios. Considering the area and accu-
racy of these vector multiplication units, integrating any of
the two vector units alone cannotmeet the needs for both high
parallelism and high accuracy. Moreover, the area overhead
of integrating both makes this not worthwhile.

Our proposal (blue) has the advantage that, by mak-
ing a trade-off between accuracy and parallelism, the vector
accelerator can meet the usage requirements of various accu-
racies, keeping high parallelism with only a small area over-
head. The key idea is the critical proposal of the ODmethod
described in Sect. 3.1. The accuracy of OD-1 mode (“1”
in Fig. 2, corresponding to Fig. 1(a)) is identical with that
of the original Mitchell multiplier, but the parallelism is
slightly decreased due to the decomposition circuit. OD-2
mode (“2” in Fig. 2, corresponding to Fig. 1(b)) makes one
multiplication to use two approximate multipliers, signifi-
cantly improving the accuracy. OD-4 mode (“4” in Fig. 2,
corresponding to Fig. 1(c)) gives the accuracy comparable to
that of the accurate multiplier, but at the expense of the most
parallelism. By taking the advantages of the proposed vec-
tor accelerator, both problems of the Mitchell multiplication
unit and the accurate unit mentioned above can be overcome.
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Also, by implementing as an instruction set extension, the
different degrees of accuracy can be provided at the software
level, making the proposed vector accelerator more general-
izable to any usage scenario and decoupling it from specific
hardware design.

4. Evaluation of the MAC Unit

This section experimentally evaluates the accuracy, area,
power, and critical path delay of the proposed accuracy re-
configurable MAC unit.

First, we evaluate the accuracy. Since the approxima-
tion is introduced into only the multiplier part in our ac-
curacy reconfigurable MAC unit, we evaluate the accuracy
of the multiplier part only. We implement our proposal of
OD-1, OD-2, and OD-4 in C++. We also implement the
OOD method in [14] for comparison. The original Mitchell
method in [7] is the same in computation as OD-1. We
evaluate the above methods with 8-bit, 16-bit, and 32-bit
unsigned integers, respectively. Maximum error and Mean
Relative Error Distance (MRED) [16] are used as criteria for
the accuracy evaluation, which is calculated by (7):

MRED =
1
N

N∑
i=1

��Pi − P′i
��

Pi
, (7)

where N is the number of multiplication test cases, i is the
index of each test case, Pi is the accurate product of the i-th
test case, and P′i is the approximate product of the i-th test
case.

In the evaluation, all input patterns were given to the
8-bit multipliers, and 1 million patterns of pseudo-random
numbers were given to the 16-bit and 32-bit multipliers. Al-
though the test coverage for the 16-bit and 32-bit multipliers
is far less than 1%, we experimentally confirmed in this sim-
ulation that the values of the maximum error and MRED
are unchanged in the value at 3 significant digits even if the
number of input patterns given to the multipliers was dou-
bled from the 1 million patterns. We also confirmed that
the values of the maximum error and MRED for the original
Mitchell multiplier in Table 1 are consistent with the values
which are analytically derived in [7]. Table 1 shows the ac-
curacy evaluation results in various situations. Compared to
the original Mitchell multiplier (OD-1), the proposed OD-2
method provides about three times improvement in MRED,
while the OD-4 method provides even up to 30 times im-
provement in MRED. The maximum error is also improved
by a factor of 2 and 10, respectively.

Next, we evaluate the circuit area and critical path delay
of the proposed reconfigurable MAC unit. For comparison,
we also implemented the vector multiplication units consist-
ing of the accurate multipliers, original Mitchell multipliers
in [7], and OOD multipliers in [14], respectively. All of
the above implementations contains eight parallel accurate
or approximate multipliers. We use a commercial logic syn-
thesis tool to obtain the area, power, and timing reports for
the above hardware designs. We use a commercial foundry-

Table 1 Accuracy of 8-bit, 16-bit, and 32-bit unsigned integer multipli-
cation.
No. of bits Method Max. Err. (%) MRED (%)

8

Mitchell (OD-1) [7] 11.11 3.76
OOD [14] 11.11 2.01

Proposed OD-2 4.53 1.11
Proposed OD-4 0.64 0.09

16

Mitchell (OD-1) [7] 11.11 3.84
OOD [14] 11.11 2.17

Proposed OD-2 4.81 1.17
Proposed OD-4 1.09 0.12

32

Mitchell (OD-1) [7] 11.11 3.84
OOD [14] 11.11 2.18

Proposed OD-2 4.81 1.17
Proposed OD-4 1.10 0.12

Table 2 Area, Power, and Critical Path Delay Evaluation with Foundry-
Provided Cell Library.

Type of MAC Unit Area (µm2) Power (mW ) Delay (ps)
Accurate 117,768.85 24.53 1,438.19

Mitchell [7] 36,581.71 5.05 1,567.51
OOD [14] 41,234.96 5.70 1,631.31
Proposed 50,504.28 9.73 1,942.02
Proposed1 55,071.58 12.59 2,190.28
Proposed2 41,766.81 8.08 2,026.37
Proposed3 40,236.36 7.42 1,934.48

1 With input comparison
2 OD-1 and OD-4 only
3 OD-1 and OD-2 only

provided standard cell library based on 55 nm CMOS process
technology.

Table 2 shows the evaluation results of the area, power,
and critical path delay. We run gate-level simulation for
10,000 pseudo random input patterns and get switching ac-
tivity information as a SAIF format to calculate the power
consumption values. The clock frequency assumed in the
simulation is 200 MHz. Therefore, the power values shown
in Table 2 correspond to the power consumption of the MAC
units when running at 200 MHz. The area of the vector
Mitchell multiplication units is only 31.06% of the accurate
multiplication unit. The area of the unit using OOD multi-
pliers is close to the Mitchell unit, but it fixedly halved the
degree of parallelism. The proposed accuracy reconfigurable
MAC unit area is increased compared to the Mitchell unit,
but still only 42.88% of the accurate unit, achieving a signif-
icant reduction. Even with the input comparator mentioned
in Sect. 3.1, the area only grows to 46.76% of the accurate
unit, which is still less than half. If we keep only one mode
with the highest degree of computational parallelism (OD-1)
and the mode with the highest accuracy (OD-4) for switch-
ing, the area will be reduced to 35.47% of the accurate unit.
If we keep only the OD-2 mode in addition to the OD-1
mode as specified as Proposed3, the area can be reduced to
34.17% of the accurate counterpart. Thanks to this signifi-
cant area reduction, we can accelerate vector multiplication
or multiply-accumulation by integrating higher parallel vec-
tor units on a chip. On the other hand, the critical path delay
is increased by up to 52.29% compared to the accurate unit
due to the decomposition circuit, which is one of our main
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Fig. 3 Quantitative analysis on the trade-off between accuracy and area-
efficiency to achieve on-demand accuracy reconfiguration.

future work.
The quantitative analysis based on Table 1 and Table 2

is summarized in Fig. 3. The proposed 3-mode switchable
configuration which can reconfigure OD-1, OD-2, and OD-4
modes has relatively low area efficiency. For example, the
area efficiency of this configuration which corresponds to the
blue dots in Fig. 3 is lower than that of the original Mitchell
MAC unit by 28% when it uses the OD-1 mode, which is
considerably large. However, if we target applications that
do not need accuracy of better than 98.8% for example, we
can employ the 2-mode switchable configuration which uses
the OD-1 and OD-2 modes only. This configuration of the
Proposed3 in Fig. 3, which corresponds to the green dots in
Fig. 3 improves the area efficiency by 19% over the 3-mode
switchable configuration when using the OD-1 mode, which
is only 9% lower area efficiency than that of the original
MitchellMACunit. Even for applications that need accuracy
of up to 99.8% in some cases, we can satisfy the accuracy
requirement by employing the configuration of the proposed2

which can use the OD-1 and OD-4 modes while enjoying the
high parallelism by using the OD-1 mode when the accuracy
requirement is lower than 96%.

5. Application Case Studies

This section discusses the applicability of the proposed accu-
racy reconfigurable MAC unit to the image smoothing and
robotic Simultaneous Localization and Mapping (SLAM)
applications. We compare the applicability of the proposed
OD-2 and OD-4 methods with OD-1 (which is equivalent to
the original Mitchell multiplier in computation) and the ac-
curate multiplication unit. All evaluations are implemented
using C++.

5.1 Image Smoothing

Image Smoothing [17] mainly removes the noise from an im-
age by convolving the image with a smoothing kernel, which
is a square matrix with each value conforming to a Gaussian
distribution. A smoothed pixel’s new value is calculated

Table 3 SSIM Index and PSNR of image smoothing.
Color Grayscale

SSIM PSNR SSIM PSNR
OD-1 0.989 29.511 0.994 34.793
OD-2 0.997 39.638 0.998 45.005
OD-4 0.998 53.868 0.999 56.860

by multiplying-accumulating the pixels around the original
pixel (including itself) with the smoothing kernel. The size
of pixels involved in every computation is the same as the
size of the smoothing kernel.

We quantify the floating-point smoothing kernel to the
unsigned fixed-point number with eight fractional bits due
to the nature of the proposed MAC unit:

Kq =

⌊
K · 28⌋

28 , (8)

where K is the floating-point value of the smoothing kernel.
As image quality metrics, we select the Structural Similarity
Index (SSIM Index) [18] and the Peak Signal-to-Noise Ra-
tio (PSNR). We compare the SSIM Index and PSNR of the
smoothed color and grayscale images using the three oper-
ating modes of the proposed MAC unit to the benchmark
using the accurate multipliers, respectively.

Table 3 shows the results of SSIM Index and PSNR of
the smoothed images. Note that the SSIM index and PSNR
values shown in Table 3 are calculated with the smoothing
results obtained with the accurate integer MAC unit as the
reference value. Compared to the images smoothed using
OD-1 mode, OD-2, and OD-4 modes significantly improve
SSIM Index and PSNR. Figure 4 visualizes the smoothed
color and grayscale images. Suppose there is a requirement
that the SSIM Index must not be lower than 0.99. For color
images, OD-2 and OD-4 modes meet this requirement, and
Fig. 4(a) shows a relatively darker tone of theOD-1 smoothed
color image. While for grayscale images, all three modes
meet this requirement. There is no significant difference
among three grayscale images shown in Fig. 4(d), Fig. 4(e),
and Fig. 4(f).

For a single pixel of smoothing, the number of mul-
tiplication in the convolution depends on the size of the
smoothing kernel. Suppose we have a 32-parallel accuracy
reconfigurable MAC unit (i.e., with 32 approximate mul-
tipliers), and the size of the smoothing kernel is 10 × 10.
The number of instructions executed for the processing can
be calculated by Eq. (9) where Np represents the degree of
parallelism in the MAC unit. When using scalar instruc-
tions where the degree of parallelism Np in Eq. (9) is 1, it
is estimated that 400 instructions will be spent since each
multiply-accumulation is regarded as 4 scalar instructions
consisting of “two loading instructions + one multiplication
instruction + one addition instruction”. If we use the highest-
parallelism OD-1 mode, the value of Np in Eq. (9) can be 32.
In this case, the number of instructions executed is expected
to reduce to 16 since parallel multiply-accumulation will be
implemented as 32 parallel “2 vector loading instructions
+ 1 vector multiply-accumulation instruction + 1 addition
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Fig. 4 Smoothed color and grayscale images. If SSIM Index must not be
lower than 0.99, for color images, OD-2 and OD-4 modes meet the require-
ment, while for grayscale images, all three modes meet the requirement.

instruction”:

(vload × 2 + vmac × 1 + add × 1) ×
⌈
10 × 10

Np

⌉
. (9)

If we implement the accurate MAC unit based on the tradi-
tional accurate multiplier so that the area is equal to that of
the 32-parallel accuracy reconfigurable MAC unit, the de-
gree of parallelism is about 14 since the area of the accurate
MAC unit is about 2.3 times bigger than our accuracy recon-
figurable MAC unit as shown in Table 2. In this case, the
value of Np is 14, and the number of instructions required
for the smoothing kernel of 10 × 10 is 32 which is double of
the OD-1 mode. If we implement the area-efficient version
which is specified as Proposed3 in Table 2, the degree of the
parallelism can be 40. In this case, the number of instruc-
tions required can be reduced to 12 which is 62% lower than
the case that the accurate MAC unit is used for the image
smoothing. In this case study, we can reconfigure the op-
erating mode on demand to obtain good smoothing results
for color and grayscale images, respectively, while ensuring
high computational parallelism.

5.2 Simultaneous Localization and Mapping (SLAM)

Simultaneous Localization andMapping (SLAM) is the com-
putational problem of constructing or updating a map of
an unknown environment while simultaneously estimating
the robot’s pose (position and orientation, etc.). The study
of [19] has a high expectation of the possibility of applying
approximate computing to the field of SLAM. Oh et al. [20]
first applied approximate computing to matrix multiplica-
tion of two major parts of RGB-SLAM: feature extraction
for visual observation and robot localization using an iter-
ative algorithm. We use a laser-based SLAM application
named LittleSLAM proposed by Tomono [21] to discuss
the applicability of the proposed MAC unit. As the name

Table 4 Maximum and mean difference of poses in localization com-
pared to accurate multiplication.

Data Set Hall Corridor
Mode Max (cm) Mean (cm) Max (cm) Mean (cm)
OD-1 19.27 10.74 30.36 18.19
OD-2 13.40 9.51 15.72 5.74
OD-4 21.97 14.04 11.92 4.49

implies, SLAM contains two core components: namely lo-
calization and mapping (or map construction). The core
approach to robot localization in LittleSLAM is the Iterative
Closest Point (ICP) method based on Scan Matching first
proposed in [22]. It estimates the rigid body transforma-
tion of the robot by iteratively approximating the minimal
value of the cost function by the gradient descent method.
Here, the cost function is the sum of the distances between
eachmatched point pair of the environmental landmark point
cloud and the reference point cloud obtained by the robot’s
laser scanner. This iterative process contains extremely in-
tensive multiply-accumulate operations and is suitable for
approximation computing, so we deploy the MAC unit in
the square operations in the cost function. After the robot
has been localized, the mapping part converts the currently
scanned environmental landmark point cloud from the robot
coordinate system to the global coordinate system in dense
matrix multiplication. We choose to deploy the vector accel-
erator in the matrix multiplication. We use two default data
sets, i.e., Corridor and Hall, that come with the program as
test inputs.

Table 4 shows the maximum and mean distances be-
tween the robot’s pose trajectory estimated by applying the
proposedMAC unit and the accurate multipliers. The choice
of the OD modes has an irregular effect on the pose trajec-
tory. In general, OD-1 mode yields a pose trajectory close
enough to using the accurate multipliers. In the data set Hall,
the maximum error of 19.27 cm is only 0.43% of the total
walking distance of 44.64m, while in the data set Corridor,
the maximum error of 30.36 cm is only 0.46% of the total
walking distance of 66.05m. Figure 5 shows the pose trajec-
tory estimated by OD-1 mode in data set Hall. It can be seen
that the OD-1 trajectory and that using the accurate multipli-
ers overlap to a high degree so that sufficient accuracy can
be achieved by choosing OD-1 mode in the localization part
of SLAM.

Table 5 shows the maximum and mean distances be-
tween the map point cloud generated by the proposed MAC
unit and the accurate multipliers. The accuracy improve-
ment brought by the proposed OD-2 and OD-4 methods is
evident compared to the OD-1 mode. For the data set Hall,
the map error using OD-1 mode is up to more than 50 cm.
Figure 6 shows the map generated by OD-1 mode in the data
set Hall. We can see the obstacles in the environment are
not clear enough. The maximum error (59.79 cm) occurs
at the two biggest red dots in the lower right corner. The
proposed OD-2 mode reduces the mean error to 28.8% of
the OD-1, making the map much closer to which generated
by the accurate multipliers. The OD-4 mode even reduces



538
IEICE TRANS. FUNDAMENTALS, VOL.E106–A, NO.3 MARCH 2023

Fig. 5 Robot’s pose trajectory (44.64 m) of data set Hall. The maximum
error in OD-1 mode is only 0.43% of the total walking distance, which is
small enough for localization.

Table 5 Maximum and mean difference of map points in mapping com-
pared to accurate multiplication.

Data Set Hall Corridor
Mode Max (cm) Mean (cm) Max (cm) Mean (cm)
OD-1 59.79 11.27 46.42 1.83
OD-2 27.50 3.25 25.12 1.00
OD-4 5.77 0.29 6.32 0.52

Fig. 6 Generated map of data set Hall. The red part indicates the error
is over 50 cm. The obstacles are not fine enough so the higher-accuracy
modes are required.

the mean error to within 1 cm. Therefore, to build more ac-
ceptable maps without losing high parallelism, the OD-2 or
OD-4 modes of the proposed MAC unit are recommended.

The number of consumedmultiplications in localization
depends on the number of point pairs and iterations for the
gradient descent method. We experimentally demonstrate
that the number of iterations required to obtain the robot’s
pose trajectories using the proposed OD method is essen-
tially the same or even slightly lower than the conventional
method using the accurate multiplication, which is shown in
Table 6. For the data set Hall, the cost function in local-
ization contains the sum of the distances of 323 point pairs

Table 6 Iteration numbers of robot’s pose trajectories with accurate mul-
tiplication and OD methods.

Data Set Hall Corridor
Accurate 2,047,300 4,249,198
OD-1 1,994,403 4,107,685
OD-2 1,930,185 4,046,058
OD-4 1,744,407 3,664,914

on average, i.e., 646 sets of multiply-accumulation inputs.
Therefore, similar to the discussion of image smoothing, the
32-parallel MAC unit with OD-1 mode is expected to con-
sume only 84 instructions according to Eq. (9), while in the
case of using accurate MAC unit, the number will be 188
since the degree of parallelism in the accurate one is 14. If we
implement the more area-efficient version which is specified
as Proposed3 in Table 2, the number of instructions expected
to consume can be reduced to 68which is 64% lower than the
case that the accurate MAC unit is used for the localization
in the SLAM application. In this case study, high parallelism
will be limited by the circuit area if we use accurate mul-
tipliers, which will inevitably increase the execution cycles
and consume more energy. Meanwhile, the high-accuracy
localization and mapping will not be obtained at the same
time if only the Mitchell multiplication unit is used, even
though the computation is performed at a high degree of par-
allelism. By applying the proposed accuracy reconfigurable
MAC unit in different parts of the SLAM application and
reconfiguring the operating modes on-demand, it is possible
to achieve high parallelism and obtain high accuracy for both
localization and mapping at the same time.

6. Open Source RISC Processor Integration

This section describes an implementation of a prototype
open-source RISC processor that integrates the minimum
functionality of the proposed MAC unit as a vector acceler-
ator. We also implement a software-level accuracy reconfig-
uration in the form of an instruction set extension.

6.1 Implementation Approach

The prototype processor that integrates the proposed vec-
tor accelerator is based on the Rocket Chip Generator [23],
which is an open-source System-on-Chip generator that
emits synthesizable RTL based on the RISC-V Instruction
Set Architecture. The proposed vector accelerator is in-
tegrated in the form of Rocket Chip Coprocessor (RoCC).
As shown in Fig. 7(a), a tile, which is the core part in a
Rocket chip, contains a Rocket base core (which supports
basic RISC-V instructions), L1 cache, and a highly cus-
tomizable coprocessor (RoCC). This RoCC communicates
with the base core and L1 cache via defined interfaces. The
data width of the L1 data cache interface is equal to the
word length of the chip, and the data is read in a “request-
response” way. When a cache miss occurs, carrying data
takes up to 30 clock cycles. Since our implementation is
a vector accelerator, we mount a 4-channel DMA node for
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Fig. 7 The RoCC uses interfaces to communicate with other parts in the
tile, and use DMA node to speed up data reading directly from L2 cache.

the RoCC to read data directly from the larger L2 cache to
speed up the data loading process. When the amount of
parallel data is high, the read speed of the DMAmethod will
be much faster than the L1 interface reading. The specific
RoCC implementation of the proposed vector accelerator is
shown in Fig. 7(b). The decomposer is used to decompose
the contiguous data read by the DMA node based on the
instruction machine code passed in the L1 instruction cache
interface. The decomposed (or in OD-1 mode, not decom-
posed) data is filled into two vector registers, respectively.
The multiplication/multiply-accumulation unit consisting of
Mitchell’s approximate multipliers with area-saving advan-
tage calculates the results of operations on the data in the
two vector registers.

In terms of instructions, we implement an OD mode
control instruction that determines the operating mode of the
proposed vector accelerator and the use of vector registers.
In addition, vector loading instruction, vector multiplication
instruction, and vectormultiply-accumulation instruction are
also implemented, respectively.

6.2 Clock Cycle Reduction Verification

This section describes the clock cycle reduction of the prac-
tical applications provided by the RTL design. We set the
parallelism of the hardware design to 32, i.e., the vector ac-
celerator contains 32 parallel Mitchell approximation multi-
pliers. The Verilator simulator converts the hardware design
into a clock-accurate programmodeled in C, and its expected
behavior will be the same as the physical processor. We
use the same C program of image smoothing application in
Sect. 5.1 as an example to show the effect of the clock cycle
reduction of the prototype processor. We compare the clock
cycles consumed by smoothing the image using the three
modes of operation and the clock cycles consumed without
the accelerator (i.e., using scalar instructions). Due to the
performance limitation of the test platform, the image sizes
being processed are 10×10 and 100×100 pixels.

First of all, using the cycle-accurate simulation, we con-
firmed the correct operation of the accuracy reconfigurable
vector accelerator implemented based on the RoCC. It cor-
rectly works over the 3 operation modes corresponding to

Table 7 Clock cycles consumed in image smoothing with the proposed
accelerator prototype and scalar instructions.

Image Size 10×10 100×100
Scalar 35,927 9,134,537
OD-1 8,124 2,019,374
OD-2 10,799 2,842,359
OD-4 17,195 4,427,465

OD-1, OD-2, and OD-4. The number of clock cycles for
the 3 modes are shown in Table 7. In addition, the clock
cycles for the scalar MAC unit which is originally built in
the Rocket core are also shown for reference. For a 10×10
image, the highest-parallelism OD-1 mode reduces the clock
cycles by up to 77.39%over the result of the scalarMACunit.
The OD-2 mode reduces the consumed cycles by 69.94%.
Even the OD-4 mode, which sacrifices the most parallelism,
reduces the clock cycles by 52.14%. A similar reduction
also occurs in the 100×100 image, where the clock cycle
reductions of OD-1, OD-2, and OD-4 modes are 77.89%,
68.88%, and 51.53%, respectively. Ideally, the clock cycles
could have been reduced more significantly since the num-
ber of multipliers integrated in the RoCC is 32. One of the
reasons why the parallelism of the 32-parallel MAC unit is
not fully exploited is that the memory bandwidth between
the data cache and the RoCC is limited. The reduction in the
number of cycles to application execution will be improved
if the concatenation of data I/O of the coprocessor is imple-
mented, i.e., high bandwidth data can be read and written as
a vector per cycle.

7. Conclusions

This paper proposed a novel operand decomposition (OD)
method that improves the accuracy of the existing original
approximate multiplier. Based on the proposed OD method,
we also proposed an accuracy reconfigurable vector accel-
erator. It can reconfigure multiple accuracies on demand
by a trade-off to meet various accuracy requirements while
keeping high computational parallelism. The hardware eval-
uation shows the proposed MAC unit significantly reduced
the area to only 42.88% of the accurate multiplication unit.
The deployment on practical applications like image smooth-
ing and SLAM shows excellent accuracy performance of the
proposedMAC unit. We can reconfigure the operating mode
on-demand to obtain results with slightly lower accuracy but
the highest computational parallelism or sacrifice a certain
degree of parallelism to get high accuracy. The proposed
MAC unit addresses the low parallelism of accurate multipli-
ers and the low accuracy of original approximate logarithmic
multipliers. It achieves on-demand accuracy and high paral-
lelism computation with only a small area overhead. We also
designed a prototype processor that integrates the minimum
functionality of the proposed MAC unit as a vector accel-
erator based on the Rocket Chip Coprocessor (RoCC). Us-
ing the cycle-accurate simulation, we confirmed the correct
operation of the accuracy reconfigurable vector accelerator
implemented based on the RoCC. It correctly works over the
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3 operation modes corresponding to OD-1, OD-2, and OD-
4. We also experimentally confirmed the OD-1 mode with
the highest computational parallelism reduced the number
of clock cycles by up to 77.89% compared to the original
scalar instructions. However, the results show that the OD-1
mode does not fully exploit the parallelism of the accelerator
because of the limitation of the memory bandwidth between
the data cache and the RoCC. Our future work is focused on
improving the memory bandwidth by implementing vector
load and store instructions where high bandwidth data can
be read and written.
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