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Abstract

The protons and neutrons consist of quarks and gluons which are the elementary par-
ticles in the standard model. The strong interaction between quarks and gluons is
described by quantum chromodynamics (QCD). In our living energy scale, the quarks
and gluons are confined in hadrons such as protons, neutrons, and π mesons. However,
under extreme condition such as high temperature and/or density, quarks and gluons
are deconfined from hadrons, and form the quark-gluon plasma (QGP) phase, due to
the property of the QCD, asymptotic freedom.

For production of the QGP on the earth, a series of high-energy heavy-ion collisions
have been performed. In 2000 at Relativestic Heavy Ion Collider (RHIC) at Brookhaven
National Laboratory high-energy heavy-ion collisions started. At that time only rela-
tivistic hydrodynamic model succeeded in explaining strong elliptic flow. The success
of relativistic hydrodynamics reached the conclusion that the QGP created at RHIC
is not weakly interacting gas but strongly interacting plasma. Thus, the present tar-
get of high-energy heavy-ion collisions is the quantitative understanding of QGP bulk
properties, which is advanced from the search for the existence of QGP.

Furthermore, the production of ultraintense electromagnetic fields in high-energy
heavy-ion collisions has come into spotlight. In fact, the highest intensity of the mag-
netic fields in our universe may be reached. For example, the value of the magnetic
fields becomes |eB| ∼ 1015 T at

√
sNN = 200 GeV Au-Au collisions. The study of the

interaction between the QGP and ultraintense electromagnetic fields can address to
electric and magnetic transport properties of QGP.

In this thesis, we consider relativistic resistive magneto-hydrodynamics (RRMHD)
as a description of the dynamics of the QGP coupling with electromagnetic fields. We
develop a numerical simulation code of RRMHD for analysis of high-energy heavy-ion
collisions. The verification of our numerical code is performed in several benchmark
tests not only in the Cartesian coordinates but also in the Milne coordinates which are
suitable for description of high-energy heavy-ion collisions.

Next we apply our developed RRMHD model to analysis on high-energy heavy-ion
collisions at RHIC. In particular, we focus on the collective flow of charged hadrons.
We discuss the electrical conductivity dependence of the collective flow in Au-Au and
Cu-Au collisions. We confirm that the dissipation associated with Ohm’s law plays an
important role in the directed flow of hadrons in the Cu-Au collision systems. Fur-
thermore, we find that the charge-dependent anisotropic flow is sensitive to the initial
electromagnetic fields and electrical conductivity of the medium. The charge-dependent
directed and elliptic flows are approximately proportional to electrical conductivity of
the QGP. We conclude that the charge-dependent anisotropic flow is a good probe of
the initial electromagnetic fields and electrical conductivity of the QGP.

ii



Contents

1 Introduction 1
1.1 Quantum chromodynamics and nuclear matter . . . . . . . . . . . . . . 1

1.1.1 QCD phase diagram . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 High-energy heavy-ion collisions . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Outline of this Thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2 High-Energy Heavy-Ion Collisions 7
2.1 Phenomenology of high-energy heavy-ion collisions . . . . . . . . . . . . 7

2.1.1 Kinematics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.1.2 Collision geometry . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.1.3 Particle production and anisotropic flow . . . . . . . . . . . . . 10

2.2 The standard description of dynamics in collision process . . . . . . . . 13
2.2.1 Initialization models . . . . . . . . . . . . . . . . . . . . . . . . 14
2.2.2 Hydrodynamic expansion . . . . . . . . . . . . . . . . . . . . . . 15
2.2.3 Hadronization . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.2.4 Hadronic cascades . . . . . . . . . . . . . . . . . . . . . . . . . 16

3 Erectromagnetic fields in Heavy-Ion Collisions 17
3.1 Computation of electromagnetic field . . . . . . . . . . . . . . . . . . . 17

3.1.1 Collision energy dependence . . . . . . . . . . . . . . . . . . . . 18
3.2 Evolution of electromagnetic field . . . . . . . . . . . . . . . . . . . . . 19

3.2.1 Pre-equilibrium stage evolution . . . . . . . . . . . . . . . . . . 19
3.2.2 Equilibrium-stage evolution . . . . . . . . . . . . . . . . . . . . 20

4 Relativistic Hydrodynamics 23
4.1 Relativistic hydrodynamic equations . . . . . . . . . . . . . . . . . . . 23

4.1.1 local rest frame . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
4.1.2 Tensor decomposition . . . . . . . . . . . . . . . . . . . . . . . . 24

4.2 Relativistic ideal hydrodynamics . . . . . . . . . . . . . . . . . . . . . . 27
4.2.1 Relativistic hydrodynamic equation in the Milne coordinates . . 28
4.2.2 Bjorken flow in high-energy heavy-ion collisions . . . . . . . . . 29

5 Relativistic Resistive Magneto-Hydrodynamics 31
5.1 Basic equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
5.2 Magnetized Bjorken flow . . . . . . . . . . . . . . . . . . . . . . . . . . 32
5.3 The longitudinal expansion with acceleration in relativistic resistive magneto-

hydrodynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

iii



6 Numerical procedure 39
6.1 Metric . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
6.2 Constraint equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
6.3 Basic equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
6.4 Stiff part . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
6.5 Primitive recovery . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
6.6 Numerical algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

7 Test problem 44
7.1 Shock tube test problem . . . . . . . . . . . . . . . . . . . . . . . . . . 44
7.2 Large amplitude circularly polarized Alfvén wave . . . . . . . . . . . . 45
7.3 Self-similar current sheet . . . . . . . . . . . . . . . . . . . . . . . . . . 46
7.4 Cylindrical explosion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
7.5 Rotor test . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

7.5.1 Minkowski coordinates . . . . . . . . . . . . . . . . . . . . . . . 49
7.5.2 Milne coordinates . . . . . . . . . . . . . . . . . . . . . . . . . . 50

7.6 Magnetized Bjorken flow . . . . . . . . . . . . . . . . . . . . . . . . . . 51
7.7 Accelerating longitudinal expansion . . . . . . . . . . . . . . . . . . . . 52
7.8 Short summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

8 Application to Heavy-Ion collsions 57
8.1 Initial conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

8.1.1 medium . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
8.1.2 The initial electromagnetic field . . . . . . . . . . . . . . . . . . 60

9 Numerical results 64
9.1 Relativistic resistive magneto-hydrodynamic expansion . . . . . . . . . 64

9.1.1 Fluid velocity . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
9.1.2 Dissipation measure . . . . . . . . . . . . . . . . . . . . . . . . 66
9.1.3 The freezeout hypersurface . . . . . . . . . . . . . . . . . . . . . 67

9.2 The elliptic flow . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
9.3 The directed flow . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
9.4 Charge-dependent flow . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

9.4.1 Charge distribution on the freezeout hypersurface . . . . . . . . 71
9.4.2 The velocity profile of the freezeout hypersurface . . . . . . . . 73
9.4.3 The charge-dependent elliptic flow . . . . . . . . . . . . . . . . . 74
9.4.4 The charge-dependent directed flow . . . . . . . . . . . . . . . . 75

10 Summary 79

iv



Chapter 1

Introduction

This thesis aims to study the impact of electromagnetic response of quark-gluon plasma
(QGP) in high-energy heavy-ion collisions. The investigation of electromagnetic re-
sponse to physical observables can access the QGP bulk properties such as electrical
conductivity. In this chapter, we introduce the basics of quantum chromodynamics
which describes the dynamics of quarks and gluons in Sec. 1.1, and recent topics in
high-energy heavy-ion collisions in Sec. 1.2. The outline of this thesis is shown in
Sec. 1.3.

1.1 Quantum chromodynamics and nuclear matter

Quarks and gluons are elementary particles constituting the nucleons such as neutrons
and protons. The dynamics of the quarks and gluons follow the theory of strong
interactions described by quantum chromodynamics (QCD). In the standard model, the
QCD is explained by a non-Abelian gauge theory with SU(3) group [1–3]. According to
the QCD, quarks are fermions with color charge. The color charges have three degrees
of freedom which are called red, green, and blue based on the analogy of the primary
colors of human visual perception. The gluons are gauge bosons that intermediate the
strong force between particles with color charge. The quarks also have flavor degrees of
freedom and there are six quarks with different flavors: Up, down, and strange quarks
are called as the light flavor quarks, and charm, bottom, and top quarks are called as
the heavy flavor quarks. The net quark number which is difference of the number of
quarks and anti-quarks of each flavor is conserved in the strong interactions.

However, in nature, the particles must have neutral color charges. In the low
energy scale, the quarks and gluons are confined in color-neutral compound particles,
known as hadrons. Then, quarks and gluons can not be detected solely. There are
mainly two color-neutral hadrons: Meson composed of a quark and anti-quark, and
baryon composed of three quarks of different color charges. The baryon number is
conserved in the interactions among the hadrons due to the net quark number being
conserved. The baryon chemical potential, namely the chemical potential associated
with the baryon numbers, dictates the net number density of the quarks in the thermal
equilibrium state. On the other hand, on a high-energy scale, the QCD predicts that
quarks and gluons are deconfined from hadrons at high temperature or/and baryon
density. It is caused by asymptotic freedom as the important characteristic feature of
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1.1. QUANTUM CHROMODYNAMICS AND NUCLEAR MATTER

the QCD [4,5]. The coupling constant of QCD becomes smaller at higher energy scale
or smaller length scale due to the asymptotic freedom. Such a state is called as quark-
gluon plasma (QGP) [6–8]. These conditions can be achieved in the early universe, the
first microsecond after the Big Bang, which suggests that the entire universe was once
a large QGP. In the present age, the QGP-like phase may be contained in supermassive
celestial bodies such as neutron stars. High-energy heavy-ion collisions are the only
way to produce similarly extreme conditions in the laboratory.

1.1.1 QCD phase diagram

Figure 1.1: The schematic view of the QCD phase diagram.

In this subsection, we review the schematic overview of the QCD phase diagram.
In Fig. 1.1, we draw the schematic view of the QCD phase diagram. According to
conventions, the QCD phase diagram is drawn as a function of temperature T and
baryon chemical potential µB which quantifies net baryon number density. For example,
the positive µB represents the more number of baryons than that of anti-baryons. The
predictions of the lattice QCD calculations indicate that the crossover phase transition
from the hadron phase to the QGP phase occurs at zero baryon chemical potential [9–
13]. The study of several effective theories suggests the existence of a critical point at
a finite µB [14–18]. The first order phase transition line is terminated at the critical
point at some (T, µB). However, the current experimental evidence for the existence
of the QCD critical point is not obtained with conclusive results.
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CHAPTER 1. INTRODUCTION

The equation of state calculated by the lattice QCD at zero µB calculations connect
to the system’s various thermodynamic variables such as temperature, chemical poten-
tial, and pressure. At sufficiently high-energy collisions, the baryon chemical potential
is vanishing and it may be approximately zero. Temperature and chemical potential
of hot and dense matter created in high-energy heavy-ion collisions pass the various
trajectories on the QCD phase diagram. Higher energy collisions have a larger tem-
perature and a smaller baryon chemical potential at the beginning. Thus, the created
medium in high-energy heavy-ion collisions carries the information of the QCD equa-
tion of state on these trajectories. On the other hand, smaller energy collisions have
a larger baryon chemical potential. Then, beam energy scanning is possible to explore
the QCD phase diagram [19, 20]. The finite chemical potential µB ̸= 0 is difficult to
study by the lattice QCD calculation because of the sign problem [21, 22]. However,
in this region, the phase structure has been investigated by effective theories. The
analyses of effective theories suggest the existence of the color superconductivity phase
at high baryon density and low temperature [23–26].

1.2 High-energy heavy-ion collisions

Currently, the high-energy heavy-ion collider experiments are operated at the Rela-
tivistic Heavy Ion Collider (RHIC) of Brookhaven National Laboratory and the Large
Hadron Collider (LHC) of the European Laboratory for Particle Physics (CERN). In
the laboratory, two nuclei are accelerated to almost the speed of light and are collided
with each other to produce the fireball with extremely high temperature above T ∼ 200
MeV.

One of the purposes of high-energy heavy-ion collisions is the exploration of the
QCD phase diagram. At RHIC, production of the strongly interacting QGP was suc-
ceeded, which was achieved by measurement of key observables and theoretical inter-
pretation to them [27–30]. In the non-central collisions, the overlapping area of the
two nuclei forms the almond shape. As the hydrodynamics flow is induced by the
pressure gradient, a larger flow is created in the direction with respect to the shorter
axis of the almond shape than that in the direction with respect to the longer axis. As
a result, the elliptic flow coefficient v2 becomes finite. Because of the success to the
explain the experimental data such as the radial flow and elliptic flow by relativistic
hydrodynamics [31–37], One reached the conclusion that the QGP created at RHIC is
not weakly interacting gas but strongly coupled plasma. The electromagnetic probe
is also important as a signature of the production of the QGP: the thermal photon
spectra as a thermometer of the created medium [38–43], the invariant spectra of the
dileptons [38, 40, 44, 45]. The suppression of heavy meson is useful to estimate the
temperature of the QGP produced at high-energy heavy-ion collisions such as J/ψ
suppression [46–50]. The signature of the achievement of the thermal equilibrium state
is the strangeness enhancement [51–55].

At the same time, the lower bound for the dimensionless ratio of shear viscosity
to entropy density is evaluated to be η/s = 1/4π by AdS/CFT correspondence [56].
This is called the Kovton-Son-Starinets (KSS) bound. In the QCD matter, the ra-
tio of the shear viscosity to entropy density takes a minimum value near the critical
temperature [57]. The transport coefficients of the QCD matter are investigated by
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1.2. HIGH-ENERGY HEAVY-ION COLLISIONS

the Lattice QCD calculations [58–61] and the analysis of Boltzmann equation [62,63].
This situation triggered the construction and development of relativistic viscous hy-
drodynamic models [64–67]. The many model parameters in the initialization model
of hydrodynamics and the transport coefficients is strongly correlated to many observ-
ables in high-energy heavy-ion collisions. This causes difficulty in the interpretation of
the results of the phenomenological model of high-energy heavy-ion collisions. In this
situation, model-to-data comparison with Bayesian analysis plays an important role
in the evaluation of QGP bulk properties such as shear and bulk viscosities and the
charge diffusion constant [68–74]. Thus, the present purpose of high-energy heavy-ion
collisions is the quantitative study of QGP bulk properties, which is advanced from
the search for the existence of QGP.

Recently, electromagnetic fields produced in high-energy heavy-ion collisions are fo-
cused. In high-energy heavy-ion collisions, ultraintense electromagnetic fields are pro-
duced by two colliding nuclei. The magnitude of the magnetic field reaches the highest
in our universe, e.g., |eB| ∼ 1015 T for

√
sNN = 200 GeV Au-Au collisions [75–79]. The

intensity of the magnetic field in the transverse plane becomes large approximately
linearly with the center of mass collisions energy (

√
sNN) [80–82]. The correspondence

electric field in the transverse plane is also enhanced by a Lorentz factor of colliding nu-
clei. Such extremely intense electromagnetic fields may be changed the dynamics of the
created matter. It results that the hadron distribution detected in high-energy heavy-
ion collider deviates. Actually, the charge-dependent anisotropic flow coefficients are
observed in LHC and RHIC [83–85]. In the theoretical study, the role of the Lorentz
force and Coulomb force has been investigated under some approximations [86, 87].
The investigation of the effect of the magnetic field based on the reduced-magneto-
hydrodynamics (MHD) has been studied [88]. Furthermore, analyses of high-energy
heavy-ion collisions based on relativistic ideal magneto-hydrodynamics (MHD) also
has been performed [89, 90] where electrical conductivity of the created medium is as-
sumed to be infinite. However, experimental conclusive evidence of the existence of
ultraintense electromagnetic fields has not been obtained yet.

Furthermore, in the presence of the ultraintense electromagnetic fields, it supposes
the novel quantum phenomena such as chiral magnetic effect (CME) [91] and chiral
magnetic wave (CMW) [92]. In the strong electromagnetic fields, the strongly inter-
acting deconfined system has non-trivial topological configurations of the color fields.
Once, coupled to quarks, these configurations are characterized by a non-zero wind-
ing number. It leads to an excess of quarks of a given chirality, well known as the
chiral anomaly. As a result, the violation of parity occurs on an event-by-event basis,
but it clearly conserves after taking an event average. In the strong magnetic field, it
originates the separation of oppositely charged particles with respect to the reaction
plane. Since the massless quarks have fixed chirality corresponding to the helicity,
and particles tend to align their magnetic moments along the magnetic field, an ex-
cess of u-quarks are carried to the direction of the magnetic field and d-quarks are
carried to the opposite direction of the magnetic field. After taking event averages,
since the parity is conserved, the moving of u-quarks and d-quarks cancels each other.
Even though, these effects are reflected to the multiparticle correlations, as proposed
in Ref [93]. Such a phenomenon is called CME and it is currently explored by differ-
ent experimental collaborations at RHIC and the LHC [94–96]. The CME and CMW
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CHAPTER 1. INTRODUCTION

signals have been investigated in also iso-bar collision experiments, Zr-Zr and Ru-Ru
collisions at RHIC [97,98]. There are no conclusive results of evidence of the existence
of the CME and CMW. The investigation of initial electromagnetic fields can address
to the detailed discussion of such phenomena.

One of the possibilities for the extension of these studies is the construction of the
hydrodynamic model including the electromagnetic response of the QGP medium such
as the finite electrical conductivity. In terms of the ideal MHD, the magnetic field is
frozen in a plasma element. Then, the evolution of the magnetic field is controlled
by the dynamics of created medium. On the other hand, in the relativistic magneto-
hydrodynamics (RMHD) with finite electrical conductivity, well known as relativistic
resistive magneto-hydrodynamics (RRMHD), the coupling of the electromagnetic fields
with created medium becomes weak. In this case, the diffusion of the magnetic field
into the vacuum becomes faster than that of the ideal case. Therefore, the effect of
electromagnetic fields on hadron distribution may be corrected by the value of the
electrical conductivity of the QGP medium. The real QGP may have finite electrical
conductivity. In the lattice study of the QCD, the electrical conductivity of the QGP
medium is estimated as σ ∼ (5.8 ± 2.9)/ℏc fm−1 at temperature T = 250 MeV. This
value is 103 times larger than that of Cu nucleus (T ∼ 20◦C). However, the QGP
medium is poor conductive matter in the time scale of the cooling of the QGP medium
in high-energy heavy-ion collisions (τσ ∼ 1

σ
∼ 102 fm ≫ τf ∼ 10 fm). Then, the ideal

approximation of relativistic MHD is not suitable. Furthermore, since, in the ideal ap-
proximation, the electric field vanishes in the fluid comoving frame, the electric charge
distribution induced by the electromagnetic fields produced by two colliding nuclei can
not be precisely estimated. This point becomes more important in the asymmetric
collision system such as Cu-Au collisions than that of the symmetric collision system
such as Au-Au collisions. The impact of the electrical conductivity on the charge-
dependent directed flow has been estimated by focusing on the electric flux in Cu-Au
collisions [99]. In this estimate [99], the charge-dependent directed flow is proportional
to electrical conductivity of the QGP medium. Thus, the resistive extension of the rel-
ativistic ideal MHD model for high-energy heavy-ion collisions is important to evaluate
the electrical conductivity of the QGP medium in high-energy heavy-ion collisions.

In this thesis, we develop RRMHD simulation code in the Milne coordinates for
high-energy heavy-ion collisions in Chap. 6 [100]. We verify the correctness and ro-
bustness of our code by performing several numerical tests which are common test
problems for relativistic ideal MHD and RRMHD not only the Cartesian coordinates
but also the Milne coordinates in Chap. 7. We also propose the test problem of longi-
tudinal expansion with an acceleration of relativistic resistive magneto-hydrodynamics
in Chap. 7. The semi-analytic solution to this problem is shown by mimicking the elec-
tromagnetic configuration and fluid velocity in high-energy heavy-ion collisions [101].
We apply this solution as a test problem of RRMHD in the Milne coordinates. Further-
more, we construct the RRMHD model and apply it to high-energy heavy-ion collisions,
Au-Au and Cu-Au collisions (

√
sNN = 200 GeV) in Chap. 8 [102]. Numerical results

are shown in Chap. 9. We investigate the directed flow of charged π in Au-Au and
Cu-Au collisions and reveal the role of the dissipation associated with Ohm’s law. We
also study the charge-dependent anisotropic flow of charged hadrons in Au-Au and Cu-
Au collisions. We found that the charge-dependent anisotropic flow is approximately
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1.3. OUTLINE OF THIS THESIS

proportional to the electrical conductivity of the QGP medium. The comparison of
our results with STAR experimental data [84] shows the possibility of the incomplete
electromagnetic response of the QGP medium [103,104]. We conclude that the charge-
dependent anisotropic flow is appropriate to detect the electromagnetic response of the
QGP medium in high-energy heavy-ion collision experiments.

1.3 Outline of this Thesis

This thesis is organized as in Fig. 1.2. First, we show the basics of kinematics, observ-
able, and current understanding of the collective dynamics in high-energy heavy-ion
collisions in Chap. 2. Next, we review the basics of relativistic hydrodynamics in
Chap. 4 and relativistic magneto-hydrodynamics in Chap. 5. In Chap. 6, we construct
and explain the numerical model of our RRMHD simulation code [100]. We verify our
numerical code using several test problems in Chap. 7 [100]. Next, we introduce the
newly constructed RRMHD model for high-energy heavy-ion collisions in Chap. 8 [102].
Finally, we analyze the hadron distribution produced by our RRMHD model and cal-
culate the anisotropic flow and charge-dependent anisotropic flow in Chap. 9 [102,105].
We show the impact of the electromagnetic response of the QGP medium on these
observables.

Figure 1.2: Outline of this thesis.
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Chapter 2

High-Energy Heavy-Ion Collisions

2.1 Phenomenology of high-energy heavy-ion colli-

sions

In experiments, the observables are related to the particle spectra or momentum dis-
tributions. The detected final hadrons carry important information about the bulk
property and/or the collective dynamics of the created matter. The final state of the
thermalized matter, which is cooled down with collective dynamics, is reflected in the
hadron distribution. This indicates that the hadron distribution is sensitive to the
collective flow of the matter. On the other hand, the photons and leptons, which are
called as electromagnetic probes, serve the information on the inside of the matter
since they pass through the created matter with weekly interaction. The number of
hadrons (multiplicity), the momentum, and those with identified hadrons are measured
in high-energy heavy-ion collisions.

2.1.1 Kinematics

To consider the momenta of measured hadrons, we introduce useful coordinates. The
axis parallel to the impact parameter is defined as x-direction. The beam axis crossing
the midpoint of the impact parameter vector is defined as z-direction. The x-z plane
is defined as a reaction plane. The axis of the normal to the reaction plane is identified
as y-direction. The x-y plane is called as the transverse plane. The direction of the
z-axis is the longitudinal direction. We also define the momentum of each hadron in

the Cartesian coordinates as pµ = (E, px, py, pz) where E =
√
m2

i +
∑3

α=1(p
α)2 with

mi being the mass of the hadron species i. Another set of variables (pT, y, ϕ) usefully
expresses the momentum,

E = mT cosh y, (2.1)

pz = mT sinh y, (2.2)

px = pT cosϕ, (2.3)

py = pT sinϕ, (2.4)

where pT =
√

(px)2 + (py)2 is the transverse momentum, and mT =
√
m2

i + p2T is
the transverse mass. The symbol y, not to be confused as the y in the Cartesian
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COLLISIONS

coordinates, defined as rapidity,

y = tanh−1(pz/E) (2.5)

=
1

2
ln

(
E + pz

E − pz

)
. (2.6)

The angle ϕ is the azimuthal angle of the momentum vector in the transverse plane
relative to the x-axis. Those variables are useful to understand the collective dynamics
of the medium expanding in the longitudinal direction. However, the measurement
of mT and y needs to identify the particle species in order to determine the mass of
hadrons. In the analyses of experimental data, we also use the set of variables (pT, η, ϕ)
which does not need particle identification,

|p| = pT cosh η, (2.7)

pz = pT sinh η, (2.8)

where |p|2 =
∑3

α=1(p
α)2. The pseudorapidity η can be written by,

η = tanh−1(pz/|p|), (2.9)

=
1

2
ln

(
|p|+ pz
|p| − pz

)
, (2.10)

= − ln[tan(θ/2)], (2.11)

where it only depends on the polar angle θ of the momentum vector relative to the beam
axis. The rapidity and pseudorapidity are approximately equal in the ultrarelativistic
limit, p≫ m. Then, the Lorentz invariant volume element is transformed as d3p/E =
pTdpTdϕdy/E = (p/E2)pTdpTdϕdη. The Lorentz invariant momentum distribution of
hadrons is written by,

E
d3N(p)

d3p
=
dN(y, pT, ϕ)

pTdpTdϕdy
=
E

p

dN(η, pT, ϕ)

pTdpTdϕdη
. (2.12)

2.1.2 Collision geometry

The important observables such as momentum distributions and the correlation among
particles are affected by the collision geometry. In the statistical analyses of the exper-
imental data, we need to classify the events using the observables which are related to
the collision geometry.

Centrality

The most important collision geometry in heavy-ion collisions, which determines the
global configuration of the created matter, is the impact parameter of the collision. In
heavy-ion collisions, the events include not only central collisions but also peripheral
collisions. In Fig. 2.1, the left picture represents the central collision, and the right
picture represents the peripheral collision. At the most central collision, the impact
parameter is almost zero. Most of the nucleons inside two colliding nuclei participate
in the collision. On the other hand, in the peripheral collision, only the nucleon in the
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CHAPTER 2. HIGH-ENERGY HEAVY-ION COLLISIONS

Figure 2.1: The schematic expression of the centrality in terms of collision geometry.
The left picture shows the collision geometry of central collisions. The central colli-
sions have the impact parameter which is almost zero. The center picture represents
peripheral collisions with a finite impact parameter. The right picture expresses the
ultraperipheral collisions. In ultraperipheral collisions, the impact parameter is almost
same as the radius of nucleus.

overlapping area of the two colliding nuclei, with an almond shape in the transverse
plane, participates in the collision. The participating nucleons are called participants.
The other nucleons outside the overlapping area pass through the forward and backward
rapidity. These nucleons are called spectators. In high-energy heavy-ion collisions, the
impact parameter cannot be directly measured in the experiments, but it is strongly
correlated with the multiplicity of hadrons Nch or the total transverse energy ET. The
multiplicity and the transverse energy are large with a small impact parameter (central
collision). In the experiments, we classify the events of different impact parameters
as centrality (%). The most central collision is denoted as 0%. The most peripheral
collision is indicated as 100%. In Tab. 2.1, we show the event averaged charged particle
multiplicity density per-unit pseudorapidity ⟨dNch/dη⟩ and the number of participants
⟨Npart⟩ for each centrality in the ALICE experiments [106]. The clear correlation
between centrality and these observables is experimentally observed. The ⟨dNch/dη⟩
and ⟨Npart⟩ decrease with increasing the centrality %.
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Table 2.1: The event averaged charged-particle multiplicity at midrapidity and the
average number of participants for the centrality bins [106]

Centrality % ⟨dNch/dη⟩ ⟨Npart⟩
0-5 1601± 60 382.8± 3.1

5-10 1294± 49 329.7± 4.6

10-20 966± 37 260.5± 4.4

20-30 649± 23 186.4± 3.9

30-40 426± 15 128.9± 3.3

40-50 261± 9 85.0± 2.6

50-60 149± 6 52.8± 2.0

60-70 76± 4 30.0± 1.3

70-80 35± 2 15.8± 0.6

2.1.3 Particle production and anisotropic flow

Anisotropic flow coefficients

One of the important observables to extract the collective dynamics of the created
medium is the azimuthal anisotropic flow coefficients vn. To quantify the transverse
momentum anisotropy, we define the azimuthal anisotropic flow coefficients vn as a
Fourier series as a function of azimuthal angle,

dN

dϕ
∝ 1 + 2

∞∑
n=1

vn cos[n(ϕ−Ψn)], (2.13)

where the event-plane angle Ψn is the corresponding phase and the flow coefficient vn
is defined as the magnitude of nth-order anisotropy,

vn =

∫
dϕ cos[(n(ϕ−Ψn)]

dN
dϕ∫

dϕdN
dϕ

. (2.14)

The v1, v2, and v3 are called as ”the directed flow”, ”the elliptic flow”, and ”the triangu-
lar flow”, respectively. The non-zero v1 means the hadrons are emitted in one direction.
It is very small since the total transverse momentum cancels out in symmetric colli-
sion systems such as Au-Au and Pb-Pb collisions. On the other hand, in asymmetric
systems such as Cu-Au collisions, the directed flow becomes more important since the
pressure gradient in the transverse plane is the strongest with respect to the direction
of the center of Cu nucleus in Cu-Au collisions. The elliptic flow v2 becomes large in
the non-central collisions because of the geometrical origin of two colliding nuclei. The
higher anisotropic flow coefficients have been also discussed in Ref. [107–111].

Elliptic flow

As shown in Fig. 2.2, the nuclei collide with impact parameter b along the x-axis,
creating the almond-shaped overlapping area. In this area, the QGP medium forms.

10
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Figure 2.2: The schematic view of different contributions to the elliptic flow.

This shape induces a strong pressure gradient along the x-axis compared to y-axis. In
the hydrodynamical evolution, the medium expands anisotropically by this pressure
gradient. The fluid strongly expands in the direction of the shorter axis of the almond
shape. This anisotropic expansion is reflected to the momentum distribution of emitted
hadrons. The momentum distribution of the hadrons has elliptic azimuthal anisotropy
in the transverse plane. The elliptic flow coefficient is defined as,

v2 = ⟨cos[2(ϕ−Ψ2)]⟩. (2.15)

In the experiments, the elliptic azimuthal anisotropy of the momentum space of hadrons
is observed [34, 112, 113]. The hydrodynamics successfully explained the behavior of
the elliptic azimuthal momentum anisotropy measured in high-energy heavy-ion colli-
sions [114–121]. This result has reached the conclusion that the QGP is not a weekly
interacting gas but a strongly interacting plasma.

Directed flow

The directed flow is quantified the coefficient v1 defined as,

v1 = ⟨cos[ϕ−Ψ]⟩. (2.16)

In symmetric collisions, the directed flow is exactly zero at central rapidity. On the
other hand, as shown in the orange arrow in Fig. 2.3, in forward and backward rapidity
regions, the directed flow is finite due to the tilted source of directed flow explained in
details in Sec. 8. At RHIC energy, the spectator has the positive (negative) directed
flow at the forward (backward) rapidity region, resulting from the deflection of the
spectators during the collision. On the other hand, the produced matter has the
opposite sign-directed flow of spectators for −4 < η < 4 and for the centrality 0− 80%
both for Au-Au and Cu-Cu collisions [122–124]. Since the medium at the backward
rapidity region is strongly affected by nucleus A compared with nucleus B, the shape
of the medium is tilted in the reaction plane as shown in Fig. 2.3. As a consequence
of it, the medium flow along with orange arrow in Fig. 2.3. The directed flow has
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Figure 2.3: The schematic view of different contributions to the directed flow. The
blue arrow denotes the asymmetric density gradient of the initial pressure of the fluid
due to the difference of the two colliding nuclei. It is vanishing in symmetric collision
systems. The orange arrow represents the tilted source of the directed flow.

a positive value in the backward rapidity region and a negative value in the forward
rapidity region. A significant measurement of the directed flow is the large negative
value of the directed flow coefficient even in collision at

√
sNN = 200 GeV Au-Au

collisions. Another important subject is the system size dependence of the directed
flow coefficient. The coefficient of the directed flow is the same for both Au-Au and
Cu-Cu collisions.

In asymmetric collision systems such as Cu-Au collisions, the directed flow is a more
important quantity to extract the collective dynamics of the QGP matter due to the
asymmetric shape of the matter with respect to the impact parameter [99, 125, 126].
The strongest pressure gradient is induced since the volume of Cu nucleus is smaller
than that of Au nucleus. The medium is strongly accelerated to the direction of the
center of Cu nucleus. As a result, the momentum parallel to the impact parameter of
hadrons becomes large. Then, the directed flow becomes finite even at η = 0 in Cu-Au
collisions. In Cu-Au collisions, the non-zero value of the directed flow is observed at
η = 0 [127–129]. Furthermore, the electric field is produced by the two colliding nuclei
due to the differences in the charge of the nuclei. It induces charge differences in the
directed flow,

∆vn = vn(h
+)− vn(h

−), (2.17)

where h± denotes the positively or negatively charged hadrons. Early estimates of the
charge differences of the directed flow are obtained by [99],

∆v1 ∼ −πστ
Ntot

ZAu − ZCu

2
, (2.18)

where σ is the electrical conductivity, τ is a proper time of the evolution of the hy-
drodynamics and Ntot is the total number of charged particles. We have also defined
that the ZAu/Cu is the number of electric charges inside the Au/Cu nucleus. Then, the
difference in the directed flow is an important probe of the electromagnetic response
of the QGP medium due to be proportional to electrical conductivity.
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2.2 The standard description of dynamics in colli-

sion process

Figure 2.4: The schematic picture of the standard description of high-energy heavy-
ion collisions.

There are several dynamical models to describe the processes of high-energy heavy-
ion collisions [62, 64–67, 130–132]. The state of the matter is completely different at
each stage through the process of high-energy heavy-ion collisions. From the initial
color grass condensate to the final non-interacting hadrons, the variety of the behavior
of the QCD matter can be observed. To describe such an evolution QCD matter with
quite different processes, state-of-the-art dynamical models combine the initial state
models, hydrodynamic simulation, and hadronic cascade models. In this section, let
us review the dynamics of the whole process of high-energy heavy-ion collisions.

As shown in Fig. 2.4, the created matter starts from a thin area between two
colliding nuclei because of the Lorentz contraction. It expands to the longitudinal
direction at almost speed of light. To capture the feature of such expansion of the
matter, the Milne coordinates (τ, x, y, ηs) are useful, where τ is proper time and ηs
is space rapidity. The transformation from the Cartesian coordinates to the Milne
coordinates is given by,

τ =
√
t2 − z2, (2.19)

xM = xC , (2.20)

yM = yC , (2.21)

ηs = tan−1(z/t) =
1

2
ln

(
t+ z

t− z

)
. (2.22)

Its inverse transformation is written by,

t = τ cosh(ηs), (2.23)

z = τ sinh(ηs). (2.24)
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The initial state of high-energy heavy-ion collisions is described by a color-glass
condensate picture. This medium instantaneously thermalized with τ ≲ 1 fm/c. There
are developed various models to investigate this initial state [133–137].

After the thermalization, the system has achieved the local thermal equilibrium
state. The hydrodynamic evolution may be adopted in this stage. This evolution
produces the collective flow of the created plasma. The initial spatial anisotropy is
converted to the momentum anisotropy of the final hadronic matter by the hydrody-
namic expansion.

Since the temperature of the produced matter becomes lower because of the hy-
drodynamic expansion, the microscopic picture of the matter is gradually transitioned
from quarks and gluons to hadrons. The mean-free path of hadronic matter becomes
larger than that in the partonic matter and the system size. In this stage, the descrip-
tion of the hadronic system is described as hadronic gases rather than hydrodynamics.
The switching from hydrodynamic picture to hadronic particle picture is executed on
the isothermal hypersurface at T = Tsw ∼ 150 MeV. The dynamics of the created
hadronic gas is described by the kinetic theory where hadronic decay and scattering
with each other. This procedure is called a hadronic cascade, or hadronic afterburner.

2.2.1 Initialization models

Hydrodynamics well describes the spacetime evolution of the QGP medium, but not
well understood how it forms. Some other physical processes must take into account
for the construction of the initial energy density profile immediately after the collisions.
The system takes a short time τ ∼ 1 fm to begin the hydrodynamic expansion. The
hydrodynamic equations are differential equations and require an initial condition.

The simplest phenomenological model of the initial condition of the high-energy
heavy-ion collisions is the Glauber model [133, 134]. The experimental multiplicity of
hadrons is fitted with the number density of the participant nucleons and the number
density of the binary nucleon collisions. In ideal hydrodynamics, the final multiplicity
of the hadrons is proportional to the entropy density on the freezeout hypersurface
where hydrodynamics is terminated. Since the entropy current is conserved by the
ideal hydrodynamics evolution, the final entropy density corresponds to the initial
entropy density. In the Glauber model, the initial entropy density in the transverse
plane at the collision point is determined by the local density of nucleons in the two
colliding nuclei. This local nucleon density is calculated as the thickness function,

TA/B(x, y) =

∫
dzρnucleus(x, y, z), (2.25)

ρnucleus(x, y, z) =
ρ0

1 + exp
(
r−R
a

) , (2.26)

where ρnucleus is well known as Woods-Saxon distribution, ρ0 is a nucleon density at
center of the nucleus, R is a radius of the nucleus, and a is a surface thickness. The par-
ticipant density is calculated by the TA/B multiplied by the probability of the collisions
at each transverse position. The binary nucleon collision density is proportional to
TATB. In the conventional Glauber model, the initial entropy density is parametrized
as a function of the participant density npart and the binary nucleon collision density
ncoll.
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Another initial model, which is often compared with the Glauber models, is the
color-glass-condensate (CGC) model based on the CGC picture [135–137]. In suffi-
ciently high-energy collisions, the matter of the early stage is described by the pro-
duction of soft gluons. This picture successfully explained well experimental results
in higher collision energy such as Pb-Pb collisions (

√
sNN = 2.76 and 5.02 TeV) at

the LHC. Recently, with the development of bayesian analysis of the model-to-data
comparison for high-energy heavy-ion collisions, the model of the connecting Glauber
model to CGC-based initial condition by one parameter has been investigated [68,69].

2.2.2 Hydrodynamic expansion

After the production of the matter forms a local thermal equilibrium condition of quarks
and gluons, the hydrodynamic description is applicable to describe the spacetime evo-
lution of the produced matter. The initial spatial anisotropy is converted to the final
momentum distribution mainly by the hydrodynamics expansion of the QGP in this
stage. This expansion is determined by the bulk properties and the transport coeffi-
cients of the QGP such as value of transport coefficients, and the constitutive equation
with transport coefficients. The details of the relativistic hydrodynamic framework are
introduced in Chap. 4.

In high-energy heavy-ion collisions, the radial expansion in the transverse plane
is induced by the finite size of the colliding nuclei. The final emitted hadrons are
boosted by this expansion. As a result, the mean transverse momentum ⟨pT⟩ increases.
Besides, the initial almond shape of the energy density profile is converted to the final
momentum elliptic anisotropy by the hydrodynamic expansions. This effect is reflected
to the observed strong elliptic flow coefficient v2.

Recently, electromagnetic fields produced by two colliding nuclei also have been
discussed. In the hydrodynamic evolution, Maxwell’s stress force affects the expansion
of the thermalized matter. The possibility of the change of the elliptic flow and di-
rected flow is suggested in Refs. [88, 138]. In the RMHD framework, such dynamics
depends on the modeling of Ohm’s law and the value of electrical conductivity. As
a further discussion, the incomplete electromagnetic response of the QGP medium is
also reflected to the dynamics of the medium [103,104]. This indicates that relaxation
time of electric current plays an important role in the dynamics of the QGP medium.
The details of the framework of RMHD are introduced in Chap. 5.

2.2.3 Hadronization

The outputs of the hydrodynamics are the fluid flow, temperature, and density on the
freezeout hypersurface. To evaluate the observables using these outputs, we should
convert these fluid variables to the hadron distribution. With given hydrodynamic
variables on a freezeout hypersurface Σf , the spectrum of a hadrons i can be represented
with Cooper-Frye prescription [139],

E
d3Ni

dp3
=

gi
(2π)2

∫
Σf

d3σµp
µf(p, x), (2.27)

where gi is a degree of freedom of hadron i, and d3σµ is a surface element of the
freezeout hypersurface Σf . Here, the produced hadron gas is sufficiently dilute gas,
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and the interaction among hadrons can be ignored. Thus, the distribution function
can be assumed to be the one-particle distribution function. The distribution function
f(p, x) gives the momentum distribution of hadrons at the position x of a freezeout
hypersurface element.

In the ideal hydrodynamics, the local momentum distribution is obtained by the
Bose-Einstein distribution or Frmi-Dirac distribution,

f(p, x) =
1

eβ(pµuµ−µi) ± 1
, (2.28)

where β = 1/T is the inverse temperature, µi is a chemical potential of the hadrons,
and uµ is a four-velocity of the fluid. The statistical sign of the denominator is +1 for
fermions and −1 for bosons. The energy-momentum tensor of ideal hydrodynamics is
reproduced by the above distribution function of the hadrons in kinetic theories.

2.2.4 Hadronic cascades

Hadronic cascades describe the spacetime evolution of the hadronic gas. The hadronic
gas is taken to be the finite number of classical particles. In cascade models, hadrons
decay or scatter with each other. Every pair of hadrons is tested whether they scatter
with each other. Two hadrons scatter with each other if the distance between them is
smaller than the radius determined by the total cross-section of the two hadrons. For
elastic scattering, the momentum of the hadrons is changed. For inelastic scattering,
new hadrons are created instead of the original hadrons. The decay is performed by
removing parent particles and producing daughter particles at a randomly sampled time
with its decay rate. There are several models of hadronic cascades which have been
adopted in high-energy heavy-ion collisions such as UrQMD [140–142], JAM [143,144],
and SMASH [145,146].
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Chapter 3

Erectromagnetic fields in Heavy-Ion
Collisions

In high-energy heavy-ion collisions, ultraintense electromagnetic fields are produced
by two colliding nuclei. The magnitude of the magnetic field reaches the highest in
our universe, e.g., |eB| ∼ 1015 T for

√
sNN = 200 GeV Au-Au collisions [75–79]. In

this chapter, we review the property of electromagnetic fields in high-energy heavy-ion
collisions.

3.1 Computation of electromagnetic field

B
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Figure 3.1: The schematic view of heavy-ion collision with electromagnetic fields
produced by colliding nuclei.

As shown in Fig. 3.1, two colliding nuclei produce electromagnetic fields. According
to Biot-Savart law, the running charged particles induces the magnetic fields around
particles. In heavy-ion collisions, the magnetic fields produced by two colliding nuclei
reinforce each other in the reaction area. Let us consider Au-Au collisions (

√
sNN = 200

GeV) at fixed impact parameter b. If we approximate the nucleus to be point-charged
particles, we get the magnetic field strength by naively applying the Biot-Savart law,

−eBy ∼ 2ZAuγ
e2

4π
vz

(
2

b

)2

∼ 10m2
π ∼ 1015 − 1016 T, (3.1)
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where vz =
√

1− (2mN/
√
sNN) ∼ 0.99995 (mN is a nucleon mass) is the velocity of

the nucleus, γ = 1/
√

1− v2z ∼ 100 is the Lorentz factor of the nucleus, and ZAu = 79 is
the charge number of the gold nucleus. The left-hand side has the minus sign because
the magnetic field is facing the (−y)-direction as shown in Fig. 3.1. It is sufficiently
larger than the square of mass of electrons, m2

e and light flavor quarks, m2
u and m2

d,
to be capable to induce the significant quantum phenomena. It is also larger than
the magnetic field of neutron stars including the magnetars which may have a surface
magnetic field of the order of 1010−1012 T. One can expect that such a large magnetic
field may affect the important results on the evolution of QGP matter produced in high-
energy heavy-ion collisions. Precisely, in order to discuss the effect of electromagnetic
fields beyond this early estimate, we need to consider the knowledge of the proton and
neutron distributions in a nucleus. For this subject, we can take the Woods-Saxon
distributions as nucleon distributions. In real high-energy heavy-ion collisions, since
the proton distribution may fluctuate from one nucleus to another, the electromagnetic
fields may also fluctuate event by event basis [80–82]. In early estimate Eq. (3.1), we
apply the Biot-Sarvart law. Furthermore, we need to replace the Biot-Savart law with
the full relativistic Liénard-Wiechert potentials which include the retarded effect,

eE(t, r) =
e2

4π

∑
n

Zn
Rn −Rnvn

(Rn −Rn · vn)3
(1− v2n), (3.2)

eB(t, r) =
e2

4π

∑
n

Zn
Rn × vn

(Rn −Rn · vn)3
(1− v2n), (3.3)

where the summation is over all the charged particles inside colliding nuclei, Zn is the
charge number of the nth particle, Rn = r − rn is the relative position of the field
point r to the source point rn of the nth particle, and vn is the velocity of nth particle
at the retarded time tn = t− |r − rn|.

3.1.1 Collision energy dependence

The magnitude of electromagnetic fields at LHC energy is around 14 times larger than
that at RHIC energy. Naively, they hold the linear dependence on the collision energy,

e · Field ∝
√
sNNf(b/RA), (3.4)

where RA is a radius of the nucleus and f(b/RA) is a universal function. Actually,
a more general form of Eq. (3.4) is obtained from Eqs. (3.2) and (3.3). As the fields
at t = 0 fm are mainly caused by spectators and participants which has velocity
vz =

√
1− (2mN/

√
sNN) ∼ 1, the electric and magnetic fields at t = 0 in the transverse

plane is written by,

eE⊥ ∼ e2

4π

√
sNN

2mN

∑
n

Rn⊥

R3
n⊥
, (3.5)

eB⊥ ∼ e2

4π

√
sNN

2mN

∑
n

enz ×Rn⊥

R3
n⊥

, (3.6)
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where enz is the unit vector in z-direction depending on whether the nth charged
particles is in two colliding nuclei and Rn⊥ is the transverse position of the nth charged
particle which is independent of

√
sNN, and Rn⊥ = |Rn⊥|. For the event-averaged

magnetic field e⟨By⟩, the following form is approximately written by,

e⟨By⟩ ∝
√
sNN

2mN

Z

A2/3

b

2RA

m2
π, for 0 < b < 2RA. (3.7)

We note that the event-averaged electric field vanishes, ⟨eEx⟩ = 0, since the electric
field produced by two colliding nuclei is canceled out each other at r = 0 fm, ηs = 0
and t = 0 fm in the symmetric collisions. Then, the electric field can contribute only
to event-by-event fluctuations.

3.2 Evolution of electromagnetic field

3.2.1 Pre-equilibrium stage evolution

After high-energy heavy-ion collisions, the produced partonic matter mainly consists
of gluons and remains in a far-from-equilibrium state. This created partonic matter
evolves toward a thermal equilibrium state and the production of quarks and anti-
quarks pairs occurs during this process. Although the evolution of partonic matter in
a far-from-equilibrium state has not been understood extensively, the phenomenological
studies found that the timescale of the achievement of the thermalization is very shorter
than the total lifetime of the QGP phase [147–150]. Once the thermal equilibrium is
locally achieved, the bulk evolution of the partonic matter is described by relativistic
hydrodynamics. One of the transport coefficients of the hydrodynamics characterized
electromagnetic response, namely, the electrical conductivity has been numerically in-
vestigated by using lattice QCD calculations. The electrical conductivity σ makes the
QGP matter sensitive to electromagnetic fields and which in turn strongly influences
the time evolution of electromagnetic fields. To the evolution of electromagnetic fields
in the QGP phase, we need to consider the interaction between QGP matter and elec-
tromagnetic fields. Then, we will discuss the evolution of electromagnetic fields in the
QGP phase next subsection. In this subsection, we will focus on the stage before the
thermal equilibrium (we call this stage the ”pre-equilibrium stage”).

The partonic matter in the pre-equilibrium stage is expected to have lower conduc-
tivity than in the QGP stage. We ignore the response of the matter to the electro-
magnetic fields in this stage for simplicity. The contribution to electromagnetic fields
obtains from the charged particles in mainly spectators and participants. The specta-
tors move far away from the collision region. The remnants move much slower than
the spectators. They become more important than the spectators and make the decay
of electromagnetic fields slow down. The timescale of diffusion of the magnetic field
because of the spectators is estimated as,

tB ∼ RA/(γvz) ∼
2mN√
sNN

RA, (3.8)

which is one-half the time that one proton path through the nucleus. The lifetime is
very short for high collision energy

√
sNN. For Au-Au collisions at

√
sNN = 200 GeV,
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the lifetime is tB ∼ 0.065 fm, while for Pb-Pb collisions at
√
sNN = 2.76 TeV, the

lifetime is tB ∼ 0.005 fm. When t ∼ tB, we can approximate the time evolution of the
event-averaged magnetic field in the pre-equilibrium stage,

⟨eBy(t)⟩ ∼
⟨eBy(0)⟩

(1 + t2/t2B)
3/2
. (3.9)

This relation works well for peripheral collision which has large impact parameter b
and high collision energy

√
sNN. The Eq. (3.9) represents that for t≫ tB the magnetic

field evolves fast,

⟨eBy(t)⟩ ∼
t3B
t3
. (3.10)

However, if at that time tB the QGP has been already created in high-energy heavy-ion
collisions, the electromagnetic response of the QGP medium will significantly affect the
time evolution of the electromagnetic fields.

3.2.2 Equilibrium-stage evolution

In the estimate of electromagnetic fields, we have ignored the electromagnetic response
of the partonic matter produced by the colliding nuclei. This assumption is justified
only in the pre-equilibrium stage where the system is gluon dominated but becomes
less justified as the system evolves with quarks and anti-quarks pairs created.

In fact, the QGP has finite electrical conductivity according to the theoretical and
lattice QCD studies. At a very high temperature which is enough to justify the per-
turbative QCD, the perturbative study gives that the electrical conductivity of the
QGP medium is σ ∼ 6T/e2 [63]. The lattice QCD calculation with Nf = 0 found
that σ ∼ 7CemT [151] at 1.5Tc < T < 3Tc with Tc is the deconfinement tempera-
ture. Another quenched lattice QCD calculation using staggered fermions found that
σ ∼ 0.4CemT [152]. Recent quenched lattice QCD simlation using Wilson fermions
revealed that σ ∼ (1/3)CemT − CemT [153–155] for Tc < T < 3Tc. The lattice sim-
ulation with two flavored dynamical Wilson fermions found that σ ∼ 0.4CemT at
T ∼ 250 MeV [156]. Another lattice QCD calculation using three flavored fermions
found that σ ∼ 0.1CemT − 0.3CemT for Tc < T < 2Tc [157, 158]. In these simulations,
the electromagnetic vertex parameter Cem =

∑
f qf with qf the charge of the quark

corresponding flavor f . For example, Cem = (5/9)e2 if u and d quarks are considered
while Cem = (2/3)e2 if u, d, and s quarks are taken. We note that the value of the
temperature Tc is different in Nf = 0 and Nf ̸= 0 cases; if Nf = 0 we have Tc = 270
MeV while if we take Nf = 2 + 1 we get Tc ∼ 170 MeV.

Now let us discuss how the electrical conductivity σ influences the time evolution
of the electromagnetic fields in the QGP phases stage which we call to ”equilibrium
stage”. In this subsection, we will consider the evolution of electromagnetic fields based
on magneto-hydrodynamics. Maxwell equations are written by,

∇×E = −∂tB, (3.11)

∇×B = ∂tE + J , (3.12)

where J is the electric current. We deal with the QGP as being locally charge-neutral
with finite electrical conductivity. Then, J is the sum of the external electric current
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and the electric current induced by Ohm’s law,

J = σ(E + v ×B) + Jext, (3.13)

where v is the fluid velocity of QGP and Jext is the external current induced by the
motion of protons which comes from mainly spectators. Substituting Eq. (3.13) into
Eqs. (3.11) and (3.11), we can obtain following Maxwell equations as,

∂tB = ∇× v ×B +
1

σ

(
∇2B − ∂2tB +∇× Jext

)
, (3.14)

∂tE + ∂tv ×B = v × (∇×E) +
1

σ

(
∇2E − ∂2tE − ∂tJext

)
, (3.15)

where we have used Gauss’s law for the magnetic field and the electric field ∇ ·B = 0
and ∇ · E = 0. The first terms on the right-hand sides of Eqs. (3.14) and (3.15) are
called as the convection term, while the other terms are called as ”diffusion terms”.

If we set to v = 0, the Eq. (3.14) reduces to,

∂tB =
1

σ

(
∇2B − ∂2tB +∇× Jext

)
. (3.16)

One can solve this equation using the method of Green’s function [78,81,159–162]. In
these studies, the solution of this equation shows that the presence of the conducting
medium can make the decay of the magnetic field significantly slow down. This is
explained as the consequence of the Faraday induction. A circular electric current in
the medium is induced by a fast decaying external magnetic field. In turn, this circular
electric current causes a magnetic field that compensates for the decaying external
magnetic field.

For late times, the external current Jext from the spectators can be neglected. If
σ ≫ 1/tc where tc is the time scale which characterized the electromagnetic fields
strongly changes, the second-order time derivative of the field term can be neglected.
In this assumption, Eq. (3.16) becomes,

∂tB =
1

σ
∇2B. (3.17)

This describes the diffusion of the magnetic field and the time scale of the diffusion of
the magnetic field is determined by,

tD = L2σ, (3.18)

where L is the characteristic length of the system. If we consider L = 10 fm which
corresponds to the radius of nucleus and σ = 0.3CEMT ∼ 6 MeV at T ∼ 300 MeV,
the diffusion time becomes about tD ∼ 3 fm. However, as mentioned in Ref. [78], in
this case the assumption σ ≫ 1/tc ∼ 1/tD is not satisfied. We need to solve Eq. (3.16)
instead of Eq. (3.17) to discuss more realistic evolution of electromagnetic fields.

If we consider v ̸= 0 case and the magnetic Renolds number Rm = LV σ ≫ 1, which
quantifies the ratio of the convection term over the diffusion term, we can approximately
take only the convection terms in Eqs. (3.14) and (3.15). This corresponds to the ideal
limit of MHD. The equations are given by,

∂tB = ∇× v ×B, (3.19)

E = −v ×B. (3.20)
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3.2. EVOLUTION OF ELECTROMAGNETIC FIELD

It is well-known that Eq. (3.19) leads to frozen in theorem for completely conducting
plasma. Namely, the magnetic lines are frozen in the plasma elements. More precisely
the magnetic flux inside a closed loop defined by plasma elements is conserved as
constant. Then, the diffusion of the magnetic field is caused by the expansion of the
QGP. To discuss the consequence of Eqs. (3.19) and (3.20), for simplicity, we assume
an initial Gaussian transverse entropy density profile for the QGP medium,

s(x, y) = s0 exp

(
− x2

2a2x
− y2

2a2y

)
, (3.21)

where ax,y are the root-mean-square widths of the Gaussian function. They are taken
to be the order of the one or two times nucleus radii. For example, for Au-Au collisions
at RHIC, ax ∼ ay ∼ 3 fm for b = 0 fm, and ax ∼ 2 fm, ay ∼ 3 fm for b = 10 fm.
Under the assumption of the Bjorken longitudinal expansion, the longitudinal velocity
is given by,

vz =
z

t
. (3.22)

One can solve the ideal transverse hydrodynamic equations and obtain [163],

vx =
c2s
a2x
xt, (3.23)

vy =
c2s
a2y
yt, (3.24)

where cs =
√
∂P/∂e is the sound velocity. Substituting Eqs. (3.23) and (3.24) into

Eq. (3.19), we can solve analytically and we can obtain the time dependence of the
magnetic field. If we focus on the central region in transverse plane, the By(t, r = 0)
is written by,

By(t,0) =
t0
t
exp

(
− c2s
2a2x

(t2 − t20)

)
By(0,0). (3.25)

This is the consequence of the frozen-in theorem because the areas of the cross-section

of the QGP medium expand as t
t0
exp

(
t2−t20
2a2x

)
in x − z plane. Namely, the total flux

across the reaction plane keeps constant. If we set to ax ∼ ay ∼ 3 fm and c2s ∼ 1/3, we
find from Eq. (3.25) that for t ≲ 5 fm By(t) evolves approximately as By(t) ∝ t0

t
By(t0)

which corresponds to the magnetized Bjorken flow explained in Subsection 5.2 and is
much slower than the 1/t3-type decay in the insulating case in the last Subsection 3.2.1.

To explore the discussion beyond these treatments, we need to solve the most general
Maxwell equations with the hydrodynamic equation. In this paper, we construct the
relativistic resistive magneto-hydrodynamic model for high-energy heavy-ion collisions.
The details of our model are introduced in Sec. 6 and 8.
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Chapter 4

Relativistic Hydrodynamics

Consider a certain stage after the collision, the system reaches local thermal equilib-
rium. If the mean free path of the constituent particles is sufficiently shorter than
the length of the characterizing systems, later stages of the evolution are described by
relativistic hydrodynamics. In this Chapter, We will give an overview of the relativistic
hydrodynamic framework.

4.1 Relativistic hydrodynamic equations

The hydrodynamic equations describe the space-time evolution of macroscopic variables
such as thermodynamic variables under an assumption of local thermalization. The
coupled partial differential equations consist of the energy-momentum conservation
law,

∂µT
µν = 0, (4.1)

and the conservation of charges,

∂µN
µ
i = 0 (i = 1, 2, · · · , n), (4.2)

where T µν is the energy-momentum tensor and Nµ is the charge current vector and dµ
is a covariant derivative. In the point of view the classical field theory, these continuity
equations are derived from Noether’s theorem. Equation (4.1) is given when the La-
grangian is invariant under the translation of the space-time. In the electrodynamics
in which Lagrangian has U(1) gauge symmetry, the conservative charge corresponds to
electric charge. The net baryon number is conserved from the U(1) gauge symmetry
of the QCD. In this chapter, we ignore the interaction between the QCD matter and
electromagnetic fields. We consider the only net baryon number as a conserved charge
(n = 1).

4.1.1 local rest frame

We assume the local thermal equilibrium at each space point. This means that a
reference of frame of the space-time point (xµ) exists and thermodynamics to fluids
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4.1. RELATIVISTIC HYDRODYNAMIC EQUATIONS

in a small volume element around the xµ is satisfied. Let us introduce the fluid four-
velocity,

uµ = (γ(x), γ(x)v(x)) (4.3)

uµuµ = −1, (4.4)

and a projection tensor ∆µν = gµν − uµuν . We define the local rest frame (LRF) as,

uµLRF = (−1, 0, 0, 0), ∆µν
LRF = diag(0, 1, 1, 1). (4.5)

In high-energy heavy-ion collisions, the mass of particles is not conserved. Then, we
cannot define the local rest frame using the flow of mass. Usually, one defines the local
rest frame using the flow of the energy density (Landau frame) or the charge density
(Eckart frame). In the landau frame [164], the four-velocity is defined as there are no
the energy leak current vector,

T µ
ν u

ν
L = euµL, (4.6)

where e is an energy density. On the other hand, in the Eckart frame [165], one defines
the four-velocity,

uµE =
Nµ

√
NαNα

(4.7)

4.1.2 Tensor decomposition

One can perform tensor-decomposition for the energy-momentum tensor T µν and the
charge current vector Nµ and any kind of Lorentz tensors. The charge current vector
Nµ can be decomposed by the fluid-four velocity and the space-like vector as,

Nµ = nuµ + V µ, (4.8)

where,

n = Nµuµ, (charge density) (4.9)

V µ = ∆µνNν . (charge diffusion vector) (4.10)

The first term in Eq. 4.9 is a time-like component which is parallel to uµ, whereas the
second term is a space-like component in a transverse to uµ. In the same way, the
energy-momentum tensor T µν can be decomposed in the time-like component and the
space-like component for each index,

T µν = euµuν − (p+Π)∆µν +W µuν +W νuµ + πµν . (4.11)

Here we defined some variables,

e = uµT
µνuν , (energy density) (4.12)

ptot = p+Π = −1

3
∆µνT

µν , (total pressure) (4.13)

W µ = ∆µ
αT

αβuβ, (energy leak current vector) (4.14)

πµν = T ⟨µν⟩ (shear-stress tensor) (4.15)

24



CHAPTER 4. RELATIVISTIC HYDRODYNAMICS

where p is a thermodynamic pressure, Π is bulk pressure, and Angle brackets denote
fir any second-rank tensor,

A⟨µν⟩ = ∆µν
αβA

αβ, (4.16)

∆µναβ =

[
1

2
(∆µα∆νβ +∆να∆µβ)− 1

3
∆µν∆αβ

]
. (4.17)

This tensor becomes symmetric for two indices and transverse to uµ and uν . In the
LRF, the energy-momentum tensor and charge current vector are written by,

T µν
LRF =


e W 1 W 2 W 3

W 1 ptot + π11 π12 π13

W 2 π21 ptot + π22 π23

W 3 π31 π32 ptot + π33

, (4.18)

Nµ =
(
n, V 1, V 2, V 3

)
, (4.19)

where π11 + π22 + π33 = 0 from the traceless condition for the shear-stress tensor.
The derivative operator ∂µ can also be decomposed as,

∂µ = uµ(uν∂ν) + ∆ν
µ∂ν . (4.20)

Here we define the time-like component of the derivative operator D := uµ∂µ and the
space-like component ∇µ := ∆ν

µ∂ν . The time component of the gradient D represents
the derivative with respect to the proper time of the fluid element. The space com-
ponent ∇µ denotes a spatial derivative in the local rest frame where the derivative
operator is written by,

∂µ =
(
D,∇1,∇2,∇3

)
. (4.21)

The derivative D corresponds to the Lagrangian derivative of the non-relativistic hy-
drodynamics D/Dt = ∂t + v ·∇,

D = γ (∂t + v) (4.22)

= γ
D

Dt
. (4.23)

Using these operators, one is able to perform the tensor decomposition for the velocity
gradient tensor ∂µuν :

∂µuν =
1

2
D(uµuν) + u[µDuν] +

1

3
∆µνθ + σµν + ωµν (4.24)

where we have defined the tensors,

θ := ∂αu
α, (expansion) (4.25)

σµν := ∂⟨µuν⟩ = ∇(µuν) − 1

3
∆µνθ, (shear) (4.26)

ωµν := ∇[µuν]. (vorticity) (4.27)

The round and square brackets denote the highlight symmetric and anti-symmetric
indices. The first and second terms in Eq. (4.24) are the symmetric and asymmetric
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4.1. RELATIVISTIC HYDRODYNAMIC EQUATIONS

space-time components, respectively. The third term denotes the trace of the space-
space components. The fourth and fifth terms represent the symmetric and asymmetric
parts of the space-space components. The tensor ωµν is called the kinematic vorticity
tensor. The tensor σµν , which is called the shear tensor, is a trace-free symmetric part
of the derivative of four-velocity. The scalar θ is an expansion rate of the fluid elements
which is described by,

θ =
D(γδV )

γδV
, (4.28)

where γδV is the volume of the fluid element observed in the local rest frame. These
tensors are satisfied with the following relations,

ω(µν) = σ[µν] = 0, (4.29)

σµ
µ = 0, (4.30)

ωµνuν = σµνuν = 0, (4.31)

ωµν∆µν = 0, (4.32)

σµν∆
µν = 0. (4.33)

We can take the local rest frame to vanish some components of the currents. In the
Landau frame, the energy leak current in the local rest frame vanishes,

W µ = uα∆
µ
βT

αβ = e∆µ
αu

α = 0. (4.34)

On the other hand, in the Eckart frame, there is no charge diffusion current,

V µ = ∆µ
αN

α = n∆µ
αu

α = 0. (4.35)

One can find the relation between the Landau frame and the Eckart frame,

uµL = uµE +
W µ

e+ p
, (4.36)

uµE = uµL +
V µ
L

n
. (4.37)

In high-energy heavy-ion collisions, a fluid consists of mainly the gluons in the early
stage of collisions. As a result, there is only energy and momentum for gluonic fluid as
a conserved quantity. Then, in this thesis, we take the Landau frame.

One can define the invariant vector under the transformation of the frame,

νµ = W µ − e+ p

n
V µ, (4.38)

where nuµ is a heat current vector. The relativistic hydrodynamic equations consist
of 6 equations. On the other hand, 15 unknowns exist, e, p, n,Π, νµ, πµν and uµ. To
close the system of partial differential equations, one is required to reduce the number
of unknowns or to provide additional equations.
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CHAPTER 4. RELATIVISTIC HYDRODYNAMICS

4.2 Relativistic ideal hydrodynamics

In this section, we consider the assumption that πµν ,Π and νµ are ignored. This
assumption implies that the system is close enough to a thermal equilibrium state, and
the local value of the energy-momentum tensor and charged current are determined by
the thermal equilibrium values. This approximation is called the ideal hydrodynamic
approximation.

The energy-momentum tensor and the charged current are written by,

T µν = euµuν − p∆µν , Nµ = nuµ. (4.39)

In the local rest frame, T µν and Nµ become,

T µν =


e 0 0 0
0 p 0 0
0 0 p 0
0 0 0 p

, (4.40)

Nµ =
(
n, 0, 0, 0

)
. (4.41)

The parallel and perpendicular components of the hydrodynamic equations with re-
spect to uµ are written by,

0 = uν∂µT
µν (4.42)

= De+ eθ + e(∂µu
µ)uν + puνu

µ(∂µu
ν) (4.43)

= De+ (e+ p)θ. (4.44)

and

0 = ∆α
ν∂µT

µν (4.45)

= (e+ p)Duα +∇αp. (4.46)

The first law of the thermodynamics is written by,

e+ p = Ts+ µn, (4.47)

de = Tds+ µdn. (4.48)

We can derive the entropy current conservation,

0 = De+ (e+ p)θ

= T (Ds+ sθ) + µ(Dn+ nθ)

= T (Ds+ sθ)

= ∂µ(s
µ). (4.49)

where we defined the entropy current sµ = suµ. We used Eq. (4.2) when we derived
the third equality. As we derive Eq. (4.49), in the relativistic ideal hydrodynamics, the
entropy current is conserved.
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4.2.1 Relativistic hydrodynamic equation in the Milne coor-
dinates

In high-energy heavy-ion collisions, the fluid strongly expands with respect to the beam
axis. The boundary of the fluid at the high space rapidity region rapidly moves along
the beam axis with a high velocity that is close to light speed. The relativistic hydrody-
namic simulation is numerically unstable and has less accuracy of the calculation near
the boundaries. Usually, to avoid these problems, we take the expanding coordinates,
so-called the Milne coordinates (τ, x, y, ηs). We have introduced that τ =

√
t2 − z2

is longitudinal proper time and ηs = 1
2
ln t+z

t−z
is space rapidity. Actually, at the LHC

and RHIC, the system has approximately invariant under the Lorentz boost transfor-
mation with respect to the beam axis [166–172]. If the one-dimensional relativistic
hydrodynamic equation is invariant under the Lorentz transformation, there is the
analytic solution, which is Bjorken’s scaling solution [173] explained in the next Sub-
section 4.2.2.

In the Milne coordinates, the transformation of the four-velocity from the Cartesian
coordinates to the Milne coordinates is represented by,

uτ = cosh (ηs)u
t − sinh (ηs)u

z, (4.50)

uηs =
1

τ

(
− sinh (ηs)u

t + cosh (ηs)u
z
)
. (4.51)

The x and y-components of the four-velocity are invariant under this transformation.
The three-velocity vi is related to the four-velocity uµ,

uµ = (uτ , ux, uy, uηs) = γ(1, vx, vy, vηs), (4.52)

where γ =
√
1− (vx)2 − (vy)2 − τ 2(vηs)2 is Lorentz factor in the Milne coordinates.

The transformation of the three-velocity from the Cartesian coordinates to the Milne
coordinates is given by,

vηs =
1

τ

− sinh ηs + vz cosh ηs
cosh ηs − vz sinh ηs

, (4.53)

ui/uτ =
ui/ut

cosh ηs − vz sinh ηs
, (i = x, y). (4.54)

In the Milne coordinates, the metric tensor takes the form,

ds2 = gµνdxµdxν = −dτdτ + dx2 + dy2 +
1

τ 2
dη2s . (4.55)

Then, the non-zero Christoffel symbols are derived by,

Γηs
ητ = Γη

τη =
1

τ
, (4.56)

Γτ
ηη = τ. (4.57)
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Here, one can derive the hydrodynamic equation (4.1) and (4.2) in the Milne coordi-
nates,

∂τ (τN
τ ) + ∂i(τN

i) + ∂ηs(τN
ηs) = 0, (4.58)

∂τ (τT
τj) + ∂i(τT

ij) + ∂ηs(τT
ηsj) = 0, (4.59)

∂τ (τT
τηs) + ∂i(τT

iηs) + ∂ηs(τT
ηsηs) = −2T τηs , (4.60)

∂τ (τT
ττ ) + ∂i(τT

iτ ) + ∂ηs(τT
ηsτ ) = −τ 2T ηsηs . (4.61)

The source terms appear in the energy-momentum conservation law. This represents
the fact that the τ and ηs-components of the four-momentum, pτ and pηs , are not
conserved quantities.

4.2.2 Bjorken flow in high-energy heavy-ion collisions

Here, we introduce the Bjorken’s scaling solution [173]. In this subsection, we assume
Lorentz boost invariance of the fluid flow. We consider the (1+1)-dimensional Euler
equations,

(∂τ + vηs∂ηs)(τe) = −τ(e+ p)

uτ
∂µu

µ + τ 2(e+ p)(uηs)2 − p, (4.62)

(∂τ + vηs∂ηs)v
ηs = − 1

(uτ )2(e+ p)

(
1

τ 2
∂ηsp+ vηs∂τp

)
+ τ(vηs)3 − 2

τ
vηs . (4.63)

In the Cartesian coordinates, the four-velocity, which is invariant under the Lorentz
boost transformation, is given by,

uµ = (cosh(ηs), 0, 0, sinh(ηs)). (4.64)

In the Milne Coordinates, the four-velocity becomes simply,

uµ = (1, 0, 0, 0), (4.65)

from Eqs. (4.53) and (4.54). Substituting Eq. (4.65) into Eqs. (4.62) and (4.63), Eular
equations reduces to,

∂τe+
e+ p

τ
= 0, (4.66)

∂ηsp = 0. (4.67)

The second equation becomes,
∂ηsT = 0, (4.68)

from the thermodynamic relation dp = sdT + ndµ. Using Eq. 4.48, the first equation
is reduces,

∂τs+
s

τ
= 0. (4.69)

From this equation, the entropy is determined by,

sτ = sτ0 = const. (4.70)
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If we take EoS p = κe, the evolution of the other thermodynamic quantities is obtained,

e = e0

(τ0
τ

)1+κ

, (4.71)

T = T0

(τ0
τ

)κ

. (4.72)

This relation leads to the initial energy density at the system achieved thermal equi-
librium in the high-energy heavy-ion collisions,

e0,Bj =
1

πR2τ0

dET

dy
, (4.73)

where R is a system radius, ET is internal energy, and y is rapidity. If we set to be the
initial roper time τ0 = 1 fm, the initial energy density is estimated 5.5 GeV/fm. This
value is enough to reach the QGP phases.
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Chapter 5

Relativistic Resistive
Magneto-Hydrodynamics

5.1 Basic equations

The conservation laws for the charged current Nµ and for the total energy-momentum
tensor of the plasma T µν in the dynamics of the whole system, are written by,

∇µN
µ = 0, (5.1)

∇µT
µν = 0, (5.2)

where ∇µ is the covariant derivative. The electromagnetic fields follow Maxwell equa-
tions,

∇µF
µν = −Jν , (5.3)

∇µ
⋆F µν = 0, (5.4)

where F µν is a Faraday tensor and ⋆F µν = 1
2
ϵµνρσFρσ is it’s dual tensor, with ϵµνρσ =

(−g)−1/2[µνρσ], g = det(gµν) and [µνρσ] is a completely anti-symmetric tensor. Here
we take the metric ηµν = diag(−1, 1, 1, 1) in the Minkowski space-time. If the mag-
netization and polarization effects are ignored, the energy-momentum tensor of the
electromagnetic fields is known to be,

T µν
f = F µλF ν

λ − 1

4
gµνF λκFλκ, (5.5)

and this tensor follows ∇µT
µν
f = JµF

µν , from Maxwell equations. The total energy-
momentum tensor is the sum of the contribution of matter and electromagnetic fields
T µν = T µν

m + T µν
f . The conservation law of the total system Eq. (5.2) gives,

∇µT
µν
m = −JµF µν . (5.6)

In the ideal limit of the relativistic viscous hydrodynamics and the local equilibrium
condition, the energy-momentum tensor and the charge current of fluids are written
by,

Nµ = ρBu
µ, (5.7)

T µν
m = (e+ p)uµuν + pgµν , (5.8)
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5.2. MAGNETIZED BJORKEN FLOW

where uµ (uµuµ = −1) is a single fluid four-velocity, ρB is the baryon number density,
e = T µν

m uµuν is energy density and p = 1
3
∆µνT

µν
m is pressure of the fluid. We have

introduced the projection tensor ∆µν = gµν + uµuν . The Faraday tensor and its dual
tensor can be rewritten as,

F µν = uµeν − uνeµ + ϵµνλκbλuκ, (5.9)
⋆F µν = uµbν − uνbµ − ϵµνλκbλuκ, (5.10)

where,

eµ = F µνuν , (e
µuµ = 0), (5.11)

bµ = ⋆F µνuν , (b
µuµ = 0), (5.12)

are the electric fields and magnetic fields measured in the comoving frame of the fluid.
We introduce electric fields Ei and magnetic fields Bi as measured in the laboratory
frame. We also define the electric and magnetic fields,

eµ = (γvkE
k, γEi + γϵijkvjBk), (5.13)

bµ = (γvkB
k, γBi − γϵijkvjEk), (5.14)

where γ is the Lorentz factor of the fluid velocity and vi is the fluid three-velocity. The
projections of ∇µT

µν
m = −JµF µν along the perpendicular and parallel directions with

respect to uµ are given by,

(e+ p)Duα + (∇α + uαD)p = gανF
νλJλ − uαeλJλ, (5.15)

De+ (e+ p)Θ = eλJλ, (5.16)

where D = uµ∇µ and Θ = ∇µu
µ. Equations (5.15) and (5.16) correspond to the

equation of motion and energy equation, respectively. They are auxiliary equations
that are not solved in our numerical code. But they are useful for the discussion of
Bjorken flow in resistive medium, shown in Secs. 7.6 and 7.7. Using the thermodynamic
relation de = Tds+ µdn, the entropy production in RRMHD is derived as,

T∂µs
µ = Jµeµ, (5.17)

where sµ = suµ is an entropy current. Since the system of equations Eqs.(5.1)-(5.4)
is closed by Ohm’s law, we adopt the simplest form of it [174]. In the covariant form,
Ohm’s law is written by,

Jµ = σF µνuν + quµ, (5.18)

where σ is electrical conductivity and q = −Jµuµ is electric charge density of the fluid
in the comoving frame. When we take ideal limit (σ → ∞) of Ohm’s law, Eq. (5.18)
reduces,

eµ = 0. (5.19)

5.2 Magnetized Bjorken flow

We consider the relativistic boost invariant flow in direction of the z-direction of an ideal
magnetized fluid. In magnetized Bjorken flow [175], we assume that the fluid follows
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the ultra-relativistic ideal gas EoS, p = e/3. The fluid pressure and energy density are
constant in the transverse x-y plane and independent from the space rapidity ηs. The
fluid velocity is taken to be a longitudinal boost invariant form vz = z/t, leading to a
four-velocity uµ = (cosh ηs, 0, 0, sinh ηs). In the Milne coordinate, the fluid four-velocity
becomes simply uµ = (1, 0, 0, 0) and the comoving derivative and the expansion rate
become D = ∂τ and Θ = 1/τ , respectively. The transverse MHD assumes the magnetic
field bµ = (0, bx, by, 0) orthogonal to the fluid four velocity uµbµ = 0. In this assumption,
one derives from the energy conservation equation Eq. (5.2) [175],

∂τ

(
e+

b2

2

)
+
e+ p+ b2

τ
= 0, (5.20)

where b2 = bµbµ. However, under the infinite electrical conductivity, Eq. (5.16) reduces,

∂τe+
e+ p

τ
= 0. (5.21)

Then, the evolution equation of the magnetic field is obtained as,

∂τb+ b/τ = 0. (5.22)

One derives the analytic solution of these equations by adopting the ultra-relativistic
ideal gas EoS, p = e/3,

e(τ) = e0

(τ0
τ

)4/3

, (5.23)

b(τ) = b0
τ0
τ
, (5.24)

where τ0 is initial time, e0 is initial energy density and b0 is initial magnetic field.

5.3 The longitudinal expansion with acceleration in

relativistic resistive magneto-hydrodynamics

We show the longitudinal expansion with acceleration in RRMHD, which is proposed
in Ref. [101]. This is a resistive extension of the magnetized Bjorken flow [175]. In
this problem, we do not assume the boost invariant flow. However, we suppose that
the fluid velocity keeps parallel to the longitudinal direction while the transverse flow
is neglected. All the fluid quantities are uniform in the transverse plane. Let us
parametrize the four-velocity in (1+1)D as follows:

uµ = γ(1, 0, 0, vz) = (coshY, 0, 0, sinhY ), (5.25)

where Y is the rapidity and vz = tanhY . In the Milne coordinates, uµ is rewritten by,

uµ =

(
cosh(Y − ηs), 0, 0,

1

τ
sinh(Y − ηs)

)
(5.26)

= γ̄

(
1, 0, 0,

1

τ
v̄

)
,
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where γ̄ = cosh(Y − ηs) and v̄ = tanh(Y − ηs). Under this parameterization, the
comoving derivative and the expansion rate are given by,

D = γ̄

(
∂τ +

1

τ
v̄∂ηs

)
, (5.27)

Θ = γ̄

(
v̄∂τY +

1

τ
∂ηsY

)
. (5.28)

Then, Eq. (5.16) becomes,

(τ∂τ + v̄∂ηs)e+ (e+ p)(τ v̄∂τY + ∂ηsY ) = γ̄−1τeλJλ, (5.29)

and Eq. (5.15) in the case of α = ηs gives,

(e+ p)Duηs + (∇ηs + uηsD)p = F ηsλJλ − uηs(eλJλ). (5.30)

Here, the derivative of u and p can be calculated as,

Duηs =
1

τ 2
γ̄2(τ∂τ + v̄∂ηs)Y, (5.31)

(∇ηs + uηsD)p =
1

τ 2
γ̄2(τ v̄∂τ + ∂ηs)p. (5.32)

By substituting Eqs. (5.31) and (5.32) into Eq. (5.30), we obtain,

(e+ p) (τ∂τ + v̄∂ηs)Y + (τ v̄∂τ + ∂ηs)p

= τ 2γ̄−2[F ηsλJλ − uηseλJλ]. (5.33)

The four-vectors of the electric and magnetic fields are on the transverse plane, and
they are perpendicular to each other,

eµ = (0, ex, 0, 0),

bµ = (0, 0, by, 0). (5.34)

Then, Eqs. (5.29) and (5.33) are reduced to,

(τ∂τ + v̄∂η)e+ (e+ p)(τ v̄∂τY + ∂ηY ) = γ̄−1τσe2x, (5.35)

(e+ p)(τ∂τ + v̄∂ηs)Y + (τ v̄∂τ + ∂ηs)p = γ̄−1τσexby. (5.36)

From the above assumption in Eqs. (5.26) and (5.34), Maxwell equations are written
by,

∂τ

[(
uτby +

1

τ
exuηs

)]
+ ∂ηs

[(
uηsby − 1

τ
exuτ

)]
+
1

τ

[(
uτby +

1

τ
exuηs

)]
= 0, (5.37)

∂τ

[(
uτex +

1

τ
byuηs

)]
+ ∂ηs

[(
uηsex − 1

τ
byuτ

)]
+
1

τ

[(
uτex +

1

τ
byuηs

)]
= −σex. (5.38)
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In Ref. [101], in order to solve these equations, we can take the following Ansatz:

ex(τ, ηs) = −h(τ, ηs) sinh(Y − ηs), (5.39)

by(τ, ηs) = h(τ, ηs) cosh(Y − ηs). (5.40)

Under this Ansatz, Eqs. (5.37) and (5.38) give,

∂τh(τ, ηs) +
h(τ, ηs)

τ
= 0, (5.41)

∂ηsh(τ, ηs) + στh(τ, ηs) sinh(ηs − Y ) = 0, (5.42)

and the solution of Eq. (5.41) is found,

h(τ, ηs) =
c(ηs)

τ
, (5.43)

where c(ηs) is an arbitrary function. By substituting
Eq. (5.43) into Eq. (5.42), we obtain,

sinh(Y − ηs) =
1

στ

∂ηsc(ηs)

c(ηs)
, (5.44)

cosh(Y − ηs) =

√
1 +

(
1

στ

∂ηsc(ηs)

c(ηs)

)2

. (5.45)

Then, the fluid rapidity, four-velocity, and electromagnetic fields can be written as,

Y = ηs + sinh−1

(
1

στ

∂ηsc(ηs)

c(ηs)

)
, (5.46)

uτ =

√
1 +

(
1

στ

∂ηsc(ηs)

c(ηs)

)2

, (5.47)

uηs =
1

στ 2
∂ηsc(ηs)

c(ηs)
, (5.48)

ex(τ, ηs) =
1

στ 2
∂c(ηs)

∂ηs
, (5.49)

by(τ, ηs) =
c(ηs)

τ
×

√
1 +

(
1

στ

∂ηsc(ηs)

c(ηs)

)2

. (5.50)

Following to Ref. [101], we take the form of the arbitrary function c(ηs) as,

c(ηs) = c0 cosh(αηs), (5.51)

with the arbitrary parameters α and c0.
In Ref. [101], they split the conservation equation

Eqs. (5.35) and (5.36) into two ordinary differential equations (ODEs) with a given
initial condition e(τ0, 0) = e0. The combination of Eqs. (5.35) and (5.36) with ideal
gas EoS p = κe are obtained as,

∂τe(τ, ηs) +
1 + κ

τ
A(τ, ηs)e(τ, ηs) = B(τ, ηs), (5.52)

∂ηse(τ, ηs) +H(τ, ηs)e(τ, ηs) = G(τ, ηs), (5.53)
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where κ = 1/3 and,

A(τ, ηs) =

(
∂ηsY (v̄ − κ)− (κ− 1)τ v̄∂τY

κ(v̄2 − 1)

)
, (5.54)

B(τ, ηs) =
σ(exbyv̄ − κe2x)

κγ̄(v̄2 − 1)
, (5.55)

H(τ, ηs) =
1

κ
((1 + κ)(τ∂τY + v̄∂ηsY ))− (1 + κ)v̄A(τ, ηs), (5.56)

G(τ, ηs) =
(στ)exby
γ̄κ

− τ v̄B(τ, ηs). (5.57)

We numerically solve Eqs. (5.52) and (5.53) to obtain the profile and evolution of
energy density. First, we solve Eq. (5.52) as an ODE to find out the τ -dependence of
the function e, keeping constant as the variable ηs. Then, we solve Eq. (5.53) with the
solution of Eq. (5.52) in each τ as an initial condition of the ODE. As a result, we get
numerically the profile of the energy density as the solution of the ODEs.

3 2 1 0 1 2 3
s

0.0

0.2

0.4

0.6

0.8

1.0

e/
e 0

= 0 [fm]
= 1 [fm]
= 3 [fm]

Figure 5.1: (color online) The energy density of the fluid is displayed as a function of
τ in the magnetized Bjorken flow.

Figure 5.1 shows the energy density as a function of ηs at τ = const.. The black
solid, green dashed, and red dotted lines show the energy density at τ = 0.5, 1 and
3 fm. The energy density expands to the forward and backward rapidity regions.
Qualitatively, the energy density takes the form of the Gaussian function when the QGP
medium is produced. At late time, the energy density profile becomes a plateau. It is
in agreement with Ref. [176]. Figure 5.2 (a) shows the magnetic field in the co-moving
frame as a function of η each time. At an early time when the QGP medium is formed,
the sum of the magnetic fields created by the colliding nuclei exists. The magnetic field
increases with rapidity at a fixed proper time and decreases with increasing proper time
in all rapidity regions. Figure 5.2 (b) represents the electric field in the co-moving frame
as a function of η each time. At the central rapidity, after the QGP medium is created,
the electric field is zero and no external electric field is left on average. However, in
the forward and backward rapidity regions, the electric field becomes large since it is
produced by the close nucleus at all proper times. In all rapidity regions, the electrical
field decays with the proper time.
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Figure 5.2: (color online) We display (a) the magnetic field component by and (b)
the electric field component measured in the comoving frame ex, respectively. The
blue solid, red long dashed-dotted and black dashed lines show the numerical results
at t = 0.5, 1.0, and 3 fm, respectively. The blue, red, and black dotted lines show
the semi-analytic solutions of the Eqs. (5.52) and (5.53) at t = 0.5, 1.0 and 3.0 fm,
respectively.

In Fig. 5.3, the proper time dependence of the energy density in terms of τ for
several values of rapidities is shown. As the medium expands to the forward and
backward rapidity regions, the energy density rapidly decays. At an early time, the
energy density at the forward rapidity region ηs = 2 increases until τ = 0.8 fm. After
that, the energy density decreases with the proper time. The decay of the energy
density in the resistive case is faster than the ideal case Eq. (5.23). Figure 5.4 (a)
shows the magnetic field as a function of τ for several values of rapidities is shown.
The magnetic field decay with the proper time in all rapidities. Different from the
electric field, the magnetic field has a non-zero value at the central rapidity. In Fig. 5.4
(b), the time evolution of the electric field for several values of rapidities is illustrated.
The electric field decay with the proper time and is a very small value at a late time
compared with the magnetic field.
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Figure 5.3: (color online) The energy density of the fluid is displayed as a function of
τ in the magnetized Bjorken flow.
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Figure 5.4: (color online) We display (a) the magnetic field component by and (b)
the electric field component measured in the comoving frame ex, respectively. The
blue solid, red long dashed-dotted and black dashed lines show the numerical results
at t = 0.5, 1.0, and 3 fm, respectively. The blue, red, and black dotted lines show
the semi-analytic solutions of the Eqs. (5.52) and (5.53) at t = 0.5, 1.0 and 3.0 fm,
respectively.
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Chapter 6

Numerical procedure

We now represent governing equations of the RRMHD in a suitable form for numerical
calculation. This chapter is based on the associated paper of this thesis [100].

6.1 Metric

We split the spacetime into 3 + 1 components by space-like hypersurface defined as
the iso-surfaces of a scalar time function t and assume a metric of the form,

ds2 = −dtdt+ gijdx
idxj. (6.1)

Since we consider only the Cartesian and the Milne coordinates in this paper, the metric
tensor is taken to be gij = 0 (i ̸= j). We will take the Cartesian (t, x, y, z) coordinates
in Secs. 7.1, 7.2, 7.3, 7.4 and 7.5.1. The Milne (τ, x, y, ηs) coordinates will be considered
in Secs. 7.5.2, 7.6 and 7.7, where τ :=

√
t2 − z2 is the longitudinal proper-time and

ηs := 1
2
ln t+z

t−z
is the space rapidity. We note that in the Cartesian coordinates, the

three metric takes gij = diag{1, 1, 1}, with
√
−g = 1, whereas in the Milne coordinates,

gij = diag{1, 1, τ 2}, with
√
−g = τ . In both coordinates, ∂jgik = 0, source terms of

space-components in conservative equations vanish. However, in the Milne coordinates,
where g33 = τ 2, the source terms for the energy conservative equation include a non-
zero term proportional to 1

2
∂0g33 = τ .

6.2 Constraint equations

Maxwell equations include two Gauss’s law,

∂i(
√
−gEi) =

√
−gq, (6.2)

∂i(
√
−gBi) = 0. (6.3)

Though Maxwell equations keep that these constraints are satisfied at all time steps,
simple integration of Maxwell equations in numerical simulation in a not well-designed
scheme does not preserve these conditions because of the numerical error. It leads
to unphysical oscillation and numerical simulation crashes in the end for the multi-
dimensional calculations. For this reason, a number of numerical techniques are intro-
duced to avoid this problem. In this model, we employ the GLM method to guarantee
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these conditions [177–179]. The main idea is that one extends the system by introduc-
ing two variables, ψ, and ϕ as the deviation from constraints. One modifies a system
of equations to decay or carry the deviation ψ and ϕ out of the computational region
by relatively high-speed waves.

For GLM method, we rewrite the Eqs. (5.3) and (5.4) as,

∇ν(F
µν + gµνψ) = −κnµψ + Jµ, (6.4)

∇ν(
⋆F µν + gµνϕ) = −κnµϕ, (6.5)

where ψ and ϕ are new scalar potentials and κ is a positive constant. In the Cartesian
coordinates, we get the telegraph equation for ∇ ·E − q and ∇ ·B,

∂2t (∇ ·E − q) + κ∂t(∇ ·E − q)− ∂i∂
i(∇ ·E − q) = 0, (6.6)

∂2t (∇ ·B) + κ∂t(∇ ·B)− ∂i∂
i(∇ ·B) = 0. (6.7)

Consequently, ∇·E−q and ∇·B propagate at the speed of light and diffuse exponen-
tially over a timescale 1/κ. In the form of the metric Eq. (6.1), timelike normal vector
is taken to be a simple form, nµ = (−1,0). The modified divergence free equation of
B and the Faraday law is written by,

∂t(
√
−gϕ) + ∂i(

√
−gBi) = −

√
−gκϕ, (6.8)

∂t(
√
−gBj) + ∂i[

√
−g(ϵijkEk + gijϕ)] = 0. (6.9)

Also, the modified Gauss’s law and Ampere’s law are expressed as,

∂t(
√
−gψ) + [∂i(

√
−gEi)−

√
−gq] = −

√
−gκψ, (6.10)

∂t(
√
−gEj)− ∂i[

√
−g(ϵijkBk + gijψ)] = −

√
−gJ j. (6.11)

The electric charge density conservation law is obtained by,

∂t(
√
−gq) + ∂i(

√
−gJ i) = 0. (6.12)

6.3 Basic equations

Let us introduce a conservative form which is appropriate for numerical integration of
the equations of motion Eqs. (5.1)-(5.2), (6.4)-(6.5) and (6.12),

∂0
(√

−g U
)
+ ∂i

(√
−g F i

)
=

√
−g (Se + Ss), (6.13)

where U ,F i, Se and Ss are the set of conservative variables, fluxes, source terms which
is explicitly solved, and source term of stiff part, respectively. These variables have the
following components,

U =



D
Πj

ε
Bj

Ej

q
ψ
ϕ


, F i =



Dvi

T i
j

Πi

ϵjikEk + gijψ
−ϵjikBk + gijϕ

J i

Ei

Bi


,
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Se =



0
1
2
T ik∂jgik

−1
2
T ik∂0gik
0

−qvi
0
0
0


, Ss =



0
0
0
0

−J i
c

0
−κψ
−κϕ


, (6.14)

where the total momentum Πi, the stress tensor Tij and the total energy density ε are
obtained by,

D = γρ, (6.15)

Πi = (e+ p)γ2vi + ϵijkE
jBk, (6.16)

Tij = (e+ p)γ2vivj + (p+ pem)gij − EiEj −BiBj,

(6.17)

ε = (e+ p)γ2 − p+ pem, (6.18)

J i
c = σei, (6.19)

where the electromagnetic energy density pem is written by pem = 1
2
(E2 + B2). We

employ the operator splitting method for time integration. Then equation (6.13) can
be split into two equations as,

∂0
(√

−g U
)
+ ∂i

(√
−g F i

)
=

√
−gSe, (6.20)

∂0
(√

−g U
)
= Ss. (6.21)

Equation (6.20) can be integrated in time in an explicit manner, while equation (6.21)
becomes stiff for large σ and κ. The one-dimensional discretization of Eq. (6.20) can
be written by,

Un+1
i = Un

i − ∆t

∆x
(fi+1/2 − fi−1/2) + Se∆t, (6.22)

where ∆x is the grid spacing and f is the numerical flux. The subscript i represents the
grid point, x = i∆x, and the subscript n shows the number of the time step, t = n∆t.

We need to interpolate the primitive variables on the cell surface from those of the
cell center to evaluate the numerical flux. We take a second-order accurate scheme for
this reconstruction [180] given by,

P n
i+1/2 = P n

i + δP n
i /2, (6.23)

δP n
i =


sign(δPi+1/2)min(|δPi+1/2|/2, 2|δPi+1|, 2|δPi|)

if sign(∆Pi+1)sign(∆Pi) > 0,
0 otherwise,

(6.24)

where δPi+1/2 = Pi+1 − Pi−1, δPi+1 = Pi+1 − Pi, and δPi = Pi − Pi−1. Then, the
numerical flux is calculated by using the Harten-Lax-van Leer (HLL) method [181]
given by,

fi+1/2 =
λ+F (Un

i+1)− λ−F (Un
i ) + λ+λ−(Un

i+1 −Un
i )

λ+ − λ−
, (6.25)
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where λ+ and λ− denote the maximum and minimum characteristic speeds of the
system, respectively. We compute them by the speed of light for simplicity. We employ
an analytic method to solve equation (6.21), which is shown in the next subsection in
detail. This procedure can avoid the numerical time step becoming too much small.

6.4 Stiff part

In this subsection, we explain how to solve stiff part (6.21), which contains Ampere’s
law and equations of ϕ and ψ. For Ampere’s law, we divide the stiff relaxation equa-
tion (6.21) into the perpendicular and parallel directions with respect to vi and we
redefine E

′i =
√
−gEi and B

′i =
√
−gBi,

∂t(E
′i
∥ ) = −σγ[E ′i

∥ − (E
′kvk)v

i], (6.26)

∂t(E
′i
⊥) = −σγ(E ′i

⊥ + ϵijkvjB
′

k), (6.27)

where E
′i
⊥ denotes a perpendicular direction of the electric field and E

′i
∥ represents the

parallel direction of the electric field. Here, vi, γ are taken to be constant during small
time steps ∆t. The solutions of the initial value problem for these relaxation equations
are written by,

E
′i
∥ = E

′i
0∥ exp{−σγt}, (6.28)

E
′i
⊥ = E∗i

⊥ + (E
′i
0⊥ − E∗i

⊥ ) exp(−σt/γ), (6.29)

where E∗i
⊥ = −ϵijkvjB

′

k and suffix 0 denotes the initial value of E
′i.

For ψ and ϕ, we can integrate the equation (6.21) as

ψ′ = ψ′
0 exp(−κt), (6.30)

ϕ′ = ϕ′
0 exp(−κt), (6.31)

where, ψ′ =
√
−gψ, ϕ′ =

√
−gϕ, and suffix 0 expresses the initial value of ψ′ and ϕ′.

6.5 Primitive recovery

In our numerical code, we should calculate primitive variables {ρ, p, vi} from evolved
conservative variables {D, ε,Πi} in order to evaluate numerical flux at each time steps.
To reconstruct primitive variables, we define new variables,

ε′ = ε− pem, (6.32)

Π′
i = Πi − ϵijkE

jBk, (6.33)

where ε′ and Π′ are the energy density and the momentum of fluid, respectively. The set
of the variables {D, ε′,Π′

i} corresponds to the relativistic ideal fluid conservative vari-
ables. Therefore, we can use the ordinal primitive reconstruction method of relativistic
hydrodynamic numerical simulation [182] for these variables. We get a one-dimensional
equation about the gas pressure as,

f(p) := [e(p, ρ) + p]γ2(p)− ε′ − p = 0, (6.34)
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where,

1

γ2(p)
= 1− Π′iΠ′

i

(ε′ + p)2
, ρ = D/γ(p). (6.35)

The p and ρ dependence of e is determined by EoS. We solve this equation by the
Newton-Raphson algorithm. The other primitive variables are reconstructed as,

vi =
Π′i

ε′ + p
, (6.36)

γ =
1√

1− vivi
, (6.37)

ρ = D/γ, (6.38)

e = (ε′ + p)/γ2 − p. (6.39)

We take into account the ideal gas EoS p = (Γ− 1)(e− ρ) in this paper. We note
that we set the non-zero ρ in Secs. 7.1, 7.2, 7.3, 7.4, and 7.5.1. In Secs. 7.5.2, 7.6, and
7.7, we take ρ = 0.

6.6 Numerical algorithm

Our numerical simulation code is based on finite difference schemes. The advection
equation with source term Se is numerically solved by explicit time integration with
second-order TVD Runge-Kutta algorithm [183]. The primitive variables are recon-
structed from the cell center to the cell surface by using the second-order accurate
scheme [180]. The numerical flux is evaluated by the HLL flux [181]. The stiff part is
integrated by the analytic solutions explained in Sec. 6.4. We employ the GLM method
to guarantee these conditions [177–179] as keeping two Gauss’s laws. The primitive re-
covery is performed by solving Eq. (6.34) by the Newton-Raphson algorithm explained
in Sec. 6.5 [182]. We summarize our numerical algorithm as follows:

- the values of the primitive variables are interpolated from cell center to cell
surfaces by using the second-order accurate scheme [180].

- conservative variables U and fluxes F on the cell surface in Eq. (6.13) are eval-
uated.

- the Riemann problem for numerical fluxes at cell surfaces is solved using the HLL
flux [181]

- Equation (6.20) is explicitly integrated using HLL flux.

- the stiff equation (6.21) is integrated by using the analytic solutions expressed
by Eqs. (6.28)-(6.29).

- the new primitive variables are reconstructed from the evolved conservative vari-
ables by solving Eqs. (6.34)-(6.39).
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Chapter 7

Test problem

In this section, several numerical bench-mark tests are performed as the verification
of our numerical simulation code. We will take the Minkowski (t, x, y, z) coordinates
in Secs. 7.1, 7.2, 7.3 and 7.5.1. The Milne (τ, x, y, ηs) coordinates will be employed
in Secs. 7.5.2, 7.6 and 7.7. The CFL constant is taken to be CCFL = 0.1 for all test
problems. This chapter is also based on the associated paper of this thesis [100].

7.1 Shock tube test problem

In order to test the shock-capturing features of our numerical simulation code, we take
into account the simple MHD version of the Brio-Wu test in Ref. [184]. The initial left
and right states are taken to be,

(ρL, pL, (By)L) = (1.0, 1.0, 1.0) for x < 0.5, (7.1)

(ρR, pR, (By)R) = (0.125, 0.1,−1.0) for x ≥ 0.5, (7.2)

and all the other variables are set to 0.

0.0 0.2 0.4 0.6 0.8 1.0
x 
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RRMHD code = 0 
RRMHD code = 10
RRMHD code = 100
RRMHD code = 1000
RRMHD code = 10000

Figure 7.1: (color online) We display the magnetic field By at t = 0.4 in the Brio-Wu
type shock tube test problem.

Figure 7.1 gives the results at t = 0.4 for different values of electrical conductivity,
σ = 0, 10, 102, 103, 104. The number of computational grid points is 400. In the solu-
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tion with σ = 104, the left-going rarefaction and right-going shock, and a tangential
discontinuity between them are found. Our numerical solution with σ = 104 is in good
agreement with the solution of relativistic ideal MHD simulations [185]. In addition,
our numerical solutions with poor conductivity are similar to the other RRMHD nu-
merical simulations [184, 186]. Especially, the electromagnetic field does not interact
with fluid for σ = 0, so that the electromagnetic waves propagate with light speed.
The fronts of the wave should locate at 0.1 and 0.9 for left and right-going waves,
respectively. Our results reproduce these analytic ones, although wavefronts slightly
have a smooth profile because of the numerical diffusion.

7.2 Large amplitude circularly polarized Alfvén wave
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Figure 7.2: (color online) The magnetic field component By is shown at t = 2 in large
amplitude circularly polarized Alfv́en waves.
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Figure 7.3: The L1 norm errors as a function of the inverse of grid-cell size are shown
in large amplitude circularly polarized Alfv́en waves.

We present a test that consists of the propagation of a large amplitude circularly
polarized Alfv́en waves along a uniform background magnetic field B0. The analytical
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solution of relativistic ideal MHD is proposed by Ref. [184], which is written by,

(By, Bz) = ηAB
0(cos[k(x− vAt)], sin[k(x− vAt)]), (7.3)

(vy, vz) = − vA
B0

(By, Bz), (7.4)

where Bx = B0, vx = 0, k denotes the wave number and ηA stands for the amplitude
of the wave. The special relativistic Alfv́en speed vA is obtained by,

v2A =
2B2

0

h+B2
0(1 + η2A)

[
1 +

√
1−

(
2ηAB2

0

h+B2
0(1 + η2A)

)]−1

, (7.5)

where h = (e + p)/ρ is the specific enthalpy. We set to the initial variables, ρ = p =
ηA = 1, and B0 = 1.1547. We use an ultra-relativistic ideal gas EoS p = (Γ− 1)(e− ρ)
with Γ = 2 and ρ = ρBm in this test. From these parameters, the Alfv́en speed is
evaluated as vA = 1/2. The computational domain is taken to be x ∈ [−0.5, 0.5].
We take a periodic boundary condition. Since the solution given by Eqs. (7.3) and
(7.4) is presented by solving special relativistic ideal MHD equations, the electrical
conductivity is taken to be a sufficiently large value, σ = 106, in this test problem.

Figure 7.2 represents our results at t = 2.0 (one Alfv́en wave crossing time) for
three different numbers of grid points N = {100, 200, 400} with the analytical solution.
The blue solid and red long dashed-dotted and red dashed lines stand for results with
N = {100, 200, 400}, respectively. The red dotted line denotes the analytical solution.
This results with high conductivity σ indicate that our simulation code can handle the
ideal MHD limit.

In this problem, we cannot achieve full second-order accuracy. Figure 7.3 shows the
L1(u,∆x

−1) norm errors of the tangential magnetic field By of this test as a function
of the inverse of grid-cell size ∆x−1,

L1(u,∆x
−1) :=

N∑
i

|u(xi;N)− uEXACT(xi)|∆x, (7.6)

where uEXACT(xi) is an exact solution at x = xi. This figure gives that our numerical
simulation is nearly 1.3-order convergence. The main reason for this problem is that
we perform the second-order Runge-Kutta algorithm with many operator splittings. It
makes the time accuracy of our scheme worsen [186]. This is the most difficult to solve
in RRMHD since this is the case of large electrical conductivity.

7.3 Self-similar current sheet

We perform the self-similar current sheet test as a highly resistive test problem [178,184]
for verification of our simulation code. In this test problem, the magnetic pressure is
taken to be much smaller than the pressure of the fluid. The magnetic field has only a
tangential component B = (0, B(x, t), 0) and B(x,t) changes the opposite sign within
this current sheet. The background fluid is set to initialize an uniform, p = const. We
assume the high conductivity σ, and the diffusion timescale is much longer than the

46



CHAPTER 7. TEST PROBLEM

1.5 1.0 0.5 0.0 0.5 1.0 1.5
x 

1.0

0.5

0.0

0.5

1.0

B y
 (a) By

Initial condition t = 1 
EXACT solution t = 9
RRMHD code = 100, t = 9 

Figure 7.4: (color online) We display the magnetic field component By at t = 9 in the
self-similar current sheet test problem.

light propagation timescale. In this assumption, the evolution equation of the magnetic
field becomes simply,

∂tB − 1

σ
∂2xB = 0. (7.7)

The analytic solution of this equation is written by,

B(x, t) = B0erf

(
1

2

√
σ

ξ

)
, (7.8)

ξ =
t

x2
, (7.9)

where erf denotes the error function. We take the initial condition at t = 1 with
p = 50, ρ = 1, E = v = 0, and σ = 100. The computational domain is taken to be
x ∈ [−1.5, 1.5], and the number of grid points is set to N = 200. Figure 7.4 shows
the numerical result at t = 9. The red long dashed-dotted line represents the initial
condition of By at t = 1. The blue solid and red dotted lines stand for the numerical
result of By and the analytical solution at t = 9, respectively. This result means that
the result of our simulation code is in good agreement with the analytical solution and
captures the diffusion of the magnetic field in a highly resistive medium.

7.4 Cylindrical explosion

The symmetric explosions are one of the useful standard tests for RRMHD codes even
if there are no exact solutions because the shocks in all possible angles both to the
grid and magnetic field are generated. It allows to detection of well-hidden bugs and
potential weaknesses. We take the same condition as Ref. [178]. In this test problem,
the Cartesian computational domain is set to x ∈ [−6.0, 6.0]× y ∈ [−6.0, 6.0] with 200
equidistant grid points in each direction. The radius of the initial cylinder is taken
to be r = 1 centered on the origin, where r =

√
x2 + y2. The pressure and density

of fluid are assumed to be p = 1 and ρ = 0.01 for r < 0.8 and exponentially decay
with an increasing radius for 0.8 < r < 1.0. The fluid in the exterior of the initial
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Figure 7.5: The pressure of the fluid is shown at t = 4 in the 2D cylindrical explosion
test problem.
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Figure 7.6: The magnetic field component Bx is shown at t = 4 in the 2D cylindrical
explosion test problem.

cylinder is set to p = ρ = 0.001 for r > 1.0. We take the initial magnetic field uniform,
B = (0.1, 0.0, 0.0), and the velocity v = 0. The plasma resistivity and decay constant of
variables, ψ and ϕ, are taken to be η = 1/σ = 0.0018 and ηd = 1/κ = 0.18. Figure 7.5
and 7.6 stand for the two dimensional solution at t = 4 of p and Bx, respectively. These
results show that the configuration of P and Bx is consistent with the other RRMHD
simulations of the same test problem [178]. We obtain the same results using instead
x− z and y − z planes. One can find that there are no artificial waves.

7.5 Rotor test

The resistive rotor test is useful for a calibration multidimensional test for relativistic
resistive magneto-hydrodynamic simulations as well as ideal MHD numerical multidi-
mensional codes [187,188]. It allows to detection of the problem of angular momentum
loss through torsional Alfv́en waves. We will present the resistive rotor test both of
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the Minkowski and the Milne coordinates.

7.5.1 Minkowski coordinates
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Figure 7.7: The pressure of the fluid is displayed at t = 0.3 in the 2D resistive rotor
test in the Minkowski coordinates.
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Figure 7.8: The electric field component Ez is shown at t = 0.3 in the 2D resistive
rotor test in the Minkowski coordinates.

In the resistive rotor test, the Minkowski computational domain is set to x ∈
[−6.0, 6.0] × y ∈ [−6.0, 6.0] with 300 equidistant grid points in each direction. It
consists of an initial 2D state where, in a region of radius r < 0.1 around the domain
center, the density is taken to be ρ = 10, and the fluid is rotated with constant angular
velocity Ω = 8.5. Outside this region (r > 0.1), the medium at rest is uniform (ρ = 1).
Both the pressure (p = 1) and the magnetic field B = (1.0, 0, 0) are constant in the
whole region. The initial electric field is assumed to be the ideal condition, −v × B
and the adiabatic index is taken to be Γ = 4/3.

Figure 7.7 and 7.8 represent snapshots of the gas pressure p and the electric field
component Ez at t = 0.3 with electrical conductivity σ = 106. These results are con-
sistent with that of other simulation code [187–189]. The same results are reproduced
by switching from x− y plane to x− z and y − z planes.
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Figure 7.9: (color online) The pressure of fluid (a) and the energy density of the
electromagnetic fields (b) are shown at t = 1.4 in the 2D resistive rotor test in the
Milne coordinates with σ = 103.
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Figure 7.10: (color online) The pressure of fluid (a) and the energy density of the
electromagnetic fields (b) are shown at t = 1.4 in the 2D resistive rotor test in the
Milne coordinates with σ = 10.

7.5.2 Milne coordinates

In the Milne coordinates, the resistive rotor test is supposed in ECHO-QGP simula-
tion [89].

The computational domain in the Milne coordinates is taken to be x ∈ [−6.0, 6.0]×
y ∈ [−6.0, 6.0] with 400 equidistant grid points in each direction. In this test, the EoS
is assumed to be the ultra-relativistic ideal gas EoS, p = e/3 and we take the fluid
density ρ = 0 whole computational domain. Then, in this case, the density does not
have any influence on the dynamics of the system. Because the EoS is independent of
the fluid density, the region inside the disk has an initial pressure of the fluid, p = 5,
larger than the region outside, p = 1, instead of the fluid density. The initial transverse
velocity (vx, vy) has angular speed Ω = 9.7. The initial longitudinal velocity is taken
to be vη = 0, which amounts to assuming a longitudinal Bjorken expansion vz = z/t.
The initial magnetic field is set to B = (2.0, 0, 0) and the electric field is assumed to
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be −v ×B.
Figure 7.9 (a) and (b) give the results of p and pem of our simulation code at t = 1.4

with σ = 103, respectively. In the Milne coordinates, we find the decay of the pressure
of the fluid and magnetic pressure, which appears in the whole computational domain
because of the Bjorken expansion of the system. An asymmetrically shaped compres-
sion wave by the magnetic field is observed in our results because of the larger initial
pressure inside the radius r < 0.1 and the motion of rotation of the disk. Our result
with σ = 103 has a similar configuration to the result in ECHO-QGP simulation [89].
In the high conductive case, our results capture the features of relativistic ideal MHD.
Figure 7.10 (a) and (b) represent the results of p and pem of our simulation code at
t = 1.4 with σ = 10, respectively. Our result with σ = 10, which represents a low
conductive case, is less the anisotropy of the azimuthal angle. It indicates that the
fluid and electromagnetic fields are weekly coupled. The fluid vorticity does not af-
fect the dynamics of electromagnetic fields. Our result with σ = 10 is consistent with
electromagnetic waves in a poor conductive medium.

7.6 Magnetized Bjorken flow

This test is performed by a comparison with the analytical solution for the evolution
of a one-dimensional boost invariant flow, obtained the extension of the model by
Bjorken [173] to the case of the transverse ideal MHD [175].

Figure 7.11 and 7.12 give the results of our simulation code in a comparison with
analytic solutions. These results reproduce the analytic solutions explained in Subsec-
tion 5.2,

e(τ) = e0

(τ0
τ

)4/3

, (7.10)

b(τ) = b0
τ0
τ
. (7.11)
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Figure 7.11: (color online) The energy density of the fluid is displayed as a function
of τ in the magnetized Bjorken flow.
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Figure 7.12: (color online) The magnetic field strength as a function of τ is displayed
in the magnetized Bjorken flow.

7.7 Accelerating longitudinal expansion

This test problem is supposed in Ref. [101]. This is a resistive version of the magnetized
Bjorken flow [175]. The detailed derivation of the semi-analytic solutions is shown in
subsection 5.3, but we here show the results. In this problem, we do not suppose the
boost invariant flow. We assume that the fluid velocity is facing in direction tof the
longitudinal (z-) direction, and the fluid is taken to be uniform on the transverse (x-y)
plane. Let us parametrize the four-velocity in the Milne coordinates as follows:

uµ =

(
cosh(Y − ηs), 0, 0,

1

τ
sinh(Y − ηs)

)
(7.12)

= γ̄

(
1, 0, 0,

1

τ
v̄

)
,

where Y is the rapidity with γ̄ = cosh(Y − ηs) and v̄ = tanh(Y − ηs).

The electric and magnetic fields are taken into account in the transverse plane and
orthogonal to each other,

eµ = (0, ex, 0, 0),

bµ = (0, 0, by, 0). (7.13)

In Ref. [101], electromagnetic fields are taken to be the following forms,

ex(τ, ηs) = −c(ηs)
τ

sinh(Y − ηs), (7.14)

by(τ, ηs) =
c(ηs)

τ
cosh(Y − ηs). (7.15)
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The solutions for the rapidity and electromagnetic fields are obtained by,

Y = ηs + sinh−1

(
1

στ

∂ηsc(ηs)

c(ηs)

)
, (7.16)

uτ =

√
1 +

(
1

στ

∂ηsc(ηs)

c(ηs)

)2

, (7.17)

uηs =
1

στ 2
∂ηsc(ηs)

c(ηs)
, (7.18)

ex(τ, ηs) =
1

στ 2
∂c(ηs)

∂ηs
, (7.19)

by(τ, ηs) =
c(ηs)

τ
×

√
1 +

(
1

στ

∂ηsc(ηs)

c(ηs)

)2

. (7.20)

Here c(ηs) is an arbitrary function. In this paper, we suppose,

c(ηs) = c0 cosh(αηs), (7.21)

which is the same as that in Ref. [101]. Here α is defined as an arbitrary constant.
The arbitrary constant c0 is taken to be 0.0018τ0, which is determined by the initial
laboratory frame magnetic field strength in the Minkowski coordinates
By

L(τ0, 0) = 0.0018 GeV2/e.
The energy density is determined by solving the following equations,

∂τe(τ, ηs) +
1 + κ

τ
A(τ, ηs)e(τ, ηs) = B(τ, ηs), (7.22)

∂ηse(τ, ηs) +H(τ, ηs)e(τ, ηs) = G(τ, ηs), (7.23)

where,

A(τ, ηs) =

(
∂ηsY (v̄ − κ)− (κ− 1)τ v̄∂τY

κ(v̄2 − 1)

)
(7.24)

B(τ, ηs) =
σ(exbyv̄ − κe2x)

κγ̄(v̄2 − 1)
, (7.25)

H(τ, ηs) =
1

κ
((1 + κ)(τ∂τY + v̄∂ηsY ))− (1 + κ)v̄A(τ, ηs), (7.26)

G(τ, ηs) =
(στ)exby
γ̄κ

− τ v̄B(τ, ηs). (7.27)

Here, we employ the ultra-relativistic ideal gas EoS, p = κe and κ = 1/3. We numeri-
cally solve these differential equations on a grid of points on the (τ, ηs) plane. First, we
give the arbitrary function c(ηs), which is taken to be a form given in Eq. (7.21). Then
the rapidity, four-velocity, and electromagnetic fields are given by Eqs. (7.16)-(7.20).
The function A(τ, ηs), B(τ, ηs), H(τ, ηs), and G(τ, ηs) are obtained from Eqs. (7.24)-
(7.27). We solve Eq. (7.22) as an ordinary differential equation (ODE) to determine
the τ -dependence of the function e, keeping constant as the variable ηs. Then, we solve
Eq. (7.23) with the solution of Eq. (7.22) in each τ as an initial condition of the ODE.
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Figure 7.13: (color online) We display (a) the ratio of the energy density of the fluid
to the initial energy density and (b) the fluid velocity component vη, respectively. The
blue solid, red long dashed-dotted and black dashed lines show the numerical results
at t = 0.5, 1.0, and 3 fm, respectively. The blue, red, and black dotted lines show
the semi-analytic solutions of the Eqs. (7.22) and (7.23) at t = 0.5, 1.0 and 3.0 fm,
respectively.

The energy density is given as numerical solutions of two ODEs with the initial value
of the e(τ0, 0) = e0.

Here, we present the RRMHD simulation using the numerical solution of the above
ODEs as the initial condition. Since the resistive effect is dominated with small α [101],
we take the initial energy density e0 = 1.0 GeV/fm3, α = 0.1, and the electrical
conductivity σ = 0.023 fm−1. The number of grid points in the computational domain
ηs ∈ [−3.0, 3.0] is taken to be N = 200. We adopt free boundary conditions at
ηs = ±3.0. The waves are, however, sometimes reflected at the boundaries and they
affect the numerical results. To avoid this problem, we take the boundaries far away
from the central region ηs ∈ [−1.0, 1.0] and stop the calculation before the reflected
waves reach the central region.

Figures 7.13 and 7.14 show the results of our simulation code in comparison with
the semi-analytic solution. Our results are consistent with the semi-analytic solutions.
In Fig. 7.13 (a), the energy density decays and expands to the longitudinal direction
by the resistive effects. In Fig. 7.13 (b), the fluid velocity in the Milne coordinates
has a finite value in the forward and backward rapidity regions and it decays with
time. The resistive effect described in Eq. (7.18) is reflected in these features. Our
results reproduce this behavior of the longitudinal expansion with acceleration. In
Fig. 7.14 (a), the magnetic field component in the comoving frame by as a function
of ηs is shown. The magnetic field decays with time by the longitudinal expansion
similar to the magnetic Bjorken flow in Subsection. 7.6. However, the magnetic field
has a non-uniform profile in the ηs direction by the resistive effect, which is different
from the magnetic Bjorken flow. Figure 7.14 (b) represents the electric field component
measured in the coming frame ex as a function of ηs. The electric field is a positive
value in the backward rapidity region and it decays with rapidity. The electric field
changes its sign at ηs = 0. This feature describes that the electric field is produced by
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Figure 7.14: (color online) We display (a) the magnetic field component by and (b)
the electric field component measured in the comoving frame ex, respectively. The
blue solid, red long dashed-dotted and black dashed lines show the numerical results
at t = 0.5, 1.0, and 3 fm, respectively. The blue, red, and black dotted lines show
the semi-analytic solutions of the Eqs. (7.23) and (7.23) at t = 0.5, 1.0 and 3.0 fm,
respectively.

the two colliding nuclei in high-energy heavy-ion collisions. Our results capture these
features and their diffusion which is consistent with the semi-analytic solutions.
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7.8 Short summary

We constructed a new RRMHD simulation code in the Milne coordinates which is
suitable for study on high-energy heavy-ion collisions. We divide the system of RRMHD
equations into two parts, a non-stiff and a stiff part. The primitive variables were
reconstructed from the cell center to the cell surface by using the second-order accurate
scheme [180]. For the non-stiff part, we computed the numerical flux using the HLL
approximated Riemann solver and explicitly integrated the equations in time by the
second-order of Runge-Kutta algorithm [183]. For the stiff part in Ampere’s law, we
performed time integration using semi-analytic solutions to avoid unexpected small
time steps. Though Maxwell equations keep that the divergence-free constraints are
satisfied at all times, in numerical simulation, the integration of Maxwell equations in
a not well-designed scheme does not preserve these conditions because of the numerical
error. In order to avoid this problem, we adopted the generalized Lagrange multiplier
method to guarantee these conditions [177–179].

We verified the correctness of our algorithm from the comparison between numerical
calculations and analytical solutions or the other RMHD simulations such as Brio-Wu
type shock tubes, propagation of the large amplitude circularly polarized Alfv́en waves,
self-similar current sheet, cylindrical explosion, resistive rotor, and Bjorken flow. In
these test problems, our numerical solutions were consistent with analytic solutions or
results of the other RRMHD simulations. Furthermore, we studied the accelerating
longitudinal expansion of relativistic resistive magneto-hydrodynamics in high-energy
heavy-ion collisions in comparison with semi-analytic solutions [101]. Our numerical
results were in good agreement with these solutions. We conclude that our numerical
simulations capture the characteristic features of dynamics in high-energy heavy-ion
collisions.
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Chapter 8

Application to Heavy-Ion collsions

We simulate the space-time evolution of the hot and dense medium with electromag-
netic fields produced in high-energy heavy-ion collisions, utilizing the RRMHD frame-
work in the Milne coordinates (τ,xT, ηs), which are described by the specific time
τ =

√
t2 − z2, the coordinates in the transverse plane xT = (x, y), and the space ra-

pidity ηs =
1
2
ln t+z

t−z
. This chapter is based on the associated paper of this thesis [102].

8.1 Initial conditions

8.1.1 medium

The initial conditions for the relativistic magneto-hydrodynamic equations are built up
with the Optical Glauber model [190]. Basically, the initial condition of our models is
based on the ECHO-QGP simulation [90]. In this model, we assume the initial energy
density distribution takes the form,

e(x⊥, ηs) = e0M(x⊥)ftilt(ηs), (8.1)

where ftilt(ηs) is a longitudinal profile function with the tilted sources [191]. The energy
density distribution in the transverse plane M(x⊥;b) is written by,

M(x⊥;b) =
(1− αH)npart(x⊥;b) + αHncoll(x⊥;b)

(1− αH)npart(0;0) + αHncoll(0;0)
, (8.2)

where e0 = 55 [GeV/fm3] [90] is the value of e at x⊥ = 0, x⊥ is a coordinate in the
transverse plane, b is an impact parameter and αH = 0.05 [90] is a collision hardness
parameter. In the Glauber model, the nuclear thickness function is defined as,

TA/B(x⊥) =

∫ ∞

−∞
dzρA/B(x⊥, z), (8.3)

and it is normalized, ∫ ∞

−∞
TA/B(x⊥)dx⊥ = 1, (8.4)
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Figure 8.1: (color online) The initial spatial distribution of the energy density in the
transverse plane at ηs = 0. We display the cases of Au-Au collisions (a) and Cu-
Au collisions (b), respectively. The white line represents the iso-thermal curve at
e = 0.15 GeV/fm3.

where we employ the Woods-Saxon distribution as nuclear density distributions ρA/B,

ρA/B =
ρ0A/B

exp
{
(
√
x2 + y2 + z2 −RA/B)/dA/B

}
+ 1

(8.5)

. The number of participant density is the sum of that of the nuclei A and B,
npart(x⊥;b) = nA

part(x⊥;b) + nB
part(x⊥;b). As the Glauber model, the participant den-

sities of each nuclei are given by,

nA
part = A TA(x⊥ + b/2)

[
1− {1− TB(x⊥ − b/2)σinel

NN}B
]
,

nB
part = B TB(x⊥ − b/2)

[
1− {1− TA(x⊥ − b/2)σinel

NN}A
]
,

(8.6)

where A/B is a number of nucleon in nuclei A/B, and σinel
NN = 40 [mb] [90] is the inelastic

nucleon-nucleon cross-section. The number of nucleon-nucleon collision density in the
transverse plane is obtained from,

ncoll(x⊥;b) = AB σinel
NN TA(x⊥ + b/2)TB(x⊥ − b/2). (8.7)

In the longitudinal direction, we smoothly connect the energy density distributions
to forward and backward rapidity regions from the central rapidity region by function
ftilt(ηs) with tilted directed flow sources.

For a tilted initial energy density distribution [191], we modify the functionM(x⊥;b)
as below,

M(x⊥, ηs;b) =
(1− αH)WN(x⊥, ηs;b) + αHncoll(x⊥;b)

(1− αH)WN(0, 0;0) + αHncoll(0;0)
, (8.8)

and we define the wounded nucleon’s weight function WN as,

WN(x⊥, ηs;b) = 2(nA
part(x⊥;b)f−(ηs) + nB

part(x⊥;b)f+(ηs)), (8.9)
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Figure 8.2: (color online) The initial spatial distribution of the energy density in the
reaction plane at y = 0 fm. We show the cases of Au-Au collisions (a) and Cu-
Au collisions (b), respectively. The white line represents the iso-thermal curve at
e = 0.15 GeV/fm3.

where,

f−(ηs) =


1 (ηs < −ηm)
−ηs+ηm

2ηm
(−ηm ≤ ηs ≤ ηm),

0 (ηs > ηm)

(8.10)

and,

f+(ηs) =


0 (ηs < −ηm)
ηs+ηm
2ηm

(−ηm ≤ ηs ≤ ηm),

1 (ηs > ηm)

(8.11)

where ηm = 3.36 [191] is a parameter. We define also the tilted longitudinal profile
function ftilt(ηs) as,

ftilt(ηs) = exp

(
−(|ηs| − ηflat/2)

2

2w2
η

θ(|ηs| − ηflat/2)

)
, (8.12)

where wη = 4.0 [fm] [90] is a parameter as a width of the gauss function in ftilt(ηs) and
ηflat = 5.9 [90] is a width of the plateau for the rapidity distribution.

The parameters, αH, e0, wη, ηflat, τ0 and σ
inel
NN in the initial conditions are taken from

the ECHO-QGP simulations [90]. We summarize the parameter set for the initial
conditions of the energy density in Tab. 8.1. To extract the effects of the difference
of the nucleon and charge distributions between symmetric and asymmetric collision
systems, we take the same value of the parameters for both of Au-Au and Cu-Au
collisions except for the parameters in the Woods-Saxon distribution.

Figure 8.1 (a) shows the initial condition of the energy density in the transverse
plane at ηs = 0 for Au-Au collisions at the impact parameter 10 fm. In Figs. 8.1 (a)
and (b), the white lines stand for the iso-thermal surface at e(ηs,xT) = 0.15 GeV/fm3

which corresponds to the freezeout hypersurface at the initial time τ0 = 0.4 fm [90].
The centers of the Au are located at the points (x, y) = (±5 fm, 0 fm). The Au located
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Figure 8.3: (color online) The initial electromagnetic field in the transverse plane at
ηs = 0 for Au-Au collisions. We display the y-component of the magnetic field (a) and
the x-component of the electric field (b), respectively. The white line represents the
iso-thermal curve at e = 0.15 GeV/fm3.

at x = 5 fm (x = −5 fm) moves to the forward (backward) rapidity. The almond-
shaped hot medium is created by the collision geometry in Au-Au collisions. The
initial condition of the energy density in the transverse plane for Cu-Au collisions is
shown in Fig. 8.1 (b). The centers of Au and Cu are located at (x, y) = (−5 fm, 0 fm)
and (5 fm, 0 fm), respectively. The effect of an asymmetric collision system appears in
the deformation of the freezeout hypersurface. Figures 8.2 (a) and (b) represent the
profiles of the initial energy density in the reaction plane at y = 0 fm for Au-Au and
Cu-Au collisions, respectively. In Cu-Au collisions, the forward rapidity corresponds to
the Cu-going direction. In the both of Au-Au and Cu-Au collisions, the tilted pressure
gradient is the source of the directed flow [192].

8.1.2 The initial electromagnetic field

We compute initial electromagnetic fields based on Ref. [81]. We consider the electro-
magnetic fields produced by the electric charge e moving along parallel to the beam
axis (ẑ) with velocity v in the laboratory frame by an observer located at r = zẑ+ x⊥
in the Minkowski coordinates. Such a system follows the Maxwell equations with the
source term of point-charged particles moving in the direction of the beam axis (ẑ),

∇ ·B = 0, ∇×E = −∂B
∂t

, (8.13)

∇ ·D = eδ(z − vt)δ(b), (8.14)

∇×H =
∂D

∂t
+ σ0E + evẑδ(z − vt)δ(b), (8.15)
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Figure 8.4: (color online) The initial electromagnetic field in the reaction plane at
y = 0 fm for Au-Au collisions. We show the y-component of the magnetic field (a) and
the x-component of the electric field (b), respectively. The white line represents the
iso-thermal curve at e = 0.15 GeV/fm3.

where H = µB and D = ϵE. In the case of γ0σ0b ≫ 1, Maxwell equations reduce
simple solutions by integration,

Er = Bϕ =
e(ℏc)3/2

2π

bσ0/(ℏc)
4x2±

exp

(
−b2σ0/(ℏc)

4x±

)
,

Ez = −e(ℏc)
3/2

4π

x± − b2σ0/(4ℏc)
γ20x

3
±

exp

(
−b2σ0/(ℏc)

4x±

)
,

(8.16)

where we define γ0 = 1/
√
1− v2 and x± = t± v/z. We assume a constant permittivity

ϵ = 1, a constant permeability µ = 1 and a constant finite electrical conductivity σ0 =
5.8 MeV [152, 153]. To clarify the dimension of electromagnetic fields, GeV1/2/fm3/2,
we explicitly write ℏ and c. We take the electric charge distribution inside two colliding
nuclei as being uniform and spherical for simplicity. Then total electromagnetic fields
are derived by integration over the interior of colliding nuclei in each point of our
computational grid.

We show the profile of electromagnetic fields in the transverse and reaction planes
for Au-Au collisions in Figs. 8.3 and 8.4, respectively. In Fig. 8.3 (a), the y-component
of the magnetic field inside the freezeout hypersurface (white line) is stronger than
that outside the freezeout hypersurface by the Biot-Savart law. In Fig. 8.3 (b), the
x-component of the electric field created by the two nuclei cancels each other and
becomes zero around (x, y, ηs) = (0 fm, 0 fm, 0) by the symmetric charge distribution
inside colliding nuclei. Figure 8.4 (a) shows the y-component of the magnetic field
in the reaction plane. We can see that, inside the medium, the y-component of the
magnetic field is finite. Figure 8.4 (b) represents the x-component of the electric field
in the reaction plane. If we focus on the behavior of the x-component of the electric
field as a function of ηs around x ∼ 0 fm, it has a positive value in the backward
rapidity, decreases with ηs, it becomes vanishing at ηs = 0, and has a negative value
in the forward rapidity. This indicates that the electric field produced by two colliding
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Figure 8.5: (color online) The initial electromagnetic field in the transverse plane at
ηs = 0 for Cu-Au collisions. We show the y-component of the magnetic field (a) and
the x-component of the electric field (b), respectively. The white line represents the
iso-thermal curve at e = 0.15 GeV/fm3.

nuclei is canceled out of each other at ηs = 0.
The profiles of electromagnetic fields for Cu-Au collisions are shown in Figs. 8.5

and 8.6. In Fig. 8.5 (a), the distribution of the y-component of the magnetic field
is similar to that in Au-Au collisions. However, because of a difference between the
charge density of Cu and that of Au, the magnetic field in the x > 5 fm region is
smaller than that in x < −5 fm. In Fig. 8.5 (b), we observe the asymmetric profile of
the x-component of the electric field which is different from the symmetric profile in
Au-Au collisions in Fig. 8.3 (b). The non-zero x-component of the electric field exists
inside the freezeout hypersurface. The magnitude of the electric field on the Cu side
(x > 0 fm) is larger than that on the Au side (x < 0 fm). Figures 8.6 (a) and (b) show
the y-component of the magnetic field and the x-component of the electric field in the
reaction plane, respectively. The y-component of the magnetic field on the Au side
(x > 7 fm) is larger than that on the Cu side (x < −7 fm) as shown in Fig. 8.5 (a). In
Fig. 8.6 (b), the initial electric field in the Au-going (ηs < 0) side is larger than that in
the Cu-going (ηs > 0) side because the electric field created by the Au is dominated.
The characteristic features of the initial electromagnetic field in Cu-Au collisions may
affect collective flows, in particular, asymmetric flows.
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Figure 8.6: (color online) The initial electromagnetic field in the reaction plane at
y = 0 fm for Cu-Au collisions. We display the y-component of the magnetic field (a)
and the x-component of the electric field (b), respectively. The white line represents
the iso-thermal curve at e = 0.15 GeV/fm3.

Table 8.1: The values of parameters in the initial conditions for both of
√
sNN =

200 GeV Au-Au and Cu-Au collisions.

Parameter Description Value

αH Collision hardness 0.05

e0 Energy density at (ηs,xT) = (0,0) 55 [GeV/fm3]

ηm Slope of the tilted source 3.36

ηflat Width of the plateau 5.9

wη Width of the gauss function 0.4

τ0 Initial time 0.4 [fm]

σinel
NN Inelastic cross section 40 [mb]
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Chapter 9

Numerical results

The RRMHD simulation have been performed with the tilted initial conditions and
electromagnetic fields in Au-Au and Cu-Au collisions at

√
sNN = 200 GeV. We start the

RRMHD simulation at initial time τ0 = 0.4 fm. We terminate the RRMHD simulation
when the energy density of all fluid elements becomes below the freezeout energy density
e(ηs,xT) = 0.15 GeV/fm3. Sections 9.1, 9.2, and 9.3 are based on the associated paper
of this thesis [102]. Section 9.4 is based on the associated paper of this thesis [105].

9.1 Relativistic resistive magneto-hydrodynamic ex-

pansion

9.1.1 Fluid velocity

Figures 9.1 (a) and (b) represent the velocity profile (⟨vx⟩) as a function of ηs in the
cases of σ = 0, 1 and 100 fm−1 at time τ = 3.0 fm. The ⟨vx⟩ is written by,

⟨vx⟩ =
∫
dydxγe(x, y, ηs)vx(x, y, ηs)∫

dydxγe(x, y, ηs)
. (9.1)

The blue solid, red dashed, and black dotted lines show ⟨vx⟩ for σ = 100, 1, and 0
fm−1, respectively. Our simulation with zero electrical conductivity corresponds to the
relativistic ideal hydrodynamics simulation.

The case of Au-Au collisions is shown in Fig. 9.1 (a). The ηs-odd dependence of
velocity from the tilted sources appeared in |ηs| < 3 is reflected in the initial condi-
tions. There are only small deviations in the profile of the velocity among the different
electrical conductivity. However, if we focus on the rapidity region |ηs| < 2, the fluid
velocity slightly reduces in the forward and backward rapidity regions by the presence
of electromagnetic fields with finite electrical conductivity. For example, ⟨vx⟩ with
σ = 100 fm−1 is less than that with σ = 0 fm−1. The deviation of ⟨vx⟩ is evaluated by
|∆⟨vx⟩| := |⟨vx⟩σ=100 fm−1 − ⟨vx⟩σ=0 fm−1| ∼ 0.7× 10−3c at ηs = −1.0.

In Fig. 8.4 (b), the x-component of the electric field is finite in the forward and
backward rapidity regions inside the freezeout hypersurface. The energy of this electric
field is converted to the fluid energy by the dissipation associated with Ohmic conduc-
tion current σE · E. After just one time step of RRMHD simulation (∆τ = 0.02 fm)
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Figure 9.1: (color online) The space averaged flow in the x-direction as a function of
space rapidity at τ = 3.0 fm. The blue solid, red dashed, black dotted lines show
σ = 100, 1 and 0 fm−1, respectively. We show the cases of Au-Au collisions (a) and
Cu-Au collisions (b) at

√
sNN = 200 GeV.

from the initial condition in Fig. 8.2 (a), this dissipation makes the pressure gra-
dient of the medium around (ηs, x) = (−1.0, 2.5 fm) with σ = 100 fm−1 flatter
(∼ 0.8 × 10−3 GeV/fm4) than that with σ = 0 fm−1. If Maxwell’s stress tensor is ig-
nored, the RRMHD equations part in Eq. (6.13) contains the equation ∂τux = − 1

e+p
∂xp.

This indicates that ∆⟨vx⟩ is proportional to the difference of the pressure gradient.
Therefore, the reduction of the fluid velocity is in the same order of the difference of
the pressure gradient between σ = 100 and 0 fm−1 cases. We note that the contribution
of Maxwell’s stress force is very small because the value of plasma beta (β ∼ 1000) is
very large in the freezeout hypersurface. Here, the plasma beta is given by the ratio of
bulk pressure to magnetic pressure β = p/pem.

In the zero electrical conductivity case, the evolution of the fluid is completely
decoupled with electromagnetic fields. The profile of velocity in the case of zero elec-
trical conductivity (black dotted line) is consistent with the result of the relativistic
ideal hydrodynamic simulation in the initial condition with the tilted sources which
corresponds to Fig. 6 in Ref. [192].

The Cu-Au collision system case is shown in Fig. 9.1 (b). The clear electrical
conductivity dependence of ⟨vx⟩ is observed around ηs = 0; the amplitude of ⟨vx⟩
reduces with electrical conductivity. Especially, at ηs = 0, ⟨vx⟩ with σ = 100 fm−1

is less than that with σ = 0 fm−1. The deviation between ⟨vx⟩ with σ = 100 fm−1

and that with σ = 0 fm−1 is |∆⟨vx⟩| ∼ 0.0025c. As shown in the initial condition
of the electric field in Fig. 8.5 (b), the electric current is produced in the x-direction.
Ohm’s law converts the energy from the electric field to the QGP fluid. After just
one time step from the initial condition, the pressure gradient of QGP medium around
(ηs, x) = (0, 1.5 fm) with σ = 100 fm−1 becomes flatter (∼ 0.003 GeV/fm4) than
that with σ = 0 fm−1. The deviation of the pressure gradient is in the same order
of the reduction of the fluid flow. Furthermore, the effect of Maxwell’s stress force
is not visible since the plasma beta is also large in the asymmetric collision system.
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Figure 9.2: (color online) The weighted dissipation measure as a function of x (a) and
as a function of ηs (b) for Au-Au collisions at initial time (τ = 0.4 fm). The blue solid,
red dashed, and black dotted lines show σ = 100, 1 and 0 fm−1, respectively.

The electrical conductivity dependence is the consequence of the energy transfer from
electromagnetic fields to the fluid by dissipation. This reduction is larger than that
of Au-Au collisions. This is because, inside the freezeout hypersurface in Fig. 8.5, the
electric field in Cu-Au collisions has a larger value than that in Au-Au collisions. It
means that the large Ohmic conduction is induced in asymmetric collisions.

9.1.2 Dissipation measure

To make it clear that the energy transfer from electromagnetic fields to the fluid occurs,
we discuss the entropy production by Ohm’s law D(u) GeV/fm4 [193] defined as,

D(u) = jµeµ

= γ[j · (E+ v ×B)− q(v · E)]. (9.2)

The dissipation measure was first supposed by Ref. [193] to detect the dissipation region
in collisionless magnetic reconnection. This quantity denotes the conversion rate of the
energy from the electromagnetic field to the QGP fluid by dissipation.

Figure 9.2 (a) represents the weighted spatial distributions of the dissipation mea-
sure D(u) as a function of x in Au-Au collisions at τ0 = 0.4 fm,

⟨D(u)⟩(x) =
∫
dydηsγe(x, y, ηs)D(u)(x, y, ηs)∫

dydηsγe(x, y, ηs)
. (9.3)

The blue solid, red dashed, and black dotted lines stand for ⟨D(u)⟩ in the cases of
σ = 100, 1, and 0 fm−1, respectively. Since the dissipation measure is proportional to
the electrical conductivity, the magnitude of ⟨D(u)⟩ with σ = 1 fm−1 is 10−2 times
smaller than that with σ = 100 fm−1. The timescale of the entropy production by
dissipation is determined by the electrical conductivity, τσ ∼ 1/σ. In other words,
entropy production instantaneously occurs in the high conductive case, whereas it
gradually occurs in the resistive case. The ⟨D(u)⟩ has a symmetric structure about
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Figure 9.3: (color online) The weighted dissipation measure as a function of x (a) and
as a function of ηs (b) for Cu-Au collisions at the initial time (τ = 0.4 fm). The blue
solid, red dashed, and black dotted lines show σ = 100, 1 and 0 fm−1, respectively.

x = 0 fm. It becomes small in the region of |x| < 3 fm, which is reflected from the
small initial electric fields around x ∼ 0 in Fig. 8.3 (b). Near the freezeout hypersurface
around |x| ∼ 5 fm, there are two peaks. Outside the medium, |x| ∼ 10 fm, two
large peaks exist, however they do not give influence the time evolution of the fluid.
The symmetric structure of ⟨D(u)⟩ suggests that the converted electromagnetic energy
may not affect the directed flow, but may change the amplitude of elliptic flow. In
Fig. 9.2 (b), the weighted spatial distributions of the dissipation measure D(u) as a
function of ηs,

⟨D(u)⟩(ηs) =
∫
dydxγe(x, y, ηs)D(u)(x, y, ηs)∫

dydxγe(x, y, ηs)
, (9.4)

are represented. The profile of ⟨D(u)⟩ is explained by the integration of the initial
electric fields over x in Fig. 8.4 (b).

Figure 9.3 (a) shows the weighted dissipation measure as a function of x in the
Cu-Au collision case. In contrast to the symmetric collision, the symmetric structure
about x = 0 fm is broken. There is the QGP medium in the region of −2 < x < 5
fm where ⟨D(u)⟩ has only one peak around x ∼ 3 fm in the side of Cu nucleus. In
addition, the value of the peak of ⟨D(u)⟩ is larger than the two peaks in the symmetric
collision. The structure of the dissipation measure suggests that the energy transfer by
Ohm’s law alters the behavior of the directed flow. The ηs dependence of the weighted
dissipation measure has the asymmetric profile as shown in Fig. 9.3 (b). The largest
peak of the dissipation measure is located at ηs ∼ −1.

9.1.3 The freezeout hypersurface

Figures 9.4 (a) and (b) represents the location of the freezeout hypersurface at (y, ηs) =
(0fm, 0) in Au-Au and Cu-Au collisions, respectively. The freezeout hypersurface con-
tains the information of the velocity of the QGP medium and the location of the fluid
elements of whole time steps at the freezeout process where the hydrodynamic picture
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Figure 9.4: (color online) The space averaged flow in the x-direction as a function of
space rapidity at τ = 3.0 fm. The blue solid, red dashed, and black dotted lines show
σ = 100, 1 and 0 fm−1, respectively. We show the cases of Au-Au collisions (a) and
Cu-Au collisions (b) at

√
sNN = 200 GeV.

is switched to the particle picture. Since the volume of Au nucleus is larger than that
of Cu nucleus, the volume of freezeout hypersurface in Au-Au collisions is larger than
that in Cu-Au collisions. The black point, the blue cross, and the red star denote
the freezeout hypersurface in the cases of σ = 0.0058, 0.023 and 100fm−1, respectively.
These results show that the electrical conductivity dependence is invisible in both of
Au-Au and Cu-Au collisions. In Cu-Au collisions, the center of the freezeout hypersur-
face is shifted to the positive x region. The asymmetry of the Cu-Au collision system
is reflected in this behavior. This indicates that the dissipation and Maxwell’s stress
force do not affect the shape of the freezeout hypersurface. However, as we see in the
deviation of the velocity profile, the other variables such as the electric charge density
may be affected by electromagnetic fields.

9.2 The elliptic flow

We investigate the effect of electromagnetic fields on the observables. Here, we discuss
the elliptic flow of hadrons,

v2(η) =

∫
dpTdϕ cos(2ϕ)

dN
dpTdϕ∫

dpTdϕ
dN

dpTdϕ

, (9.5)

where pT =
√
p2x + p2y and ϕ is transverse momentum and an azimuthal angle with re-

spect to the transverse plane, respectively. We terminate the hydrodynamic expansion
at e = 0.15 GeV/fm3. To extract the purely hydrodynamic response of electromagnetic
fields, we neglect the final state interactions. We adopt the Cooper-Frye formula [139]
for the calculation of the hadron distribution from the freezeout hypersurface.

Figures 9.5 (a) and (b) show the elliptic flow of the charged pion as a function of
ηs in Au-Au and Cu-Au collisions, respectively. The blue solid, red dashed, and black
dotted lines represent the cases of σ = 100, 1, and 0 fm−1, respectively. The electrical
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Figure 9.5: (color online) The elliptic flow as a function of rapidity for different electrical
conductivities σ. The blue solid, red dashed, and black dotted lines show σ = 100, 1
and 0 fm−1. We display the cases of (a) Au-Au collisions and (b) Cu-Au collisions at√
sNN = 200 GeV.

conductivity dependence is invisible. The results with finite electrical conductivity are
the same as that in the case of σ = 0. It indicates that the contribution of electromag-
netic fields is very small. The amplitude of the elliptic flow is mainly determined by
the pressure gradient of the fluids because the initial energy profile has strong pressure
gradients and eccentricity.

9.3 The directed flow

Here, we focus on the directed flow of hadrons,

v1(η) =

∫
dpTdϕ cos(ϕ)

dN
dpTdϕ∫

dpTdϕ
dN

dpTdϕ

. (9.6)

Figure 9.6 represents the directed flow for the charged π in Au-Au and Cu-Au collisions.
The blue solid, red dashed, and black dotted lines show in the cases of the σ = 100, 1
and 0 fm−1, respectively. In Fig. 9.6 (a), our results of the directed flow in Au-Au
collisions are consistent with the STAR data in 30 - 60 % centrality class [83]. The clear
electrical conductivity dependence of the directed flow is not observed. Our calculation
in the high conductive case is consistent with the ECHO-QGP simulations with the
magnetic field. In the zero conductivity case, the dynamics of the QGP fluid and
electromagnetic fields are independent. The directed flow with the zero conductivity
case corresponds to that in the relativistic ideal hydrodynamic calculation [192] and
that without electromagnetic fields in ECHO-QGP simulations [90].

We show the directed flow for charged π in Cu-Au collisions in Fig. 9.6 (b). The
directed flow of our RRMHD simulation exhibits a clear dependence of the electrical
conductivity of the QGP. The magnitude of the directed flow decreases with the elec-
trical conductivity. This is a result of the reduction of the velocity in Fig. 9.1 (b).
In other words, the mechanism of the reduction of the directed flow is the same as
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Figure 9.6: (color online) The directed flow as a function of rapidity for different
electrical conductivities σ. The blue solid, red dashed, and black dotted lines show
σ = 100, 1 and 0 fm−1. We display the cases of (a) Au-Au collisions and (b) Cu-Au
collisions at

√
sNN = 200 GeV.

the suppression of the velocity by entropy production by Ohm’s law as shown in the
dissipation measure.

We comment on the selection of parameters of the initial condition of the medium
in Cu-Au collisions. To perform the simple comparison between the symmetric and
asymmetric collision systems, we choose the same parameters of the initial condition
as shown in Tab. 8.1. The parameter e0 which is the energy density at the ηs = 0
and xT = 0 in Au-Au collisions is larger than that expected in the realistic simulation
for Cu-Au collisions. Also, in Cu-Au collisions, the plasma beta in our simulation is
larger than that in the realistic case. This means that the effects of electromagnetic
fields and the roles of dissipation in asymmetric collision systems are underestimated
in this calculation. Moreover, since we assume the constant electrical conductivity in
the initial electromagnetic fields, the intensity of initial magnetic fields at the collision
time is smaller than that evaluated in vacuum, |eBy| ∼ 3m2

π at RHIC energy [78,
194–196]. For the construction of the realistic initial electromagnetic fields, we need
to consider the early dynamics of QCD matter and electromagnetic fields produced
by the colliding nuclei. We expect to observe the larger dependence of the electrical
conductivity of the QGP with realistic parameter sets. Even though that, we show that
the impact of electromagnetic response on the directed flow is the same order of the
viscous effect [197]. Thus, the electromagnetic field and the dissipation associated with
Ohm’s law are important to understand phenomena in high-energy heavy-ion collisions.

The amplitude of the directed flow in our simulation is larger than the data of
the STAR experiment. Also, in −0.75 < η < 0.5, our v1 slightly increases with η,
which is opposite behavior of v1(η) in the experimental data [84]. One of the reasons
for the larger value is that, in our calculation, the viscous effects and the final state
interactions are ignored. However, the viscous effect itself may not be enough to reduce
the amplitude of the directed flow to the STAR data [198]. As a result, the directed
flow in RRMHD simulation with finite viscosity of the QGP fluid may get close to the
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experimental data. The final state interactions such as the hadron scattering and the
resonance decay may smear the hydrodynamic response in the hadron distributions.
For the opposite tendency of v1(η), we may find the reason in value of our parameter for
ηm and ηflat which determine the rapidity profile of initial energy density and govern
the behavior of the directed flow in the rapidity direction. For simplicity, they are
taken to be the same values in Au-Au collisions. For the quantitative comparison with
the STAR data, we need to adjust the parameters more carefully. We leave it for our
future work. We conclude that the effects of the electromagnetic fields in asymmetric
collision systems are sizable enough to be extracted from the experimental data.

9.4 Charge-dependent flow

In this section, we consider the effect of the electric charge distribution produced by
the conducting current associated with Ohm’s law. In the conducting medium, the
electric field is canceled out by the electric charge induced by the Ohm’s law. The
electric charge is produced at the surface of the medium. It affects the flow near the
freezeout hypersurface. Here, we show the charge-odd contribution to the anisotropic
flow,

∆vn(η) = vh
+

n (η)− vh
−

n (η), (n = 1, 2) (9.7)

focusing on the difference between the anisotropic flow of h+ and that of h− where h+

and h− are the positively and negatively charged hadrons, respectively. The electric
charge density distribution on the freezeout hypersurface is reflected in the charge-
dependent anisotropic flows. Let us discuss the electric charge density on the freezeout
hypersurface in the next subsection before the charge-dependent anisotropic flows. In
this section, we take the electrical conductivity σ = 0.023, which corresponds to σ
in three-flavor QGP at T = 250 MeV in the lattice QCD calculations in Refs. [152–
154, 156]. In order to verify the lattice QCD estimate of the electrical conductivity,
we will compare our results and the STAR experimental date. We take also σ = 0.1
and 0.0058 fm−1 as a reference of the relatively higher and lower conductive case,
respectively.

9.4.1 Charge distribution on the freezeout hypersurface

Figure 9.7 represents the electric charge distribution on the freezeout hypersurface at
(y, ηs) = (0 fm, 0) in Au-Au collisions. Since the fluid elements at small |x| region
have larger energy density than that at large |x| region, they freeze out at a later
proper time than that at large |x| region as shown in Fig. 9.4 (a). Then, the electric
charge density at small |x| region stands for the electric charge density at a later time
than that at large |x| region. The black and blue dashed lines represent the results
in the σ = 0.0058, 0.023 fm−1 cases, respectively. The negative charge has two local
minimums at x ∼ 4 fm and −4 fm in both of cases of the electrical conductivity of
the QGP fluid. In Fig. 9.7, the negative charges are produced inside the freezeout
hypersurface, since the electric field is facing outside the freezeout hypersurface. The
location of the local minimums of the electric charge distribution is correlated with
the shorter axis of the initial almond shape of the energy density of fluid in Fig. 8.1
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Figure 9.7: (color online) The charge distributions on the freezeout hypersurface as a
function of x at ηs = 0.0 and y = 0.0 fm in Au-Au collisions. The black solid and blue
dashed lines represent the cases of σ = 0.0058 and 0.023 fm−1, respectively.

(a). As a result, the momentum of the negatively charged hadrons on the freezeout
hypersurface is correlated with the elliptic momentum anisotropy of the fluid induced
by the almond-shaped pressure gradient on the freezeout hypersurface. On the other
hand, the production of positively charged hadrons reduces due to the negative chemical
potential of electric charge on the freezeout hypersurface. Then, this structure of the
electric charge distribution may enhance the charge-odd contribution to the elliptic
flow of charged hadrons.

Figures 9.8 (a) and (b) represent the electric charge distribution on the freezeout
hypersurface at (y, ηs) = (0 fm,−1) and (0 fm,+1) in Au-Au collisions, respectively.
As shown in Fig. 8.4 (b), in ηs > 0, the electric field produced by the forward rapidity
going nucleus is dominated. As a result, the negative charge density at the positive
x side becomes larger than that at the negative x side. On the other hand, as shown
in Fig. 8.4 (b), in ηs < 0, the electric field produced by the backward rapidity going
nucleus has a strong influence on the electric charge distribution. The negative charge
density at the negative x side is larger than that at the positive x side. The clear
electrical conductivity dependence is observed in all space rapidity regions. Since the
electric current is proportional to electrical conductivity, the electric charge density
with high electrical conductivity becomes larger. The produced electric charge density
is approximately proportional to the electrical conductivity. It is consistent with Ohm’s
law.

Figure 9.9 shows the electric charge distribution on the freezeout hypersurface at
(y, ηs) = (0 fm, 0) in Cu-Au collisions. Since the asymmetric configuration of the
electric field in Cu-Au collisions, the electric charge distribution has an asymmetric
structure at ηs = 0. As shown in Fig. 8.5 (b), in the transverse plane, the non-zero
electric field along with the center of Cu nucleus in the freezeout hypersurface produces
the negative electric charge in the negative x region. Thus, the negative charge density
at the negative x region becomes larger than that at the positive x region. This is
different from that in Au-Au collisions in Fig. 9.7. It implies that the charge-dependent
directed flow becomes finite at ηs = 0.
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Figure 9.8: (color online) The charge distributions on the freezeout hypersurface as a
function of x at y = 0.0 fm in the cases of (a) ηs = −1.0 and (b) ηs = 1.0 in Au-Au
collisions. The black solid and blue dashed lines represent σ = 0.0058 and 0.023 fm−1

cases, respectively.

Figures 9.10 (a) and (b) represent the electric charge distribution on the freezeout
hypersurface at (y, ηs) = (0 fm,−1) and (0 fm,+1) in Cu-Au collisions, respectively.
In Cu-Au collisions, the electric charge density at ηs = ±1 has only one local minimum
in the negative or positive x region. However, as shown in Fig. 9.10 (a), in ηs < 0,
the slope of the electric charge distribution is steeper than that of Au-Au collisions.
This reason is that as shown in Fig. 8.6 (b), in ηs < 0, the electric field in the positive
x side rapidly decreases with increasing x. In addition, as shown in Fig. 9.10 (b), in
ηs > 0, one can see the plateau structure in x ∈ [−2, 1.5]. The asymmetry of the
configuration of the electric field in Fig. 8.6 (b) affects this plateau structure. The
total absolute value of electric charge density at ηs = 1.0 in Fig. 9.10 (a) is larger
than that at ηs = −1.0 in Fig. 9.10 (b). Since in Fig. 8.2 (b), the medium inside the
freezeout hypersurface is close to the center of the Cu nucleus, the initial electric field
produced by the Cu nucleus has strong influence on the electric density distributions
in this region. The electrical conductivity dependence is the qualitatively same as in
Au-Au collisions.

9.4.2 The velocity profile of the freezeout hypersurface

The electric charge density is carried by the fluid velocity on the freezeout hypersurface,
which is the source of the charge-dependent anisotropic flow. We present the velocity
profile on the freezeout hypersurface. Figures 9.11 (a) and (b) show the profile of the x-
component of the space-averaged velocity on the freezeout hypersurface in Au-Au and
Cu-Au collisions, respectively. Here, we define the x-component of the space-averaged
velocity on the freezeout hypersurface as,

⟨vx⟩Σf
=

∫
Σf
dydxγe(x, y, ηs)vx(x, y, ηs)∫

Σf
dydxγe(x, y, ηs)

, (9.8)

where Σf denotes the freezeout hypersurface. The initial tilted sources affect the
profiles of the ⟨vx⟩Σf

in both of Au-Au and Cu-Au collisions. In both of Au-Au and
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Figure 9.9: (color online) The charge distributions on the freezeout hypersurface as a
function of x at ηs = 0.0 and y = 0.0 fm in Cu-Au collisions. The black solid and blue
dashed lines represent the cases of σ = 0.0058 and 0.023 fm−1, respectively.

Cu-Au collisions, the electrical conductivity dependence is not observed in the profile
of the ⟨vx⟩Σf

. In the lower electrical conductivity case, the profile of the ⟨vx⟩Σf
on

the freezeout hypersurface is mainly determined by the pressure gradient of the QGP
fluid. The contribution of electromagnetic fields is very small since the plasma beta,
β = p/pem ∼ 103, is large. Furthermore, in Au-Au collisions, the ⟨vx⟩Σf

has a negative
value in ηs > 0 and a positive value in ηs < 0. On the other hand, in ηs < 0, the negative
charges are mainly produced in x < 0 fm region which is the opposite direction of the
⟨vx⟩Σf

. The magnitude of the directed flow of negatively charged hadrons has a smaller
value than that of positively charged hadrons because of this anti-correlation between
the electric charge distribution and the velocity profile.

In Au-Au collisions, the velocity profile has a symmetric structure about ηs = 0. In
Cu-Au collisions, the velocity has a positive value at ηs = 0 and vanishes near ηs ∼ 0.5.
Since the initial asymmetric profile of the energy density provides the pressure gradients
with respect to the direction of the Cu side, the velocity is finite even at ηs = 0.

9.4.3 The charge-dependent elliptic flow

Here, we consider the charge-odd contribution to the elliptic flow for π,

∆v2(η) = vπ
+

2 (η)− vπ
−

2 (η), (9.9)

focusing on the difference between the elliptic flow of π+ and that of π−. Figure 9.12
represents the charge-odd contribution to the elliptic flow for π as a function of η in
Au-Au collisions. The black solid, blue dashed, red long-dashed dotted lines represent
the cases of σ = 0.0058, 0.023, and 0.1 fm−1. The electrical conductivity dependence
is clearly observed. The ∆v2 in all electrical conductivity cases have negative values.
It implies that the v2 of π− is enhanced by the electric current induced by Ohm’s law.
The behavior is also suggested by the electric charge distributions on the freezeout
hypersurface in Fig. 9.7. The value of the ∆v2 at η = 0 is consistent with the previous
study in Ref. [87]. However, the rapidity dependence of the ∆v2 has the different
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Figure 9.10: (color online) The charge distributions on the freezeout hypersurface as
a function of x at y = 0.0 fm in the cases of (a) ηs = −1.0 and (b) ηs = 1.0 in Cu-Au
collisions. The black solid and blue dashed lines represent σ = 0.0058 and 0.023 fm−1

cases, respectively.

behavior. Our results show that the |∆v2(η)| decreases with increasing |η| but the
result in Ref. [87] show that the |∆v2(η)| increases with |η|. This reason is that the
magnetic field increases with |ηs| in Ref. [87]. In our initial condition, electromagnetic
fields decrease with increasing |ηs| shown in Figs. 8.4 (a) and (b). Furthermore, as
shown in Figs. 9.8 (a) and (b), the total absolute value of the electric charge density is
relatively small at ηs = ±1 compared with that at ηs = 0 in Fig. 9.7. Hence, the value
of the ∆v2 at the finite ηs becomes small.

Figure 9.13 stands for the ∆v2 for π as a function of η in Cu-Au collisions. The
electrical conductivity dependence is clearly observed. As discussed in Figs. 9.9 and
9.10, the v2 of the negatively charged hadrons is enhanced. On the other hand, the
production of positively charged hadrons reduces due to the negative chemical potential
of electric charge density. The ∆v2 of π becomes a negative value. In the forward
rapidity region, the absolute value of the ∆v2 slightly increases in the cases of σ =
0.023 and 0.1 fm−1. This reason is that, in ηs > 0, the distribution of electric charge
density has a plateau structure because of the electric field produced by the Cu nucleus
in Fig. 9.10 (b). This plateau makes the production of negatively charged hadrons
in direction of an x-axis negative direction increase. Then, the elliptic momentum
anisotropy of negatively charged hadrons becomes larger than that in ηs < 0 and at
ηs = 0. In both collisions, the ∆v2 is approximately proportional to the electrical
conductivity. The ∆v2 is sensitive to electrical conductivity.

9.4.4 The charge-dependent directed flow

Next we discuss the charge-odd contribution to the directed flow for π,

∆v1(η) = vπ
+

1 (η)− vπ
−

1 (η). (9.10)

Figure 9.14 shows the charge-odd contribution to the directed flow of π in Au-Au
collisions. The black solid, blue dashed, and red long-dashed dotted lines represent the
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Figure 9.11: (color online) The weighted space-averaged x-component of velocity vx
profile on the freezeout hypersurface as a function of ηs in (a) Au-Au and (b) Cu-Au
collisions. The black solid and blue dashed lines represent the cases of σ = 0.0058 and
0.023 fm−1, respectively.
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Figure 9.12: (color online) The charge-dependent elliptic flow ∆v2 as a function of
η in Au-Au collisions. The black solid, blue dashed and red long dashed-dotted lines
represent the cases of σ = 0.0058, 0.023, and 0.1 fm−1, respectively.

cases of σ = 0.0058, 0.023, and 0.1 fm−1. The tendency of the ∆v1 is similar to the
charge-even contribution to the directed flow for π shown in Fig. 9.6 (a),

v1(η) = vπ
+

1 (η) + vπ
−

1 (η). (9.11)

This behavior is explained by the electric charge distribution on the freezeout hyper-
surface as discussed in Subsection 9.4.1. In Fig. 9.7, at ηs = 0, the electric charge
density is symmetric about x = 0 fm. For this reason, ∆v1 vanishes at η = 0. In the
forward rapidity region, as shown in Fig. 9.8 (b), the π− is produced mainly in the
positive x region, though the ⟨vx⟩Σf

has a negative value in the forward rapidity region.
Hence, the contribution of the |v1| of the π− is slightly smaller than that of the π+.
As a result, the ∆v1 becomes a negative value in the forward rapidity region. On the
other hand, in the backward rapidity region, the π− is emitted mainly in the negative
x region. The ⟨vx⟩Σf

has a positive value in the backward rapidity region. Then, the v1
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Figure 9.13: (color online) The charge-dependent elliptic flow ∆v2 as a function of
η in Cu-Au collisions. The black solid, blue dashed and red long dashed-dotted lines
represent the cases of σ = 0.0058, 0.023, and 0.1 fm−1, respectively.

of the π− has a slightly smaller value than that of the π+. The ∆v1 becomes positive
in the backward rapidity region.

The electrical conductivity dependence is clearly observed in the forward and back-
ward rapidity regions. The ∆v1 is approximately proportional to electrical conductivity.
This dependence is consistent with the previous study in Ref. [87]. Furthermore, we
compare our results with the STAR data [199]. The result in the case of σ = 0.023 fm−1,
which corresponds to σ = (5.8±2.9)/ℏc fm−1 of the three-flavor QGP at T = 250 MeV
in the lattice QCD calculations [152–154,156], is slightly larger than that of STAR data.
In the low conductive medium with σ = 0.0058 fm−1, our result is consistent with the
STAR data within the error bar. It implies the possibility of the incomplete electro-
magnetic response of the QGP medium [103,104], though there is still ambiguity to the
conclusive value of electrical conductivity in lattice QCD calculation. In our models,
the relaxation process of the electric current is ignored. If the relaxation process of
the electric current is considered, the effective electrical conductivity becomes small,
because of the reduction of the electric current by the incomplete electromagnetic re-
sponse associated with the relaxation process. To discuss quantitatively the effect of
the incomplete electromagnetic response, we need to extend Ohm’s law, including the
relaxation time of the electric current. In more precise measurements of ∆v1, it can be
detected in high-energy heavy-ion collisions.

Figure 9.15 represents the charge-odd contribution to the directed flow of π in Cu-
Au collisions. The electrical conductivity dependence is clearly observed. The ∆v1 of π
is approximately proportional to electrical conductivity at η = 0 in Cu-Au collisions. It
is consistent with the straightforward estimate of the ∆v1 in Cu-Au collisions [99]. The
electric charge density at ηs = 0 shown in Fig. 9.9 affects this electrical conductivity
dependence. The ∆v1 has the non-zero value at η = 0 in finite electrical conductivity
case. There are two reasons. The first one is that the ⟨vx⟩Σf

has the finite value at
ηs = 0 in Fig. 9.11 (b) because of the stronger pressure gradient along with the impact
parameter in the initial energy density profile of the QGP medium. The second one is
that the asymmetric configuration of the electric charge distribution in Fig. 9.9 due to
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9.4. CHARGE-DEPENDENT FLOW

the initial electric fields at ηs = 0 affects the ∆v1 at η = 0. In all electrical conductivity
cases, ∆v1 is crossing zero point near η = 0.5. This reason is that the ⟨vx⟩Σf

is vanishing
near ηs = 0.5 in Fig. 9.11 (b). Hence, there is no electrical conductivity dependence
since the velocity profile has no difference in each electrical conductivity. Furthermore,
in Cu-Au collisions, the ∆v1 may be easily detected since it has the non-zero value at
η = 0 in finite electrical conductivity. Our result indicates that the precise measurement
of the ∆v1 is suitable for the determination of the value of the electrical conductivity of
the QGP. This measurement sheds light on the electromagnetic response of the QGP
medium.
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Figure 9.14: (color online) The charge-dependent directed flow ∆v1 as a function of
η in Au-Au collisions. The black solid, blue dashed and red long dashed-dotted lines
represent the cases of σ = 0.0058, 0.023, and 0.1 fm−1, respectively.
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Figure 9.15: (color online) The charge-dependent directed flow ∆v1 as a function of
η in Cu-Au collisions. The black solid, blue dashed and red long dashed-dotted lines
represent the cases of σ = 0.0058, 0.023, and 0.1 fm−1, respectively.
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Chapter 10

Summary

In this thesis, we investigated the QGP bulk properties focused on the electromagnetic
response of the QGP medium produced in high-energy heavy-ion collisions. In high-
energy heavy-ion collisions, ultraintense electromagnetic fields are produced by two
colliding nuclei. The magnitude of the magnetic field is reached the highest in our
universe, e.g., |eB| ∼ 1015 T for

√
sNN = 200 GeV Au-Au collisions [75–79]. In order

to study the electromagnetic response of the QGP, we need to construct the relativistic
resistive magneto-hydrodynamic model for high-energy heavy-ion collisions.

In Chap. 1, we presented a brief introduction to quantum chromodynamics, the
quark-gluon plasma, and high-energy heavy-ion collisions. After a brief introduction,
we introduced basic variables and kinematics in high-energy heavy-ion collisions in
Chap. 2. One of the current main purposes is to extract the transport coefficients
of the QGP. The important observables related to the collective dynamics in high-
energy heavy-ion collisions were also presented. The anisotropic flow coefficients are
strongly correlated with the collective dynamics of the QGP phase. Then, by model-
to-data comparison. the specific shear viscosity and bulk viscosity can be extracted
from the experimental data. In particular, the charge-dependent anisotropic flow was
interesting observables as a probe of the electromagnetic response of the QGP medium.
In Chap. 3, we overviewed the properties of electromagnetic fields produced in high-
energy heavy-ion collisions under simple assumptions. We saw the importance of the
medium response such as the electrical conductivity of the QGP for the spacetime
evolution of electromagnetic fields. In the pre-equilibrium stage, since the medium
has not been formed, electromagnetic fields decay instantaneously into the vacuum,
B(t) ∝ 1/t3. On the other hand, in the equilibrium stage, since the medium has been
formed, the magnetic field is frozen in the plasma element if QGP has large electrical
conductivity. In this case, the magnetic fields decay as B(t) ∝ 1/t in the expanding
system into the transverse plane.

In Chap. 4, we reviewed basics of relativistic hydrodynamics. The equations of the
relativistic hydrodynamics consist of the conservation law of the energy-momentum
and conserved charges. The equation of the state which includes the properties of the
matter is needed to close the system of differential equations. In ideal hydrodynamics
which is no dissipation and no viscosity, the entropy current is conserved. In Chap. 5,
we introduced the relativistic resistive magneto-hydrodynamic framework. In relativis-
tic resistive magneto-hydrodynamics, entropy production occurs due to Ohm’s law. If
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we take the infinite electrical conductivity, the longitudinal boost invariant solutions,
which are called magnetized Bjorken flow [175], exist. In this solution, the magnetic
field decay as B(t) ∝ 1/t with longitudinal fluid’s expansion. Furthermore, we re-
viewed the longitudinal expansion in the resistive case [101]. In the resistive case, the
acceleration is induced by the resistive effect. Because of this acceleration, the decay
of the magnetic field becomes faster than that in the ideal case.

To execute the analysis of high-energy heavy-ion collisions based on RRMHD frame-
work, we develop the new numerical simulation code for RRMHD in the Milne coordi-
nates in Chap. 6 [100]. In our newly developed RRMHD simulation code, the governing
equations were split into the stiff parts and the non-stiff parts. For the non-stiff parts,
the time integration was executed by the TVD Runge-Kutta algorithm [183]. The
numerical flux was calculated by the HLL approximated Riemann solver. The prim-
itive variables were interpolated from the cell center to the cell surface by using the
second-order accurate scheme [180]. For the stiff parts, we integrated these equations
using semi-analytic solutions to avoid unexpected small time steps. Though Maxwell
equations ensure that the divergence-free constraints are satisfied at all times, in nu-
merical simulation, the integration of Maxwell equations in a not well-designed scheme
has violated these conditions because of the numerical error. In order to avoid this
problem, we employed the generalized Lagrange multiplier method to guarantee these
conditions [177–179].

In Chap. 7, we have verified the correctness of our algorithm from the comparison
between numerical results and analytical solutions or results of the other RMHD simu-
lations such as Brio-Wu type shock tubes, propagation of the large amplitude circularly
polarized Alfv́en waves, self-similar current sheet, cylindrical explosion, resistive rotor,
and Bjorken flow [100]. In these test problems, our numerical solutions were consistent
with analytic solutions or results of the other RRMHD simulations. Furthermore, we
investigated the accelerating longitudinal expansion of relativistic resistive magneto-
hydrodynamics in high-energy heavy-ion collisions in comparison with semi-analytic
solutions [101]. Our numerical code reproduced these solutions [100]. We conclude
that our numerical simulations capture the characteristic features of dynamics in high-
energy heavy-ion collisions and is applicable to the analysis of high-energy heavy-ion
collisions.

In Chap. 8, we construct the initial condition of RRMHD equations for high-energy
heavy-ion collisions both of Au-Au and Cu-Au collisions [100]. We employ the optical
Glauber model [133] as the initial condition for the QGP medium. In order to in-
clude the source of the directed flow, we adopt the tilted source to the optical Glauber
model [191]. We computed initial electromagnetic fields based on Ref. [81]. We consid-
ered the electromagnetic fields produced by the electric charge e moving along parallel
to the beam axis (ẑ) with velocity v in the laboratory frame by an observer located at
r = zẑ+ x⊥ in the Minkowski coordinates.

In Chap. 9, we applied our newly developed relativistic resistive magneto-hydrodynamic
model to high-energy-heavy-ion collisions [102]. First, we investigated the effect of
electromagnetic fields on fluid flow. In symmetric collisions, there are only small con-
tributions. On the other hand, in asymmetric collisions, the electromagnetic fields
have significant contributions due to the existence of the finite electric field in freeze-
out hypersurface. We found this contribution from the dissipation associated with
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Ohm’s law, calculating the dissipation measure. In both collisions, the volume of the
freezeout hypersurface is not changed by electromagnetic fields. Next, we calculated
the anisotropic flow using the hadron distribution produced by Cooper-Frye formula.
In both collisions, the elliptic flow of π does not have the electrical conductivity de-
pendence. The large plasma beta is reflected in the electrical conductivity dependence
of the elliptic flow. It indicates that Maxwell’s stress force does not affect the elliptic
flow. In symmetric collisions, the directed flow is not changed in the different values
of the electrical conductivity of the QGP medium. This reason is that the dissipation
associated with Ohm’s law has only the symmetric shape for the positive x region and
the negative x region. In asymmetric collisions, since the dissipation measure has the
asymmetric shape for the positive x region and the negative x region, the directed flow
decrease with increasing electrical conductivity at ηs = 0. This result indicates that
the energy transfer from electromagnetic fields to the fluid by the dissipation prevents
the flow in direction of the Cu nucleus.

We found that the electric charge distribution is sensitive to the RRMHD evolution
and the initial condition both of the QGP medium and electromagnetic fields. The
electrical conductivity dependence of the electric charge distribution is clear. The
electric charge distribution is approximately proportional to electrical conductivity.
We have calculated the charge-odd contribution to the anisotropic flows in Au-Au
and Cu-Au collisions. The charge-odd contribution to the elliptic flow and directed
flow is sensitive to the electrical conductivity and the initial profile of electromagnetic
fields. We confirmed that the elliptic flow of the π− is enhanced by the conduction
current associated with Ohm’s law. As a result, the charge-odd contribution to the
elliptic flow has a negative value in both of Au-Au and Cu-Au collisions. Besides, it is
approximately proportional to electrical conductivity. In the charge-odd contribution
to the directed flow, the electrical conductivity dependence is also clearly observed in
both collisions. We compared our results and the STAR data [84] in Au-Au collisions.
The result in the case of σ = 0.023 fm−1 was slightly larger than that of the STAR data.
This value of the electrical conductivity corresponds to σ = (5.8± 2.9)/ℏc fm−1 of the
three-flavor QGP at T = 250 MeV in the Lattice QCD calculations [152–154,156]. On
the other hand, in the highly resistive case of σ = 0.0058 fm−1, our result is in good
agreement with the STAR data within the error bar. It implies that the incomplete
electromagnetic response of the QGP medium [103, 104] appeared in STAR data [84].
In more precision measurements, it can be detected in high-energy heavy-ion collisions.
In Cu-Au collisions, we observe that the charge-odd contribution to the directed flow
is approximated proportional to electrical conductivity at η = 0. It is consistent with
the straightforward estimate of the charge-odd contribution of directed flow in Cu-Au
collisions [99]. Then, we conclude that the charge-dependent anisotropic flow is a good
probe to extract the electrical conductivity of QGP medium.

For our future works, we needed to consider further development and analyses to
extract the electromagnetic response of the QGP medium produced in high-energy
heavy-ion collisions. Especially, one can be required to extend to our RRMHD model
following point of view,

- One of the characteristic properties of high-energy heavy-ion collisions is the
event-by-event fluctuations. This event-by-event fluctuation is caused by not
only the quantum fluctuations in the interaction of quarks and gluons in the
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early stage but also the thermodynamic fluctuations in the QGP phase. The
former fluctuation is reflected in the initial condition of the hydrodynamic equa-
tions. In the present model, we used the event-averaged initial condition. In other
words, the event-by-event fluctuation is neglected. As initial conditions included
event-by-event fluctuations, there are MC-Glauber [133,134] and MC-KLN mod-
els [200,201]. In addition, the recent development of the initial condition of elec-
tromagnetic fields included event-by-event fluctuation also exists [80]. The latter
fluctuation is related to hydrodynamic fluctuations. This depends on the dissipa-
tion by the transport coefficients. Then, we need to consider the relativistic vis-
cous hydrodynamic framework. Nowadays, the relativistic hydrodynamic models
with hydrodynamic fluctuation [202,203] are becoming the standard methods for
the analysis of high-energy heavy-ion collisions. It is an interesting subject for
further development of RMHD simulation.

- Another direction of the further development of the RMHD model for high-energy
heavy-ion collisions is to include the relaxation process of the electric current [103,
104]. In the early stage dynamics, this relaxation process has the significant
effect on the production of the electric current [104]. The dilepton production
is also sensitive to the relaxation process of the electric current [103]. Recently,
numerical RRMHD simulations with relaxation time of the electric current are
developed [204–206]. To discuss the detailed dynamics of electromagnetic fields
coupled with the QGP medium, we need to extend the simplest form of Ohm’s
law to the second-order Ohm’s law.

- The RRMHD model is applicable for lower energy collisions. In lower energy
collisions, the Λ hyperon’s polarization is observed [207]. The coupling between
the longitudinal vorticity and electromagnetic fields may allow the observation of
non-trivial phenomena such as magneto-rotational instability. It indicates that
longitudinal vorticity exists at the early stage of heavy-ion collisions. In lower
energy collisions, the baryon number density does not vanish [208]. Then, we
need to extend the EoS to that with the finite baryon density [209–211]. One of
the purposes of the beam energy scan experiments is to explore the QCD critical
point. The application of the RRMHD model for lower energy collisions can
address this area and discuss the effect of background electromagnetic fields on
the phase diagram of the QCD [212].

- Recently, the charge-dependent directed flow of the heavy mesons and dileptons
has been proposed as a signature of the electromagnetic fields [195, 196]. It is
possible to determine the initial electromagnetic fields. Furthermore, photons are
one of the important observables to extract electromagnetic fields. In particular,
the thermal photons give detailed information of electromagnetic fields in the
QGP phase, since photons are not changed by strong interactions. The estimate
of directed and elliptic flows of photons in electromagnetic fields is an important
subject.

- The ultraintense electromagnetic fields may allow the observation of novel quan-
tum phenomena such as the chiral magnetic effect (CME) [75,91] and the chiral
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magnetic wave (CMW) [92]. The CME and CMW signals have been experi-
mentally explored in iso-bar collisions, Zr-Zr, and Ru-Ru collisions at RHIC [97,
98]. However, there is no striking experimental evidence of these phenomena
in the iso-bar experiments. According to the anomalous hydrodynamic calcu-
lation, the chiral magnetic effect can be found in the azimuthal anisotropy of
charged hadrons [213]. For analytical studies, the initial condition of electro-
magnetic fields with CME in high-energy heavy-ion collisions has been investi-
gated [160, 214], but the evolution of these fields has not been well understood.
The comprehensive studies using RRMHD would shed light on these problems.
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[138] Long-Gang Pang, Gergely Endrődi, and Hannah Petersen. Magnetic-field-
induced squeezing effect at energies available at the BNL Relativistic Heavy Ion
Collider and at the CERN Large Hadron Collider. Phys. Rev. C, 93(4):044919,
2016.

[139] Fred Cooper and Graham Frye. Comment on the Single Particle Distribution
in the Hydrodynamic and Statistical Thermodynamic Models of Multiparticle
Production. Phys. Rev. D, 10:186, 1974.

[140] L. A. Winckelmann et al. Microscopic calculations of stopping and flow from
160-A/MeV to 160-A/GeV. Nucl. Phys. A, 610:116C–123C, 1996.

[141] S. A. Bass et al. Microscopic models for ultrarelativistic heavy ion collisions.
Prog. Part. Nucl. Phys., 41:255–369, 1998.

94



REFERENCES

[142] M. Bleicher et al. Relativistic hadron hadron collisions in the ultrarelativistic
quantum molecular dynamics model. J. Phys. G, 25:1859–1896, 1999.

[143] Y. Nara, N. Otuka, A. Ohnishi, K. Niita, and S. Chiba. Study of relativistic
nuclear collisions at AGS energies from p + Be to Au + Au with hadronic cascade
model. Phys. Rev. C, 61:024901, 2000.

[144] M. Isse, A. Ohnishi, N. Otuka, P. K. Sahu, and Y. Nara. Mean-field effects on
collective flows in high-energy heavy-ion collisions from AGS to SPS energies.
Phys. Rev. C, 72:064908, 2005.

[145] J. Weil et al. Particle production and equilibrium properties within a new hadron
transport approach for heavy-ion collisions. Phys. Rev. C, 94(5):054905, 2016.
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