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Chapter 1   

Introduction 

 

 

1.1 Background 

Optical fiber technology firstly got attracted in 1966; C. K. Kao reported that the fundamental 

limitation for optical fiber loss is below 20 dB/km, which arouse much controversy to find low-

loss materials for decades [1]. In 1987, an erbium-doped fiber amplifier (EDFA) enabling optical 

amplification around at 1.55 μm waveband suitable for low-loss optical fiber transmission 

innovates the optical fiber technology [2, 3]. In the 1990s, the capacity of an optical fiber is 

drastically enhanced by wavelength-division multiplexing (WDM) technology, where multiple 

optical signals with different wavelength channels are transmitted simultaneously in a single 

optical fiber [4-6]. Since the early 2000s, the digital coherent transmission system re-innovates 

optical fiber communication systems [7, 8]. The digital signal processing (DSP) circuit can 

remove various system impairments in the digital domain. The digital coherent transmission 

system allows us to use polarization-division multiplexing (PDM) and multi-level modulation 

such as quadrature phase shift keying (QPSK) and quadrature amplitude modulation (QAM). As 

a result, the spectral efficiency is drastically enhanced compared to the previous non-coherent 

systems. 

Internet traffic demands have been growing over the past decades and the growth will continue 

or even accelerate due to recently emerging bandwidth-intensive services such as ultra-high-

definition video-distribution service, cloud-computing service, big-data analysis based on 

machine learning (ML), and so on [9]. The capacity expansion of optical fiber communication is 

the never-ending challenge.  

 

1.2 Ultra-dense WDM network and its problem 

In optical fiber networks, the optical nodes using wavelength selective switches (WSSs) can 

transparently forward WDM signals without relying on costly optical-to-electrical and electrical-

to-optical converters. The wavelength bandwidth available in optical fiber communications is 

limited due to characteristics of optical amplifiers. To enhance the capacity under the restriction, 
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a bandwidth assigned for each WDM signal needs to be reduced. Ultra-dense WDM systems, 

where the guard-bands inserted between WDM signals are narrower than those in the 

conventional dense WDM (DWDM) systems, are expected to realize higher spectral efficiency. 

Many studies have shown the effectiveness of ultra-dense WDM technology in point-to-point 

transmission systems that do not use optical nodes [10, 11]. On the other hand, its use for 

networking is hindered by spectrum narrowing caused by optical node traversals. In ultra-dense 

WDM networks, signal spectra are narrowed by a WSS used for wavelength-by-wavelength 

routing, which is referred to as the spectrum-narrowing effect. The spectrum narrowing can be 

avoided if the transfer function of a WSS is rectangular; however, actual WSS passbands have 

gradual cut-off characteristics, so spectrum narrowing is inevitable. To enjoy the benefit of ultra-

dense WDM networks, therefore, we must mitigate or control the impact of spectrum narrowing. 

 

1.3 Purpose of this study 

The purpose of this paper is to enhance the spectral efficiency in optical networks by exploiting 

the ultra-dense WDM technology. To realize such networks, we focus on the following three 

approaches; (1) digital signal processing, (2) network design, and (3) network control. 

 

1.3.1 Digital signal processing 

The advent of digital coherent optical communication technology, which combines DSP and 

coherent optical receivers, has dramatically increased the capacity of optical networks. A phase-

/polarization-diversity optical receiver can extract in-phase and quadrature components of the 

electric field in both polarization modes. Then, the obtained analog signals are converted into 

digital signals by a high-speed analog-to-digital converter (ADC). In the digital domain, the signal 

is regenerated by chromatic-dispersion (CD) compensation, polarization-mode demultiplexing, 

and carrier-phase estimation. This enables the adoption of multi-level modulation techniques, e.g., 

PSK and QAM, and polarization-division multiplexing. As a result, communication capacity 

increases more than 10 times greater than that of conventional non-coherent systems. On the other 

hand, the transmission capacity depends greatly on the performance of the DSP algorithm 

executed inside the receiver.  

Spectrum narrowing caused in ultra-dense WDM networks is also expected to be eliminated by a 

DSP circuit. If only the spectrum-narrowing effect degrades the signal quality, the digital filter 

with the inverse transfer function can perfectly compensate for the spectrum narrowing. In 
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practical systems, however, the spectrum narrowing interacts with amplified spontaneous 

emission (ASE) noise generated by optical amplifiers. As a result, perfect compensation for the 

spectrum narrowing is no longer attainable. Several DSP methods for this problem has been 

reported [12, 13]. The work in [12] developed the demodulation method collaborating the fixed 

digital filter and sequence estimation to suppress the impact of spectrum narrowing. Although the 

approach improved the robustness against the spectrum narrowing for the specific channel model, 

the fixed digital filter and sequence estimation cannot adapt to various channel models. The work 

in [13] studied a machine learning (ML) based DSP method adaptive to the variable channel 

model. However, it did not take the interaction between spectrum narrowing and ASE noise into 

consideration.  

To suppress the interactive impact of spectrum narrowing and ASE noise for arbitrary channel 

model, we proposed a new DSP method based on ML. By using a recurrent neural network (RNN) 

to learn the signal deterioration pattern, the signal can be appropriately demodulated even under 

the interactive effect of spectrum narrowing and ASE noise. The proposal has improved the 

robustness against spectral narrowing and succeeded in expanding the applicable area of ultra-

dense WDM. Since the proposed method can be realized only with a slight change in the DSP 

circuit of the present receiver, the introduction of the proposed method to commercial systems 

can be expected to be installed at an early stage. 

 

1.3.2 Network design 

In the conventional optical fiber networks using electrical switches, the high power consumption 

was a bottleneck for enhancing the throughput of optical nodes [14]. Transport systems based on 

electrical switches necessitate optical-electrical-optical (O-E-O) conversion, which results in high 

power consumption. The next-generation network using optical switches, on the other hand, 

reduces the power consumption by eliminating O-E-O conversions. In such systems, an optical 

cross-connect in an optical node flexibly controls routes of WDM signals wavelength-by-

wavelength in the optical domain. Such a transparent process contributes to the significant 

reduction of power consumption. For example, to process 1000-port switch in which each port is 

responsible for a 1 Tbps signal, an optical switch consumes less than 1 kW, while an electrical 

switches consumes about 6000 kW [15, 16].  

In ultra-dense WDM networks, signals suffer from spectrum narrowing caused at optical nodes. 

An optical signal is impaired when the optical-node operation for routing is applied to the optical 

signals adjacent in the frequency domain. As a result, conventional network design schemes used 

for DWDM networks cannot be applied to ultra-dense WDM networks. This motivates us to 
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develop network architecture that can easily manage the effects of spectrum narrowing while 

retaining the routing flexibility. So far, many network design schemes considering the impact of 

spectrum narrowing have been reported. In [17, 18], the available frequency range is divided into 

several wavebands, and a broad guardband is inserted only between the wavebands. Optical 

signals in the same waveband are routed together, i.e., coarsely granular routing, while an optical 

signal in a waveband can be dropped/added on a wavelength basis. With this hierarchical optical 

network design, the spectrum narrowing is induced only by wavelength-granular add/drop 

operation. Note that ultra-dense WDM is expected to offer higher spectral efficiency compared to 

[17]; however, it necessitates more sophisticated network design scheme since the number of 

possible spectrum-narrowing events is much larger.  

In order to resolve this problem, we proposed a network design scheme enabling introduction of 

ultra-dense WDM. In our proposal, the wavelength-granular routing and the fiber-granular routing 

are combined so as to minimize the effect of spectral narrowing while realizing an appropriate 

routing flexibility. By formulating the conditions of connection based on integer linear 

programming (ILP), the configurations for cross-connects are optimized. As a result, ultra-dense 

WDM can be applied even to complicated network topologies that would be severely affected by 

spectral narrowing. The proposed scheme is applicable not only to the existing optical cross-

connects but also to cost-efficient fiber cross-connects (FXCs) that are expected to be introduced 

in the future. 

 

1.3.3 Network control 

In current optical path networks, a wavelength assigned to each WDM signal cannot be converted 

into another wavelength along the transmission line to retain the transparent processes. In other 

words, the optical signal must use the same wavelength from the transmitter to the receiver, which 

is referred to as the wavelength continuity constraint. The pair of route and wavelength must be 

controlled for numerous optical signals under the constraint. The routing and wavelength 

assignment (RWA) task is categorized as NP-hard [19]. Furthermore, the spectrum-narrowing 

effect induced in the ultra-dense WDM networks strictly shortens the signal transmission reach. 

To effectively manage the optical fiber resources being depleted, we need to develop a 

sophisticated RWA algorithm aware of transmission impairments. Several impairment-aware 

algorithms have been studied [20-22]. The work shown in [20] studied the network control 

method considering multiple physical-layer impairments, such as power loss, ASE noise, and self-

phase modulation (SPM). However, it did not assume the spectrum narrowing effect induced in 

ultra-dense WDM networks. Since the impact of spectrum narrowing cannot be fully eliminated 
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by any DSP algorithm, the impact of spectrum narrowing needs to be controlled in order to 

introduce ultra-dense WDM into a network. Considering the above background, we proposed an 

RWA algorithm that controls the expectation of spectrum narrowing caused in ultra-dense WDM 

networks. With the method, the number of spectrum-narrowing events for each optical path is 

controlled so as not to exceed the limit. The effectiveness of the proposal is verified thorough 

network simulations and transmission experiments. Our proposal can realize highly dense WDM 

networks without relying upon state-of-the-art hardware. 

 

1.4 Organization of dissertation 

This dissertation is organized with 8 chapters, and covers a comprehensive overview on the 

optical path networks. Chapter 1 presented the introduction of this dissertation. Chapter 2 

describes a comprehensive review of the optical path networks. Chapter 3 presents the detail of 

ultra-dense WDM network. As mentioned in Section 1.3, we focus on three topics for the ultra-

dense WDM networking. Chapter 4, Chapter 5, and Chapter 6 will be dedicated to each of the 

topics. In Chapter 4, the DSP method to mitigate the spectrum narrowing is described. Chapter 5 

reports the network design scheme for ultra-dense WDM networks. Chapter 6 presents the 

network control method, where the optical paths are intellectually managed. After detailing each 

key technology, the integrated network architecture enabling ultra-dense WDM networks is 

presented in Chapter 7. The general conclusion is provided in Chapter 8. 

 

 

Figure 1.1 Organization of the dissertation. 
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Chapter 2   

Optical path network 

 

Optical path network is a cornerstone of the information and communication society. All kinds of 

digital services, such as social media services, video streaming services, cloud computing services, 

and so on, depends on optical path networks. To effectively utilize costly optical fibers, the WDM 

technologies has been extensively studied and implemented in commercial systems. There are 

various elaborated components and technologies for effective use of optical path network. In this 

chapter, the fundamentals of optical path networks are described.  

 

 

2.1 Overview of optical path networks 

A typical optical path network is mainly composed of three elements: optical fibers, optical 

amplifiers, and optical nodes as shown in Figure 2.1. To provide a high-capacity communication 

infrastructure, wavelength-division multiplexing (WDM) transmission has already been 

commercially introduced in optical path networks. This technology enables the transmission of 

multiple optical signals with different wavelength channels simultaneously in an optical fiber [1, 

2]. An optical path corresponds to one communication connection, and characterizes the route and 

resources assigned for the optical signal.  
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 Figure 2.1 Optical path network. 

 

An optical fiber is a medium propagating a lightwave. The most commonly used optical fiber is 

a standard single-mode fiber (SSMF) made of silica glass, where the propagation loss around the 

bandwidth of 1.55μm is now less than 0.2 dB/km [3]. 

Optical amplifiers are deployed to compensate power loss yielded by traversing devices. All 

optical amplifiers have limited bandwidth characteristics for amplification. Among the various 

optical amplifiers, an erbium-doped optical amplifier (EDFA) is mainly utilized because the gain 

profile is suitable for the bandwidth where the propagation loss of SSMF is minimized [4, 5]. 

Optical amplifiers add one of the main signal degradation factors of amplified-spontaneous-

emission (ASE) noise. The ASE noise cannot be eliminated by any processes. Therefore, the 

impact of ASE noise needs to be minimized by keeping the signal power high. The ASE noise is 

modeled as the additive white Gaussian noise (AWGN). 

An optical node consists of optical transmitters, an optical cross-connect, and optical receivers. 

At an optical transmitter, a WDM signal is generated and sent to the optical network. In optical 

cross-connect, the direction of each optical signal is controlled without power-consuming optical-

electrical-optical (O-E-O) conversion. Then, the transmitted signals are exported to optical 

receivers. All of the processes are conducted in the optical domain.  

  



19 
 

2.2 Digital coherent optical transmission 

Until the 2000s, intensity modulation / direct detection (IM-DD) had been used in optical fiber 

communications. In the IM-DD system, an intensity-modulated signal that allocates bits only for 

intensity carries information. At the receiver, the intensity information is directly obtained by 

square-law detection of the optical electric field using a photodiode.  

Since the 2000s, the digital coherent optical receiver has been attracted for high-speed and high-

capacity optical communication systems [6, 7]. Figure 2.2 shows the schematic of the digital 

coherent optical receiver. A digital coherent receiver system is realized by coherent detection and 

digital signal processing (DSP) technology. First, the received polarization-division multiplexed 

(PDM) signal is demultiplexed by a polarization demultiplexer. Next, the signals for both 

polarizations are separated into in-phase and quadrature-phase components. This process is 

realized by interfering with a signal lightwave and a lightwave generated by a local oscillator 

(LO) using 90-degree optical hybrid circuit. Here, the analog signals are converted into digital 

signals using analog-to-digital converter (ADC). Then, DSP circuit conducts equalization, 

chromatic-dispersion (CD) compensation, polarization mode dispersion (PMD) compensation, 

and phase estimation. Since the complex electric value contains both the amplitude information 

and phase information of the signal, any multi-level modulation method such as quadrature phase 

shift keying (QPSK) and quadrature amplitude modulation (QAM) can be utilized. In addition, 

PDM is also available, which doubles the fiber capacity. 

 

 

Figure 2.2 Typical digital coherent receiver. 
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2.2.1 Quadrature amplitude modulation 

Figure 2.3 shows the constellation map of a general 4-/16-/64-QAM signal, where 𝑀 of 𝑀-

QAM is called the modulation order. Figure 2.3(a) and Figure 2.3(b) show the constellation maps 

for the signal with noise and signal without noise. A QAM signal transmits bit information using 

the modulation parameters of phase and intensity. By setting the modulation order to 𝑀 , the 

amount of information bit per symbol can be logଶ 𝑀 bits. Note that 4-QAM and QPSK are the 

same modulation method. The spectral efficiency can be enhanced as the modulation order 

increases. However, since the Euclid distance between symbols on a complex plane shortens, 

decision errors are more likely to occur as shown in Figure 2.3(b). Although the Euclid distance 

between symbols can be elongated by increasing the signal power, the high signal power induces 

signal waveform distortion through fiber nonlinearity referred to as the Kerr effect, which 

includes self-phase modulation (SPM), cross-phase modulation (XPM), and four-wave mixing 

(FWM) [8]. Therefore, the signal quality worsens as the modulation order increases, which results 

in the possible transmission distance shorter [9].  

 

Figure 2.3 Examples of QAM signals on a complex plane. 
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2.2.2 Polarization-division multiplexing 

Since a lightwave is a transverse wave, optical signals can be multiplexed on polarization modes, 

i.e., polarization-division multiplexing (PDM). Figure 2.4 shows the schematic of PDM. Two 

lightwaves with orthogonal polarization states are propagated in one path. Since the practical 

optical fiber has a slightly elliptical structure, i.e., birefringence, the propagation characteristics 

for each polarization state is different. As a result, the optical receiver can only obtain the signal 

mixed up by two PDM signals, i.e., polarization-mode dispersion (PMD). Furthermore, the state 

of polarization (SOP) fluctuates through all time. In order to exploit the PDM technology, the 

polarization demultiplexing process hence necessitates the adaptive control. In digital coherent 

optical transmission, DSP circuit in the optical receiver realize the adaptive polarization 

demultiplexing and PMD compensation. 

 

Figure 2.4 Schematic of polarization-division multiplexing. 
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2.3 Optical cross-connect 

2.3.1 Architecture of optical cross-connect 

An optical cross-connect realizes the switching of direction for all optical signals without O-E-O 

conversion. Figure 2.5 shows the typical node configurations. An optical node consists of an 

express part, a drop part, and an add part. In the drop part, signals are dropped as necessary and 

delivered to their corresponding receivers through multicast switches consisting of optical 

splitters and selectors, i.e., drop operation. In the add part, signals generated by transmitters are 

sent to their target outgoing fibers through multicast switches and combined with express signals, 

i.e., add operation. In the express part, signals arrived at the cross-connect are forwarded to 

arbitrary output port for routing, i.e., express operation.  

The express part can be either wavelength cross-connect (WXC) based on WSSs or fiber cross-

connect (FXC) based on optical selectors. As shown in Figure 2.5(a), a WXC can comprise WSSs, 

splitters, and couplers [10, 11]. In the broadcast-and-select (B&S) architecture, splitters are 

located at the input side and WSSs at the output side. The route-and-combine (R&C) 

configuration places WSSs at the input side and couplers at the output side. When WSSs are 

adopted for both input and output sides, the architecture is referred to as the route-and-select 

(R&S) configuration. In Figure 2.5(b), on the other hand, the FXC-based express part can consist 

of an optical switch based on micro-electro-mechanical system (MEMS) or that based on 

piezoelectric actuation [12-14]. As the express part does not have any wavelength selectivity, all 

the express paths in an input fiber are routed to the same output fiber. To add/drop signals on a 

wavelength basis, therefore, the node necessitates additional splitters and/or WSSs outside the 

FXC-based express part; the splitters and WSSs can be low cost because the port count of 1×2 is 

sufficient to drop/add signals. The FXC-based nodes have scalability in terms of port count, e.g., 

the port count of over 300×300 is commercially available.  
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Figure 2.5 Configurations of optical nodes.  
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2.3.2 Splitters and couplers 

Figure 2.6 shows the examples of splitter and coupler. A splitter is a device that distributes one 

input optical signal to multiple output ports. On the other hand, an optical coupler is a device that 

combines multiple input signals into one output destination. A splitter and a coupler is the same 

devices; they are distinguished by which port is used as input/output.  

A splitter with 1 input port and N output port is referred to as a 1×N splitter, vice versa for an 

optical coupler. The loss of the optical coupler is expressed as 10log10N+α[dB], where the first 

term is called the principle loss, and the second term is called the excess loss. Excess loss is 

usually about 1 dB.  

 

 

 

Figure 2.6 Example of the operations of a splitter and a coupler. 

 

 

2.3.3 Wavelength-selective switch 

Figure 2.7 shows the examples of wavelength-selective switches (WSSs) operations [15]. A WSS 

is a reversible device. By using a WSS as a 1×N device, the input WDM signals can be flexibly 

routed to any output ports wavelength by wavelength. By using a WSS as a N×1 device, on the 

other hand, the arbitrary input signals are selectively exported into one output port. Other WDM 

signals not selected are attenuated by optical filters. The optical filters cannot completely 

attenuate the optical signals; thus, the remaining optical signal is added to the target optical signal 

as in-band crosstalk. Since the target signal is exported to one output port, the loss does not 

theoretically increase as the output port increases. The loss of the WSS is about 7 dB. 

The commercially available WSSs are implemented by using micro-electro-mechanical systems 

(MEMS) or liquid-crystal-on-silicon (LCOS) technologies. Since the route of each WDM signal 

is controlled by MEMS or LCOS, the wavelength setting granularity is limited; the minimum unit 

for wavelength controlling is a grid. ITU-T standardized the flexible grid of 12.5 GHz [16]. This 
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limitation restricts that the passband bandwidth of optical filtering must be multiples of 12.5 GHz. 

Even under the grid limitation, a WSS has higher functionality and less signal loss compared to 

splitters and couplers, which results in the dynamic flexible optical-path networking [17-20].  

 

 

Figure 2.7 Example of the operations of a WSS. 
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2.4 Network control 

2.4.1 Wavelength continuity constraint 

To setup an optical path, the network operator must assign an available physical route and 

wavelength to establish the new optical path. This process is called routing and wavelength 

assignment (RWA). For the optical path network without costly O-E-O conversion, each optical 

path must occupy the same wavelength through the whole transmission, this characteristic is 

referred to as the wavelength continuity constraint [21]. Figure 2.8 shows the example of 

wavelength continuity constraint. In this example, each optical fiber can carry two optical signals 

shown as blue and orange lines. The different wavelength is assigned to different optical paths. 

As shown in Figure 2.8, even if both of the optical fiber #1 and #2 has a vacant wavelength 

resource, a path from node #1 to node #3 cannot be established unless the existing optical path is 

disrupted. Therefore, the all pairs of route and wavelength assigned to each optical path need to 

be carefully selected considering the wavelength continuity constraint; this task is known as NP-

complete [22]. 

 

 
Figure 2.8 Wavelength continuity constraint. 

2.4.2 Network-resource assignment 

Figure 2.9 shows an example of network resource assignment. When an optical path setup request 

arrives, a pair of route and wavelength is selected to be assigned. There are two types of routes. 

To make a connection between a source node and a destination node of a setup request, a route 

defined as optical nodes that the new signal traverses is selected as shown in Figure 2.9 (a); this 

route is referred to as a node route. Here, a link between each pair of adjacent optical nodes has 
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several optical fibers as shown in Figure 2.9 (b). Therefore, it is necessary to decide which optical 

fibers the signal passes through; the route is called a fiber route. In the wavelength domain, an 

optical fiber can accommodate multiple WDM signals. The available wavelength range of the 

commercially utilized EDFA is limited in 4.8 Hz. When all signals demand the bandwidth of 50 

GHz in the fixed grid, the number of wavelength candidate is 96 (4,800 GHz / 50 GHz) [16]. The 

used wavelength slot is selected from the available slots considering the wavelength continuity 

constraint as shown in Figure 2.9 (c). The task of selecting the pair of route and wavelength slot 

is called a routing and wavelength assignment (RWA) task. Since the simple RWA algorithm 

results in the network utilization ratio of about 70%, it is necessary to pursue the better RWA 

algorithm that improves the network capacity. 

As for the advanced network control tasks, the bandwidth to each optical signal is flexibly 

assigned on the flexible grid [16]. In the flexible grid, the bandwidth assigned for each signal is a 

multiple of 12.5 GHz, hence the number of wavelength slots is 384 (4,800 GHz / 12.5 GHz). To 

discriminate with the RWA task, this task is traditionally called route and spectrum assignment 

(RSA) task [23]. Furthermore, the modulation format that defines the transmission distance and 

spectral efficiency is flexibly selected for each demand; this task is called a route, modulation, 

and spectrum assignment (RMSA) [24].  

 

 

 

  

Figure 2.9 An example of network resource assignment. 



28 
 

2.4.3 Network scenarios 

At the beginning of employing an optical path network, various parameters, e.g., the number of 

fibers in each link, the optical cross-connect setting, the locations of optical amplifier, and so on, 

need to be configured. This initial process is referred to as the network design. In this process, 

such network parameters are statically optimized all at once against a certain amount of traffic 

demands that is expected to be arrived. Also, the policy for network control can be configured for 

the effective network control in this phase.  

After the network design operations, optical paths are setup in response to the arriving path-setup 

requests. Since the network controller is immature in the conventional system, all optical paths 

are setup at once and keep the connection for a long while, e.g., every few months or years. An 

optical path occupies the wavelength resources even though no information bit carries on a fiber. 

This scenario is called a static network control scenario, and is often optimized using integer 

linear programming (ILP) or any heuristics. Software-defined networking (SDN), which offers 

logically centralized network control, is expected to enhance network capacity, particularly in the 

dynamic network control scenario. In dynamic networks, the optical path setup/teardown 

operations are provided request-by-request, e.g., every few hours or weeks, which results in the 

enhancement of the net network capacity. In this dissertation, Chapter 5 details the proposed 

network design while Chapter 6 presents the proposed network control. 

 
 

2.5 Summary 

The fundamentals of optical path network were described. Digital coherent transmission system 

supports high capacity transmission systems using QAM and PDM. Optical cross-connects and 

optical transmitters/receivers at optical nodes control WDM signals in wavelength-by-wavelength 

manner. The notable technologies described in this chapter have already been introduced in the 

commercial systems. To further enhance the capacity for next-generation information society, 

ultra-dense WDM network is expected to be realized; this dissertation tackles this issue. Firstly, 

the pros and cons of ultra-dense WDM network is detailed in the next chapter. 
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Chapter 3   

Ultra-dense WDM network 

 

Ultra-dense WDM is expected to offer the higher spectral efficiency than the conventional DWDM. 

Since the bandwidth assigned for each signal can be changed without any additional devices, the 

introduction of ultra-dense WDM is the cost-efficient approach expanding the capacity of optical 

networks. On the other hand, the unideal optical-filter characteristics severely degrades the ultra-

dense WDM signals. In this chapter, the pros and cons of ultra-dense WDM networks is 

comprehensively described. 

 

 

3.1 Ultra-dense WDM 

To increase the capacity of optical networks, spectral efficiency needs to be enhanced. Ultra-dense 

wavelength-division multiplexing (WDM) systems, where the guard-bands inserted between 

adjacent WDM signals are narrower than those in conventional dense WDM (DWDM) systems, 

are expected to realize higher spectral efficiency. Table 3.1 shows the examples of WDM schemes. 

In the DWDM system, the bandwidth assigned for 400-/100-Gbps signals is 87.5/50 GHz [1, 2]. 

In ultra-dense WDM system, on the other hand, the bandwidth assigned for 400-/100-Gbps signals 

is 75/37.5 GHz assuming the standardized grid of 12.5 GHz [3]. The theoretical improvements in 

the spectral efficiency are 16.7% for 400-Gbps signals and 33.3% for 100-Gbps signals. Quasi-

Nyquist WDM is one of the ultra-dense WDM schemes neglecting the standardized grid; a 66.6-

/33.3-GHz bandwidth is assigned for a 400-/100-Gbps signals. The theoretical improvements in 

the spectral efficiency are 31.3% for 400-Gbps signals and 50.0% for 100-Gbps signals.  
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Table 3.1 WDM schemes 

 

 

Many studies have shown the effectiveness of ultra-dense WDM in point-to-point transmission 

systems [3, 4]. However, its use for networking is hindered by spectrum narrowing with each 

traversal of wavelength-selective switches (WSSs). Furthermore, the limited setting granularity 

of WSSs bandwidth avoids the truly spectral-efficient WDM system. 

 

3.2 Spectrum-narrowing effect 

Figure 3.1 illustrates spectrum narrowing in optical path networks; Figure 3.1(a) and Figure 3.1(b) 

depict spectrum narrowing caused by a 2×1 WSS and a 1×2 WSS, respectively. While high 

spectral efficiency is expected by adopting ultra-dense WDM, its efficient use for networking is 

obstructed by the spectrum-narrowing effect. When signals traverse a WSSs, the signal spectra 

are narrowed by filtering for wavelength routing. The spectrum narrowing can be avoided if the 

transfer function of a WSS is rectangular; however, actual WSS passbands have gradual cut-off 

characteristics, so spectrum narrowing is inevitable [5-9]. The spectrum narrowing is intensified 

as the guardband bandwidth decreases.  
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Figure 3.1 Spectrum narrowing effect 
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Since the transfer function of WSSs does not obey the Nyquist criterion, an optical signal suffers 

from inter-symbol interference (ISI). Figure 3.2 shows the ISI in both a frequency domain and a 

time domain. The ideal signal which is not impaired by spectrum narrowing does not have any 

amplitude in other sample timing in a time domain. On the other hand, the signal which does not 

satisfy the Nyquist criterion due to spectrum narrowing has amplitude at other symbol decision 

timing. As a result, this ISI degrades the performance of symbol decision. 

 
Figure 3.2 Inter-symbol interference 

 

Optical amplifiers add amplified-spontaneous-emission (ASE) noise to the signals filtered by 

WSSs. Since an optical signal repeatedly undergoes such filtering-and-amplification processes, 

the ISI and ASE noise degrade the signal quality in an interactive manner. Figure 3.3 shows the 

repetitive processes of optical filtering and optical amplifications. The signal quality worsens as 

the number of WSS traversals increases. Consequently, the transmissible distance is severely 

restricted. 

 
Figure 3.3 Interaction between spectrum narrowing and ASE noise in a network. 
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3.3 Noise enhancement in DSP circuit 

In a typical DSP circuit, most of the ISI is automatically equalized by the adaptive finite impulse 

response (FIR) filters [10, 11]. However, since the frequency components attenuated by WSS 

filters are emphasized, the ISI-suppressing filter degrades the overall signal-to-noise ratio (SNR) 

as shown in Figure 3.4. This adaptive FIR filter simultaneously compensates for polarization-

mode dispersion and IQ mismatch. As these processes are indispensable for transmission, the 

occurrence of the noise enhancement is hence inevitable with the ISI-suppressing filter. 

 

 

Figure 3.4 Noise enhancement induced by ISI-suppressing filter. 
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3.4 Spectrum narrowing in networking 

Spectrum narrowing occurs at a WSS in an optical node. Figure 3.5 shows the operations that 

cause or do not cause spectrum narrowing in the broadcast-and-select node. In this section, we 

discuss the spectrum narrowing for the target signal depicted as green arrows as shown in Figure 

3.5(a). When the WDM signal is added to the wavelength adjacent with that of the target signal, 

the target signal spectrum is narrowed by the filtering for wavelength routing as shown in Figure 

3.5(b). Next, when the WDM signal whose wavelength is adjacent with that of the target signal 

is dropped, then the target signal also impaired by filtering as shown in Figure 3.5(c). The signal 

whose wavelength is adjacent to that of the target signals is called the adjacent signal hereafter. 

The express operations of both coupling and separating for the adjacent signal also cause the 

spectrum narrowing as shown in Figure 3.5(d)(e). On the other hand, if the target signal and the 

adjacent signal is added/dropped at the same node, the optical filter can be simultaneously applied; 

hence, the spectrum narrowing does not occur as shown in Figure 3.5(f)(g). Similarly, the input 

optical fibers and output optical fibers are the same with the target signal and the adjacent signal, 

the spectrum narrowing can be avoided as shown in Figure 3.5(h). In conclusion, when the target 

signal and the adjacent signal are split or coupled at a WSS, the target signal suffers from spectrum 

narrowing. 

Figure 3.6 shows the operations that cause or do not cause in a route-and-select node. Similar to 

the occurrence situation in a B&S node, the spectrum narrowing occurs or does not occur as 

shown in Figure 3.6 (b) - (h). The remarkable difference with B&S node is the maximum number 

of spectrum narrowing in a single node is 2 for R&S node as shown in Figure 3.6 (i). As a result, 

B&S nodes are more sensitive against the spectrum narrowing. 
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Figure 3.5 The operations with/without spectrum narrowing for a B&S node. 
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Figure 3.6 The operations with/without spectrum narrowing for a R&S node. 
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3.5 Grouped routing 

The reduction of the bandwidth occupied by guardbands is achieved by grouping multiple paths 

and inserting broad guardbands only between path groups. One such scheme is grouped routing 

(GR) [12-16]. Figure 3.7 shows the grouped routing scheme. In this way, the available frequency 

range is divided into several wavebands called grouped routing entities (GREs), and a narrow 

guardband is inserted between the adjacent paths in a GRE. Paths in the same GRE are routed 

together, i.e., coarsely granular routing, while paths belonging to a GRE can be dropped/added on 

a wavelength basis. Hence, the spectrum narrowing is only induced by wavelength-granular 

add/drop operation. As widely deployed WSSs based on LCOS can create a broad passband 

consecutive in the frequency domain, GR can be introduced without changing any hardware.  

 

 

Figure 3.7 Grouped routing. 

 

 

Figure 3.8 shows the enhancement of fiber capacity achieved by the GR scheme. For this 

evaluation, the available frequency bandwidth 𝐵஼  of 4,800 GHz and the fixed-grid network 

using 100-Gbps signals (32-Gbaud DP-QPSK) or 400-Gbps signals (32-Gbaud dual-carrier DP-

16QAM) are assumed. The assigned bandwidth for 100-/400-Gbps paths is set to 50/87.5 GHz in 

DWDM networks and 37.5/75 GHz in ultra-dense WDM networks; each bandwidth is described 

as 𝐵஽ and 𝐵௎஽, respectively.  The GRE width, 𝑔, which is the number of paths per GRE, is 

changed. The bandwidth of each GRE, 𝐵ீோா, is described as 

, 
𝐵ீோா =

𝑔 × 𝐵௎஽ + 𝐵஽ − 𝐵௎஽    𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

𝑔 × 𝐵௎஽                               𝑖𝑓 𝑔 = 𝑔௠௔௫
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where 𝑔௠௔௫ is ⌊𝐵஼ 𝐵௎஽⁄ ⌋ with floor function ⌊∙⌋. Here, the bandwidth defined by 𝐵஽ − 𝐵௎஽ 

means the slot bandwidth additionally inserted between GREs, i.e., 12.5 GHz. Using such 

configurations, the number of paths in a GRE, 𝑁ீோா, is given by 

 

Compared to conventional WDM, i.e., 𝑔 = 1, all GRE schemes offer higher fiber capacity. So 

far, the number of GREs in a fiber has been set to around 10-20 to take advantage of the fiber-

capacity enhancement while keeping a certain path-routing flexibility [12, 13]. If the number of 

GREs in each fiber is set to one, i.e., 𝑔 = 𝑔௠௔௫, it can be seen as ultra-dense WDM networks, 

which archives the highest fiber capacity; 128 wavelengths for 100-Gbps signals and 64 

wavelengths for 400-Gbps signals.  

 
Figure 3.8 Fiber capacity variation subject to GRE width. 
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3.6 Mismatch with WSS resolution 

Figure 3.9 shows the mismatch with frequency setting granularity of WSS and the bandwidth 

assigned for signals. As denoted in Section 3.1, quasi-Nyquist WDM is expected to realize the 

highest spectral efficiency in a practical manner. In this system, however, the bandwidth assigned 

for each signal is not a multiple of the grid. In this example, signals with a 66.6-GHz spacing 

cannot be separated by currently deployed WSSs whose frequency setting granularity is 12.5 GHz 

[2]. If we force a WSS to filter the signals by such inappropriate filters, the signal spectrum is 

severely narrowed. A quasi-Nyquist WDM system cannot be straight-forwardly applied in the 

practical networks because of the high expenditure of installing new WSSs. 

 

 

Figure 3.9 The limited WSS-passband resolution. 

 

3.7 Summary 

In this chapter, we discussed the trade-off between the spectral-efficiency enhancement and 

signal-quality degradation in ultra-dense WDM networks. The ultra-dense WDM can potentially 

enhances spectral efficiency by reducing idle wavelength resources. On the other hand, the 

obstructions, i.e., spectrum narrowing and mismatch with WSS resolution, hinder the introduction 

of ultra-dense WDM into a network. The following chapters, Chapter 4, Chapter 5, and Chapter 

6, are dedicated for the methods to mitigate or manage the impacts of obstructions. 
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Chapter 4   

Digital signal processing mitigating 

spectrum narrowing 

 

Since the advent of coherent optical system, various signal impairments such as chromatic 

dispersion and polarization mode dispersion are compensated by DSP circuits. In this chapter, 

the ML-based DSP method to mitigate the impact of spectrum narrowing induced in ultra-dense 

WDM networks is described. The proposed method can adapt to the various channel model by 

optimizing the ISI-imposing filter shape used for suppressing noise enhancement and decision 

criteria used for symbol decision. 

 

 

4.1 Introduction 

Ultra-dense WDM systems are expected to realize higher spectral efficiency. In such systems, 

however, the impact of the spectrum-narrowing effect induced by traversing wavelength-selective 

switches (WSSs) is critical [1-5]. Since the transfer function of WSSs does not obey the Nyquist 

criterion, an optical signal suffers from intersymbol interference (ISI) induced by WSS traversals. 

The ISI can be equalized by linear digital filters in coherent receivers [6, 7]. However, 

equalization of the WSS-induced ISI degrades the overall signal-to-noise ratio (SNR) as the 

frequency components attenuated by WSS traversals need to be magnified [2, 8]. In other words, 

the ISI equalization induces noise enhancement. Sequence estimation such as maximum 

likelihood sequence estimation (MLSE) can conduct symbol decision in the presence of ISI and 

thus evade occurrence of noise enhancement [9]. In typical digital coherent receivers, however, 

ISI is automatically equalized by adaptive filters used for polarization recovery [6, 7]. As a result, 

sequence estimation is executed while suffering noise enhancement accompanying ISI 

equalization. To resolve this problem, we need an ISI-imposing filter in front of the sequence 

estimator [8]. The transfer function of the ISI-imposing filter needs to be determined by the 

adequate spectrum model including both the noise and filtering characteristics of each optical 

path.  

For a decade, machine learning (ML) technologies have been progressing rapidly. It is now 
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considered as a viable alternative to realize smart optical networking. ML is being utilized in 

many applications such as digital signal processing [10-17], fault detection [18], performance 

monitoring [19, 20], and network resource control [21-23]. ML-based DSP methods are now 

attractive to enhance the compensation performance for impaired signal [10-12]. The use of ML 

enables flexible classification for labels and thus offers more accurate symbol decision compared 

to traditional symbol decision based on the shortest Euclid distance on the constellation map. In 

this chapter, we report that the NN-based demodulation is effective against the spectrum 

narrowing caused in ultra-dense WDM networks.  

The remainder of this chapter is organized as follows. Section 4.2 describes the conventional 

demodulation methods such as sequence estimation and ISI-imposing filter. In Section 4.3, we 

detail the ML-based symbol decision. In Section 4.4, the proposed ML-based demodulation 

method is described. In Section 4.5, we numerically evaluate its tolerance against the spectrum 

narrowing in ultra-dense WDM systems. Finally, we conclude this chapter in Section 4.6.  

 

4.2 Conventional demodulation method  

4.2.1 Sequence estimation 

Sequence estimation can decide symbol labels even with ISI, which potentially avoids noise 

enhancement. One of the sequence estimation is maximum likelihood sequence estimation 

(MLSE) [9]. Figure 4.1 shows the schematics of MLSE. In the usual symbol decision method, 

each symbol label is classified only using the single complex value of the target symbol. In the 

MLSE, on the other hand, each symbol is classified based on the pattern of received samples. The 

transmitted symbol is estimated based on the ISI pattern. The length of pattern considering in 

MLSE is set as the finite memory length, L. The performance of sequence estimation improves 

as L increases; however, the calculation cost exponentially increases.  
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Figure 4.1 An example of maximum likelihood sequence estimation 

 

4.2.2 ISI-imposing filter 

In a typical DSP circuit, most of ISI is equalized by adaptive filters. However, the ISI equalization 

degrades the overall signal-to-noise ratio (SNR) because the frequency components attenuated by 

WSS filters are emphasized, which is referred to as noise enhancement. The noise enhancement 

is unavoidable because such equalization process is necessary for polarization recovery. To 

simultaneously realize polarization recovery and sequence estimation while suppressing noise 

enhancement, an ISI-imposing filter is necessary in front of the sequence estimator [8]. The ISI-

imposing filter needs to be shaped based on spectrum models that include both the ASE noise and 

filtering characteristics. However, in optical path networks, numerous spectrum models are 

required because such characteristics of each path depend on combinations of add/express/drop 

operations of both the target- and adjacent-wavelength signals. In addition, performance 

deviations in devices such as WSSs, erbium-doped fiber amplifiers (EDFAs), and fiber loss, 

should be concerned. Moreover, transmission characteristics in dynamic optical path networks 

are expected to be frequently changed due to path setup and teardown operations. Therefore, we 

need another approach to mitigating the impact of spectrum narrowing that does not rely on prior 

channel information.  
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4.3 Symbol decision based on machine learning 

4.3.1 Machine learning for symbol decision  

Supervised learning is classified into classification and regression; the difference is whether the 

output is the probabilities of symbol label or the symbol location symbol location on a complex 

plane. An ML model based on regression needs the symbol decision process such as the 

conventional method based on Euclid distance. Since ML can learn a pattern from just the input 

data, priori system information and heuristic assumptions are unnecessary. 

ML-based symbol decision comprises three stages; learning stage, testing stage, and working 

stage. In the learning stage, training dataset including input vectors and the corresponding symbol 

labels are prepared based on either computer simulations or transmission experiments. In the 

testing stage, input vectors are classified using the optimized ML model and the obtained output 

data are compared with the test labels. In order to confirm the generalization performance, the 

data used in the testing stage are excluded from the counterpart in the training stage. After feasible 

ML performance is attained, the process moves to the working stage and symbol decision is 

conducted. Note that the online learning models can simultaneously perform the learning stage 

and working stage. However, since the time-varying impairments such as SOP rotation and 

carrier-phase fluctuations are removed in the polarization and phase recovery processes 

beforehand, an ML model does not need the online internal-parameter update, which facilitates 

the implementation for high-symbol-rate systems.  

So far, various studies, in which the ML model can learn deterministic signal distortion patterns 

created by multiple system impairments, have been reported [10-12]. In [12], a neural network 

(NN) is used for compensating the signal-bandwidth limitation for high-speed optical 

communication. With a simple ISI model, it has been proven that NN-based demodulation is the 

functional equivalent to optimum MLSE. 

 

 

4.3.2 Neural network 

An NN is known as an effective and versatile ML model that greatly broadens the applicable area 

thanks to its ability to compactly express values of numerous states [24-27]. Figure 4.2 shows a 

unit called neuron used in an NN. A neuron has multiple inputs and a single output; the output 

value is copied to the neurons on the following layer. In each neuron, the inner potential is 

calculated using weights and a bias, and the output value is obtained through an activation 



48 
 

function, e.g., a sigmoid function. By combining multiple neurons both in serial and in parallel, 

the NN can represent various complicated functions including nonlinear functions. Figure 4.3 

shows the general NN structure [28]. A multi-layered NN consists of three parts: input part, hidden 

part, and output part. In the input part, data pass through the specified neuron and are carried to 

neurons in the hidden part. The hidden part comprises some hidden layers; the arriving data are 

converted into informative data called feature vectors. In the output part, the resulting value is 

calculated using the given feature vectors. The NN learns how to obtain the values based on the 

high-dimension parameter space by optimizing the weights and the bias. Note that symbol 

decision based on an NN is compatible with soft-decision FEC since the output part outputs a 

probability distribution of the decision labels or the symbol location on a complex plane. 

 

 

 

Figure 4.2 A unit of NN. 

 
Figure 4.3 The basic NN model. 
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4.4 Proposed demodulation method 

Figure 4.4 illustrates the concept of our demodulation framework. After chromatic dispersion 

(CD) compensation, the signal is processed by an adaptive filter that compensates linear 

impairments such as filter-induced ISI and polarization-related signal distortion. Then, carrier 

phase and frequency are recovered. Finally, we introduce a bidirectional recurrent neural network 

(bi-RNN) to alleviate the signal degradation due to spectrum narrowing. 

 

 

Figure 4.4 Proposed demodulation framework. 

 

Figure 4.5 shows a structure of the bi-RNN model used in our method. The data processed in each 

RNN cell is fed back onto itself. This recursive connection enables the RNN model to effectively 

extract the time-dependent pattern. A bi-RNN, which assumes time-series data for both forward- 

and backward-direction, can consider ISI which spreads in the time domain. In our proposal, the 

RNN needs to have at least two layers; the needed number of layers are evaluated in the simulation 

as shown in Figure 4.8. A single RNN can simultaneously function as an ISI-imposing filter and 

sequence estimator. The bi-RNN model learns the interactive patterns between the ISI and the 

ASE noise so as to minimize bit-error ratio (BER). Consequently, both functions are 

simultaneously optimized without using spectrum models. Since NNs and widely used FIR filters 

have similar structures [29], the proposed demodulation method is expected to offer practical 

implementation. There are two types of output part; (1) classification, and (2) regression. The 

classification realizes the simple decision which does not additional symbol decision process. On 

the other hand, the regression method offers the operation like a FIR filter at the cost of additional 

symbol decision process, e.g., the conventional symbol decision based on Euclid distance.  
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Figure 4.5 Bidirectional RNN model. 

 

The software-defined networking (SDN), which offers the programmability for network 

applications, will support the creation of training dataset for ML models [30]. To use the proposal 

in the realistic network, the initial learning stage takes place. The learning stage of each system 

requires a relatively long training time, which is acceptable as it is a pre-service process. In the 

working stage, the proposal can adapt to the time-variant effect such as center-frequency 

fluctuation and passband bandwidth fluctuation of a WSS filter if the online learning is applied 

using SDN controller. Since the online learning slightly updates the internal parameters of an ML 

model unless the transmission characteristics change significantly, this process does not need 

much calculation time. Therefore, the RNN-based DSP supports the realistic transmission systems 

with a practical calculation cost. 

 

4.5 Simulation  

4.5.1 Simulation setup 

We performed computer simulations to confirm the effectiveness of the RNN-based demodulation 

framework. Figure 4.6 depicts the simulation setup. The modulator creates a 32-Gbaud DP-

16QAM signal. The spectrum is shaped by a root-raised cosine filter whose roll-off factor is 0.01. 

The linewidth of the transmitter laser is 100 kHz. The target signal is added to the network via a 

WSS and combined with two non-target signals whose frequencies are adjacent to that of the 
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target signal. The channel spacing of the WDM signals is set to 37.5/33.3 GHz to evaluate the 

spectrum narrowing effect in ultra-dense/quasi-Nyquist WDM networks. The WSS filter is 

created by convoluting two filter functions [5], where a rectangular function with 37.5-/33.3-GHz 

bandwidth and a Gaussian function, whose 3-dB bandwidth is parameterized as Bg, are used. The 

port isolation of the WSS is set to 40 dB. After power compensation with an EDFA, the signals 

are launched into a 100-km single-mode fiber (SMF). Here, the noise figure of the EDFA is set to 

5 dB. We assumed the Kerr effect as fiber nonlinearity, it is characterized by the widely used 

Manacov model [31]. The loss coefficient, chromatic-dispersion parameter, and nonlinear 

coefficient of the SMF are, respectively, 0.2 dB/km, 16 ps/nm/km, and 1.5 /W/km. The 

transmission performance is calculated by the typical split-step Fourier method. We assume 

widely deployed 8×8-port optical nodes, where the broadcast-and-select (B&S) and route-and-

select (R&S) architectures are evaluated [32]. Each B&S node and R&S node have one and two 

spectrum-narrowing events, respectively. The signal spectrum is narrowed at every WSS transit. 

After the signal passes through multiple nodes, the target signal is dropped by a splitter in the 

B&S node structure or by a WSS in the R&S node structure. Next, the target signal is coherently 

detected by an optical receiver. The linewidth of local oscillator is 100 kHz. In the DSP circuit 

within the receiver, chromatic dispersion is countered by a non-adaptive filter. Then, the adaptive 

filter with 64 delayed taps conducts polarization recovery and signal-spectrum reshaping. Then, 

the carrier phase and frequency offset are estimated. Finally, the signal is recovered by the bi-

RNN model. The bi-RNN model comprises three parts; the input part consists of 4 neurons for 

IQ components of two polarizations; the hidden part comprises several layers based on long-

/short-term memory (LSTM) cells [33]; the output part is the classification layer based on the 

softmax function, where the number of neurons equals the modulation order, or the regression 

layer based on rectified linear unit (ReLU), where the number of neurons equals 2. The maximum 

sequence length processed by each RNN cell, k, the number of hidden layers, Nlayer, and the 

number of neurons in each hidden layer, Nneuron, are parameterized. We adopt the loss function of 

cross-entropy for classification model and mean least square error (MLSE) for regression model. 

The optimizer is based on the Adam algorithm [34]. Numerical simulations are conducted using 

Python 3.6 and Keras whose version is 2.4. The model is trained by using 480,000 symbols and 

tested by 120,000 symbols. We used the pseudorandom number generator called Mersenne 

Twister. The BER threshold of forward error correction is set to 0.01. 
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Figure 4.6 Simulation setup. 

 

4.5.2 Simulation result 

Figure 4.7 depicts the transition of accuracy of symbol decision in the bi-RNN learning process, 

where Nneuron is 32 and Nlayer is set to 1 or 2. The transmission distance of 300 km and the node 

structure of R&S are assumed. The channel spacing of the WDM signals and Bg are set to 37.5 

GHz and 5 GHz, respectively. We assume the classification model. We calculate the accuracy 

from the test dataset every 10 epochs. The accuracy improves as learning progresses. Obviously, 

the bi-RNN model with two hidden layers outperforms the counterpart with one hidden layer. 

Figure 4.8 shows a detail comparison of the RNN structures, where Nneuron and Nlayer are 

parameterized. The RNN model with a single hidden layer yields less improvement than the other 

RNN models. We do not observe the notable performance differences if Nlayer ≥2.  

 

 

EDFA

100-km SMF
Non-target
channels

Node
× Hop count - 1 Non-target

channels

:Splitter :WSS

…………

Broadcast and select
(B&S)

Route and select
(R&S)

orTransmitter Receiver

Node configurations

Target signal
32Gbaud

DP-16QAM



53 
 

 

Figure 4.7 The transition of learning accuracy of bi-RNN. 

 

 
Figure 4.8 Evaluation of the BER performances of RNN structures. 

 

Next, we investigate the ability of the ISI-imposing filter that is expected to be included in the 

RNN. We verify the BER performances when test filters are applied prior to the RNN. If the RNN 

model can realize adequate ISI-imposing filtering, the BER performance should be independent 

of test filters placed before the RNN. Three Gaussian filters are tested, where the 3-dB bandwidths 

normalized by the symbol rate are 0.7, 1.0, and 1.3. Here, the transmission distance is 300 km and 

the node structure is R&S. The channel spacing of the WDM signals of 37.5 GHz and Bg of 5 

GHz are assumed. We assume the classification model. Figure 4.9 shows the tolerance to ISI 

induced by the test filter. We clearly observe that the RNN with two hidden layers can yield 

constant BER value regardless of test filters. This result implies that the RNN with two or more 

hidden layers can simultaneously realize an ISI-imposing filter and sequence estimation.  
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Figure 4.9 Evaluation of the ISI-imposing filter ability 

 

 

We also evaluate the dependency of the maximum sequence length processed by each RNN cell, 

k. Figure 4.10 depicts BER versus hop count, where the value k is parameterized. Nlayer and Nneuron 

are set to 2 and 32, respectively. When k = 4, the RNN performance in the transmission of 200 

km or 300 km is low. On the other hand, similar trends are observed among the RNN whose k 

equals to or more than 8. 

 
Figure 4.10 The time-sequence dependency of bi-RNN performance. 

 

We confirm the performance of RNN model based on regression. Figure 4.11 shows the 

constellation map after processing the regression-based RNN model. The transmission distance 

is 300 km and the node structure is B&S. The channel spacing of the WDM signals of 37.5 GHz 

is assumed. The ML model learns for 1,000 epochs. The same color is assigned for the samples 
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whose labels defined in a transmitter are the same. We can observe that the samples spreading 

like Gaussian noise converge using information containing time-dependent patterns and 

geographical patterns. We also observe that the outer samples are still spread compared to the 

inner samples.  

 

 

Figure 4.11 A constellation map after RNN model based on regression. 

 

 

Next, we compare two output types, classification and regression. Figure 4.12 shows BER as a 

function of transmission distance and hop count in an ultra-dense WDM network. We assume the 

use of B&S nodes. The typical symbol decision based on the Euclidean distance is also evaluated 

as a reference. The channel spacing of the WDM signals of 37.5 GHz and Bg of 7 GHz are assumed. 

We confirm that both classification-/regression-based RNN model elongates the transmission 

distance compared to the conventional method based on Euclid distance. In this case, the 

regression-based RNN model overcomes the classification-based RNN model. However, since 

the expression capability is almost irrelevant to the output-layer type, we expect that the 

performances of both RNN models could be the same by tuning the hyper-parameters. 
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Figure 4.12 Demodulation performances of classification-/regression-based RNN. 

 

 

Finally, we verify the effectiveness of our RNN-based demodulation framework. The typical 

symbol decision based on the Euclidean distance is also evaluated as a reference. The RNN 

parameters of k, Nlayer, and Nneuron are set to 32, 2, and 32, respectively. Both the R&S node and 

the B&S node are examined. We assume Bg of 7 GHz. Figure 4.13 and Figure 4.14 show BER as 

a function of transmission distance and hop count in an ultra-dense WDM network and quasi-

Nyquist WDM network. We observe that the maximum transmissible reach is extended in both 

cases compared to the reference method. Due to the instability of the adaptive FIR filters, the 

performance in the system using R&S nodes is steeply degraded. 
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Figure 4.13 BER vs. transmission distance in ultra-dense WDM network. 

 

 

Figure 4.14 BER vs. transmission distance in quasi-Nyquist WDM network. 
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4.6 Conclusion 

In this chapter, we introduced and evaluated an RNN-based demodulation method that counters 

the spectrum narrowing induced by the traversal of optical nodes in ultra-dense WDM networks. 

Extensive simulations proved that our proposed method could successfully extend the 

transmissible range compared with the typical symbol decision method. The increments in the 

maximum hop count are up to 2 in ultra-dense WDM networks. In addition, we verified the two 

functions of the proposed RNN-based DSP method with at least two hidden layers: ISI-imposing 

filter and sequence estimation. By interactively optimizing both ISI-imposing filter shape and 

sequence-estimation patterns as a single model, our proposal can construct an effective RNN 

without necessitating spectrum models of optical paths; this adaptability well suits future dynamic 

optical path networks. Note that the proposal can adapt to the time-variant effect such as center-

frequency fluctuation and passband bandwidth fluctuation of a WSS filter if the online learning 

is applied. Although the robustness against the spectrum narrowing has been enhanced by the 

RNN-based demodulation method, the impact of spectrum narrowing cannot be perfectly 

eliminated. The next chapter presents how to design a network robust for the spectrum narrowing. 
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Chapter 5   

Design for ultra-dense WDM networks 

 

Since network components cannot be easily installed or changed, we need to optimize a network 

considering the various factors such as current/future traffic-demand distribution, terrestrial 

conditions, and so on. In the ultra-dense WDM networks, since the impact of spectrum narrowing 

cannot be perfectly eliminated, a network robust for the spectrum narrowing is desired. In this 

chapter, we focus on how to design the network that can easily control the impact of spectrum 

narrowing. 

 

 

5.1 Introduction 

The amount of Internet traffic has continued to increase steeply worldwide due to the introduction 

of 5G services and the connection of geographically dispersed data centers. Owing to the cost-

sensitivity of optical path networks, it is essential to enhance network capacity while suppressing 

the cost increase. So far, the network capacity has been enhanced by the introduction of higher-

order modulation formats and denser wavelength-division multiplexing (WDM). As the feasible 

modulation order reaches the theoretical limit [1], the vacant spectral resources set between WDM 

signals, referred to as guardbands, must be minimized to improve the network capacity in a cost-

effective manner [2]. On the other hand, such ultra-dense WDM systems suffer from the spectrum 

narrowing induced by the non-rectangular passbands of wavelength-selective switches (WSSs) 

used as a wavelength cross-connect (WXC) in the optical node [3, 4]. Since the impact of 

spectrum narrowing accumulates as the optical signal traverses more nodes, the transparent 

transmission distance is severely shortened. In this chapter, the network design where the impact 

of spectrum narrowing effect can easily be suppressed and controlled is reported. 

The remainder of this chapter is organized as follows. Section 5.2 overviews the previous scheme 

of coarsely granular routing. In Section 5.3, the proposed network design and control scheme 

enabling effective network-resource management are discussed. Section 5.4 examines the spectral 

efficiency of our proposal through computer simulations. Finally, this chapter is concluded in 

Section 5.5. 

 



63 
 

5.2 Coarsely granular routing 

To alleviate the impact of spectrum narrowing, coarsely granular express routing was proposed 

[5-8]. In [7, 8], the super-filter scheme, which aggregates several independent channels within the 

same passband, is proposed. Grouped routing (GR) networks effectively enhance the spectral 

efficiency by adopting not only the super-filter scheme but also impairment-aware routing. In this 

scheme, the available spectrum range, e.g., C-band, is divided into multiple wavebands called 

grouped routing entity (GREs), and relatively broad guardbands are inserted only between 

neighboring GREs. Since denser channel alignment is possible within each GRE, the spectral 

efficiency can be enhanced compared to conventional networks. An extreme case for the GR 

network is a fiber-granular routing network with wavelength-granular add/drop; in other words, 

the number of paths in a GRE is equal to that in a fiber. In such a network, fiber cross-connects 

(FXCs) will be beneficial to handle the enormous traffic volume cost-efficiently [9, 10]. Another 

related scheme is the spatial-channel network (SCN) [11, 12], where FXCs and spatial-channel 

cross-connects (SXCs) are used. This solution supports the space-division-multiplexing (SDM) 

signals and can reduce node loss and mitigate spectrum narrowing as well.  

Since the use of GR networks degrades flexibility in routing and wavelength assignment (RWA), 

it penalizes the path accommodation efficiency. This penalty can be relaxed using a sophisticated 

algorithm in green-field design scenarios, which allows fully flexible optimization of fiber 

installations and selection of route and wavelength for optical paths. It has been verified that the 

deterioration in path-accommodation efficiency can also be mitigated for the fiber-granular 

routing case [9]. On the other hand, in dynamic path-operation scenarios, existing paths often 

prohibit the reconfiguration needed for GRE. For example, a GRE cannot be released if it is 

carrying even a path. This inflexibility makes responding to path distribution changes difficult.  

 

5.3 Filter-less drop operation  

Since only paths adjacent in the frequency domain cause spectrum narrowing, the impact of 

spectrum narrowing can be controlled by considering adjacent-path operations at nodes. The 

filter-less signal drop at nodes can relax the effect of spectrum narrowing [13-16]. At the 

broadcast-and-select (B&S) WXC-based node or FXC-based node, the signals to be dropped are 

sent to the drop portion by using a splitter and detected by coherent receivers. Here, the dropped 

signal residual in the express port should not be terminated unless another signal using the same 

wavelength is newly added, as shown in Figure 5.1.  

Note that the filter-less drop operation is impossible when we adopt WSSs at the input side of the 
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node. For example, the R&S node architecture cannot exploit this benefit because the drop 

operation is performed by a WSS [17]. As for the R&C node architecture, although a similar 

approach, i.e., filter-less add, could be applied, the resulting noise would severely degrade the 

signal quality; thus, applying the scheme to R&C nodes is impractical. The impact of crosstalk is 

more serious in B&S nodes than in R&S nodes. Therefore, we need to consider the tradeoff 

between spectrum narrowing and crosstalk. For example, a reference reported that the B&S node 

is preferable if the port count is less than 9 and the channel configuration is 120-Gbps DP-QPSK 

signals with 50-GHz spacing [18]. 

 

Figure 5.1 Filter-less drop. 
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5.4 Design scheme of ultra-dense WDM networks  

5.4.1 Concept 

To realize the ultra-dense WDM network, the proposed network architecture assumes that nodes 

have fiber-granular express routing and wavelength-granular add/drop. Figure 5.2 shows the 

fiber-granular routing scheme based on overlaid sub-networks. A sub-network consists of several 

fibers, where each link on a topology has at most one fiber and there is no branching of routes; as 

a result, it forms line- or ring-shaped topology. The physical network is shaped by stacking sub-

networks. In other words, sub-networks can be seen as the physical network divided for express 

routing. Since optical paths are set up on a sub-network basis, spectrum narrowing induced by 

adjacent-path “express” operations are eliminated. Furthermore, since the assuming FXC-based 

node architecture has a broadcast-and-select structure, we apply filter-less drop operation, which 

results in suppressing the spectrum narrowing induced by adjacent-path “drop” operations. 

Consequently, the spectrum narrowing is triggered only by adjacent-path “add” operation, as 

shown in Figure 5.3. Here, the impairment of the added signal can be compensated by pre-

equalization using an inverse optical filter against the WSS operation. On the other hand, the 

spectrum narrowing shown by the yellow balloon cannot be compensated since optical filtering 

at the express node impairs signal quality by interacting with amplified spontaneous emission 

(ASE) noise. Note that our proposal can still be applied to nodes with the route-and-select 

structure as we can manage the network so that the number of spectrum-narrowing events does 

not exceed the limit; however, RWA is restricted more severely by spectrum-narrowing events 

triggered by adjacent-path “add/drop” operations. 

 

Figure 5.2 Proposed sub-network-based network design scheme 
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Figure 5.3 Comparison of spectrum-narrowing occurrences. 

 

5.4.2 Network design algorithm 

We propose an initial design scheme for constructing line-/ring-shaped sub-networks. In the 

proposed scheme, a set of sub-networks that can accommodate the given path demands is 

constructed so that the number of necessary fibers is minimized. The network, which consists of 

the minimum number of fibers, is modeled with an integer linear programming (ILP) formulation 

defined on a set of sub-networks. Each sub-network is formed as a line-/ring-shaped network. In 

network control phase, the paths are dynamically set up and torn down on the sub-networks. The 

spectrum-narrowing mitigation is mainly realized by selecting appropriate route pairs and 

wavelength. 

To optimize the fiber arrangement, the following ILP formulation (Eqs. (1) - (8)) is adopted. All 

the variables and parameters are defined in Table 2. The conditions are made from the information 

of topology including the set of nodes, N, the set of links, L, the maximum number of wavelengths 

per fiber, W, and the traffic intensity between each node pair, T(s, d). Then, the conditions are input 

to the ILP solver. Each element of T(s, d) for formulating ILP is an integer variable. This formulation 

aims to minimize the fiber number in the given network (Eq. (1)). Eqs. (2) - (8) cover the 

conditions of the network. The first five constraints (Eqs. (2) - (6)) are about flow conservation. 

Eqs. (2) and (3) define the number of traffic demands at each node. Eq. (4) shows the fiber 

capacity in each link. Eq. (5) signifies the relationship between the amount of traffic-flow added 

to node s and that of the flow going through the link around s. Eq. (6) is like Eq. (5), but for 

dropped flows. To distinguish the traffic in terms of the source node, parameters for dropped 
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traffic need the source node's information. The last two constraints impose ring or line shapes. Eq. 

(7) restricts the bidirectional fiber in each link. Eq. (8) forbids the branching of fibers in each sub-

network. As a result, each sub-network only has a line-/ring-shaped fiber series and can eliminate 

the spectrum narrowing caused by express routing. After solving the ILP, the values of f(･, ･, ･) give 

a set of sub-networks as outputs. As a network is built from a scratch, long calculation times are 

acceptable. Since the effectiveness of the proposal relies on the fiber arrangement, the optimal 

fiber arrangement is pursued even though it incurs much longer calculation times than heuristic 

methods. 

 

 

Table 5.1 Variables and parameters for ILP-based network design scheme. 

Notation Definition 

𝑓(௞,௟ೞ,௟೏) A binary variable which stands for # of fibers from 𝑙௦ to 𝑙ௗ on 𝑘-th sub-network. 

𝑎(௞,௡) An integer-valued variable that stands for # of paths added at node 𝑛 to 𝑘-th sub-

network. 

𝑑(௞,௦,௡) An integer-valued variable that stands for # of paths added at 𝑠 and at 𝑛 to 𝑘-th sub-

network. 

𝑡(௞,௦,௟ೞ,௟೏) An integer-valued variable that stands for # of paths added to 𝑘-th sub-network at 𝑠 

and going through from 𝑙௦ to 𝑙ௗ. 

𝑇(௦,ௗ) An integer that stands for # of paths to be established from 𝑠 to 𝑑.  

L The set of all links in the given topology. 

N The set of all nodes in the given topology. 

K The set of all sub-networks. 

W The # of wavelengths per fiber. 
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Minimize:   
Minimize:  

෍ ෍ ෍ 𝑓(௞,௟ೞ,௟೏)

௟೏∈ே௟ೞ∈ே௞∈௄

 (1) 

Subject to:  

෍ 𝑎(௞,௦)

௞∈௄

− ෍ 𝑇(௦,ௗ)

ௗ∈ே

= 0     for all 𝑠 ∈ 𝑁 (2) 

෍ 𝑑(௞,௦,ௗ)

௞∈௄

− 𝑇(௦,ௗ) = 0      for all 𝑠, 𝑑 ∈ 𝑁 (3) 

෍ 𝑡(௞,௦,௟ೞ,௟೏) −

௦∈ே

𝑓(௞,௟ೞ,௟೏) ∗ 𝑊 ≤ 0      for all 𝑙௦, 𝑙ௗ ∈ 𝑁 and 𝑘 ∈ 𝐾 (4) 

𝑎(௞,௦) − ෍ 𝑡(௞,௦,௦,௡)

௡∈ே

= 0     for all 𝑠 ∈ 𝑁 and 𝑘 ∈ 𝐾 (5) 

𝑑(௞,௦,ௗ) + ෍ 𝑡(௞,௦,ௗ,௟೏)

௟೏∈ே

− ෍ 𝑡(௞,௦,௟ೞ,ௗ)

௟ೞ∈ே

= 0     for all 𝑠, 𝑑 ∈ 𝑁 and 𝑘 ∈ 𝐾 (6) 

𝑓(௞,௟ೞ,௟೏) + 𝑓(௞,௟೏,௟ೞ) ≤ 1    for all  𝑙௦, 𝑙ௗ ∈ 𝑁 𝑎𝑛𝑑 𝑘 ∈ 𝐾 (7) 

෍ 𝑓(௞,௡,௟೏)

௟೏∈ே

+ ෍ 𝑓(௞,௟ೞ,௡)

௟ೞ∈ே

≤ 2    for all 𝑛 ∈ 𝑁 and 𝑘 ∈ 𝐾 (8) 

 

The above ILP is formulated to minimize the number of fibers based on the number of paths to 

be virtually established between each node pair; this information is used only for green-field 

design and these paths need not be established in practice. When introducing the proposed 

architecture to existing networks, we must identify a sub-network set that does not demand 

changes to the existing fiber deployment. To find a feasible set of sub-networks, we introduce the 

following conditions 

෍ 𝑓(௞,௟ೞ,௟೏)

௞∈௄

≤ 𝑓௘௫௜௦௧(௞,௟ೞ,௟೏) for all  𝑙௦, 𝑙ௗ ∈ 𝑁 , (9) 

where  𝑓௘௫௜௦௧  stands for the number of already deployed fibers on each link. We can define 
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another variable to find a set of sub-networks that provides robust scale in terms of path numbers. 

It can be summarized as follows. Let 𝛼(≥ 1) be a scaling parameter. Verify whether the ILP 

with Eq.(9) is still satisfied if we let 𝑇(௦,ௗ) ≔ ඃ𝛼𝑇(௦,ௗ)ඇ. If satisfied, then increase 𝛼; otherwise, 

decrease 𝛼. Repeat this procedure to find an approximation of the highest value of 𝛼. Output the 

set of sub-networks that corresponds to the approximation.  

Solving the ILP becomes complicated with increase in the number of nodes since the number of 

parameters optimized by ILP, i.e., 𝑓(௞,௟ೞ,௟೏), 𝑎(௞,௡), 𝑑(௞,௦,௡), and 𝑡(௞,௦,௟ೞ,௟೏) increases. As a result, 

the calculation time becomes longer. The effectiveness of the proposal mostly relies on the fiber 

arrangement described in this section. We believe that we have to pursue the optimal fiber 

arrangement given by ILP even though this incurs much longer calculation times than heuristics. 

By using the heuristics method as shown in [19], the calculation cost reduces in return for the 

slight performance deterioration. 

 

 

5.5 Simulations 

5.5.1 Simulation setup 

The transmission in the 4.8 THz bandwidth range, i.e., extended C-band, is assumed. We 

examined several networks: a 3×3 regular-mesh network, 2×6 regular-mesh network, US-metro 

Verizon network [20], and Kanto network [21], summarized in Table 5.2. Each path comprises a 

100-Gbps 32-Gbaud DP-QPSK signal. The maximum number of paths accommodated per 

fiber , 𝑊,  is 96 (50-GHz spacing) or 128 (37.5-GHz spacing) for the conventional DWDM 

network and the ultra-dense WDM network, respectively. In ultra-dense WDM networks, the 

allowable number of spectrum-narrowing events induced by adjacent-path add operation, Ns, is 

set to 1 considering adequate transmission distances. 
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Table 5.2 Tested physical topologies and their characteristics. 

 

 

 

 

5.5.2 Simulation result 

The traffic intensity is represented as the number of wavelength-path demands between each node 

pair, 𝐷௦௧௔௧௜௖. We tested the three network schemes summarized in Table 5.3. Scheme A is the 

conventional DWDM system. Scheme B is the ultra-dense WDM system with wavelength-

granular express routing. Scheme C is the proposed ultra-dense WDM system with fiber-granular 

express routing and wavelength-granular add/drop. In Scheme B, assigned wavelength for each 

traffic demand is selected so as not to exceed Ns. 

 

Table 5.3 Network configurations. 

 

Figure 5.4 shows an example of the fiber arrangement yielded by ILP-formulation (Scheme C) 

for the Kanto network with 𝐷௦௧௔௧௜௖ = 16 and 𝑊 = 128. Directional optical fibers are depicted 

as red arrows. All the sub-networks consist of ring-shaped fiber arrangements in this case. While 

line-shaped sub-networks are possible in theory, all sub-networks found throughout the 

Network topology
(a) 3×3 regular
mesh network

(b) 2×6 regular
mesh network

(c) Verizon 
network

(d) Kanto
network

The number of nodes 9 12 14 11

The number of links 24 32 38 36

Max. node degree 4 3 5 5

Average node degree 2.67 2.67 2.71 3.27
Max. number of 

shortest hops 4 6 5 4

Scheme A
(Conventional)

Scheme B Scheme C
(Proposed)

# of wavelengths / fiber 96 128 128
Add/drop granularity Path Path Path

Express routing granularity Path Path Fiber
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simulations were ring-shaped.  

 

Figure 5.4 An example of sub-networks.  

Figure 5.5 shows the numbers of optical fibers needed by the three schemes for the four tested 

topologies. The proposal, i.e., Scheme C, needs fewer fibers than Schemes A and B. Since the 

parameter space optimized by ILP expands with the node degree, it is difficult to obtain the sub-

optimal fiber arrangement; consequently, our proposal attains less improvement in the Verizon 

and Kanto networks whose node degree is relatively high. On the other hand, our proposal offers 

better performance in the 3×3 regular mesh network and the 2×6 regular mesh network with small 

node degree; the number of fibers required is reduced by up to 31.7%. The reduction in fiber 

number induced by the proposal approaches 33.3% as the number of path demands increases. 

The calculation cost for ILP significantly increases as network size and the number of layers 

formulated are expanded; more layers are necessary for larger traffic. As the network is built from 

a scratch in Phase I, the acceptable calculation time is long. The calculation time taken by the ILP 

solver of CPLEX running on a 16-core/3.4GHz Intel Xeon E5 server was about 10 hours for a 5-

layer graph for all topologies examined. It could be much quicker if we allow the termination of 

the calculation when the duality gap becomes sufficiently small, e.g., the calculation time reduces 

to 8 hours if the duality gap of 20% is allowed. 

 

Sub-network #1 Sub-network #2 Sub-network #3 Sub-network #4

Optimized fiber arrangement

Fiber
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Figure 5.5 Variations of the number of fibers. 
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5.6 Conclusion 

In this chapter, we proposed a design scheme for networks that adopt fiber-granular express 

routing and wavelength-granular add/drop operations for achieving ultimately dense channel 

arrangements. The severe spectrum narrowing triggered by the high channel density is mitigated 

by fiber-granular routing using a tailor-made ILP-based network design scheme and a spectrum-

narrowing-aware dynamic path operation method. As a result, ultra-dense WDM networks can be 

realized by using WXC-based nodes or cost-efficient FXC-based nodes. We can take advantage 

of filter-less drop provided these nodes have the broad-cast-select structure. However, even for a 

network based on the route-and-select structure, we can manage the network so that the number 

of spectrum-narrowing events does not exceed the limit. Hence, the combination of ultra-dense 

WDM and fiber-granular express routing can be applied to route-and-select nodes if the routing 

inflexibility caused by omitting the filter-less drop function is marginal. To exploit the benefit of 

proposed network design, the sophisticated network control that effectively manage the spectrum 

narrowing is needed. In the next chapter, we described how to control optical paths and networks. 
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Chapter 6   

Control in ultra-dense WDM networks 

 

After network deployment, optical paths are established in response to the path setup/teardown 

requests. To enjoy the benefit of network design suitable for ultra-dense WDM networks, we need 

to develop a network-resource assignment method that effectively controls the impact of spectrum 

narrowing. In this chapter, we described the proposed wavelength assignment method aware of 

spectrum narrowing for ring topology widely used in metro-regional networks. Furthermore, we 

offer the path control method enabling the use of grid-less WDM, i.e., quasi-Nyquist WDM, 

without changing the currently deployed wavelength-routing devices.  

 

 

6.1 Introduction 

In optical path networks, wavelength-selective switches (WSSs) process wavelength-division-

multiplexed (WDM) signals without power-consuming optical-to-electrical and electrical-to-

optical conversion. Due to the rise of subscription-based streaming services and cloud-computing 

services, the amount of Internet traffic is exponentially increasing [1]. To cost-effectively 

accommodate the large amounts of expected traffic, the network capacity needs to be increased 

by enhancing the spectral efficiency without replacing currently deployed hardware. Setting 

smaller guardbands between WDM signals results in higher spectral efficiency. In such networks, 

however, the signal spectrum is narrowed with each WSS traversal [2-4]. Furthermore, the 

spectrum-narrowing effect is emphasized as the number of WSS traversals increases. Since the 

signal-to-noise ratio (SNR) is degraded by spectrum narrowing, employing smaller guardbands 

shortens the signal transmission reach.  

Quasi-Nyquist WDM can minimize the idle wavelength resources in a feasible way and thus 

offers high spectral efficiency provided that a transmitter and receiver are connected in a point-

to-point manner [5,6]. In optical path networks, however, quasi-Nyquist WDM signals suffer 

from severe spectrum narrowing. Furthermore, the bandwidth assigned for each quasi-Nyquist 

WDM signal does not match the WSS bandwidth resolution; hence, the signals cannot be 

processed on a path basis. Although finely tunable WSSs are available [7], installing them in 

networks or replacing existing ones would be impractical due to the general fact that finely tunable 
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WSSs are much more costly than coarsely tunable ones. The currently deployed WSSs will 

continue to be used for a long time since mean time between WSS failures is over 20 years [8]. 

In this chapter, we show that highly dense WDM networks can be realized without relying upon 

state-of-the-art hardware. We assume a ring topology commonly utilized in metro-regional 

networks in this chapter. The proposed network-control scheme can be applied to mesh networks 

by using the network-design scheme described in Chapter 5. In other words, the routing and 

wavelength assignment problem in a mesh network is reduced to wavelength assignment on ring-

shaped sub-networks. 

The remainder of this chapter is organized as follows. In Section 6.2, our proposed quasi-Nyquist 

WDM network architecture is presented. Section 6.3 evaluates its spectral efficiency through 

intensive computer simulations. In Section 6.4, the feasibility of the quasi-Nyquist WDM network 

is experimentally proven. Finally, this chapter is concluded in Section 6.5. 

 

6.2 Proposed path control scheme for ultra-dense WDM networks 

6.2.1 Path bundling 

To process quasi-Nyquist WDM signals under the restriction of limited WSS-passband resolution, 

multiple paths are bundled and filtered as a bundle. The concept is shown in Figure 6.1, where 

the 33.3-GHz and 66.6-GHz channel intervals depicted are just examples. Multiple channels are 

bundled so as to match the aggregated bandwidth with the WSS-passband resolution. For example, 

three 32-Gbaud/100-Gbps DP-QPSK signals aligned with 33.3-GHz spacing are bundled into a 

100-GHz bandwidth, which is a multiple of 12.5 GHz. Bundled paths need to share the same 

sequence of optical fibers until the bundle is physically terminated by a WSS because paths once 

bundled cannot be separated by WSSs. On the other hand, with path bundling, quasi-Nyquist 

WDM signals can be processed with widely deployed WSS hardware. Thus, we can optically 

process quasi-Nyquist WDM signals though the selectable routes and wavelengths in the path-

setup process are restricted due to path bundling. This scheme differs from the super-channel 

technique. A bundle may have vacant wavelengths whereas a super channel does not. In this 

scheme, multiple super channels can be bundled, e.g., three 32-Gbaud/400-Gbps dual-carrier DP-

16QAM signals can be bundled into a 200-GHz bandwidth, which is a multiple of 12.5 GHz. Note 

that the frequency resolution of practical lasers is fine enough for quasi-Nyquist WDM systems; 

lasers with 1-MHz tuning capability are recommended by OIF for the integrable tunable laser 

assembly [8].  
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Figure 6.1 Bundling of multiple paths. 

 

 

6.2.2 Wavelength assignment aware of signal-spectrum narrowing 

To mitigate the impact of spectrum narrowing, we introduce a wavelength-assignment scheme 

that is aware of the number of spectrum-narrowing events. Since spectrum narrowing degrades 

signal quality as the optical path traverses each WSS, we need to control the number of spectrum-

narrowing events so as not to exceed the prescribed limit. The limit is determined by the 

transmission characteristics, e.g., transmission distance, modulation format, and WSS attenuation 

slope. 

 

6.2.3 Filter-less drop operation for path bundling 

As described in Section 5.3, the filter-less signal drop is beneficial for the spectrum narrowing 

imposing the restriction in terms of wavelength assignment to optical paths. Besides, the scheme 

is also effective for the bundled-path wavelength assignment shown in Section 6.2.1. The signals 

to be dropped are sent to the drop portion by using a splitter and detected by coherent receivers. 
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Here, an arbitrary wavelength signal can be extracted by a combination of coherent detection, 

analog filtering, and digital filtering [9]. Since the drop operation does not necessitate optical 

filtering, the signal can be dropped with the path granularity irrespective of the WSS-passband 

resolution. Consequently, paths having different destination nodes can be bundled, and the 

restriction imposed by path bundling is relaxed. Here, the dropped signal residual in the express 

port should not be terminated unless another signal is newly added to the same wavelength; the 

spectrum narrowing is then induced only by the adjacent-path “add” operation, and as a result the 

restriction due to the spectrum narrowing can also be alleviated.  

 

6.2.4 Wavelength-assignment algorithm 

Figure 6.2 shows a flowchart of the proposed wavelength-assignment algorithm for quasi-Nyquist 

WDM networks using widely deployed WSSs. We assume the use of B&S nodes but applying the 

proposed concept to the network using R&S nodes is straightforward. The procedure is detailed 

below;  

 

Step 0.  Initialize parameters and load traffic demands. 

 Set the limit number of spectrum-narrowing events. 

 Set the initial target frequency slot number to 1.  

 Set the initial target fiber number to 1. 

Load a set of traffic demands. 

Step 1.  Bundle optical paths. 

Bundle optical paths in the following priority. 

Optical paths having the same source and destination nodes. 

Optical paths having the same source node. 

Step 2.  Make a priority list. 

Make a list that defines the order of assigning bundles as follows. 

A bundle that shares the same source and destination nodes with the already-assigned 

adjacent-frequency bundle. 

A bundle that shares the same source node and more nodes with the already-assigned 

adjacent-frequency bundle. 

A bundle that shares more nodes with the already-assigned adjacent-frequency bundle. 

Step 3.  Find a valid bundle. 

Assign the bundle tentatively in accordance with the priority list and count the number 

of spectrum-narrowing events of paths in all bundles involved.  

Iterate the above procedure until a valid bundle is found. The number of spectrum-
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narrowing events must be less than or equal to the limit number defined in Step 0. 

Step 4.  Does a valid bundle exist? 

Decide whether a valid bundle exists. 

Step 4.5. Increase the target frequency slot number or fiber number. 

Increase the target frequency slot number. If the frequency number is invalid, increase 

the target fiber number and set the target frequency slot number to 1. If the fiber number 

is invalid, install new fibers. 

Step 5.  Assign the bundle. 

Assign the bundle definitively to the given frequency slot and fiber. 

Step 6.  Does an unassigned bundle exist? 

Decide whether an unassigned bundle exists. 

 

In Step 0, the limit number of spectrum-narrowing events is determined by transmission 

simulations or experiments. Step 1 allows currently deployed WSSs to process quasi-Nyquist 

WDM signals; signals in a bundle are free from intra-bundle spectrum narrowing. Step 2, Step 3, 

and Step 4 jointly suppress the number of inter-bundle spectrum-narrowing events. Step 6 detects 

whether all of the traffic demands have been successfully accommodated in the network or not.  

 

 

Figure 6.2 Flowchart of the proposed wavelength-assignment algorithm. 
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6.3 Simulations 

To evaluate the spectral efficiency of quasi-Nyquist WDM networks, we execute computer 

simulations of network design scenarios; networks are built from scratch to accommodate the 

given traffic-demand set (i.e. traffic matrix) with the minimum number of fibers. Then, the 

resulting improvement in spectral efficiency is evaluated. The physical topology tested is an 18-

node ring network. Each link comprises 100-km single-core single-mode fiber/s, which is 

consistent with the experimental assessments in Section 6.4. The frequency bandwidth of a fiber 

is 4.8 THz. All optical channels are assumed to be 32-Gbaud/400-Gbps dual-carrier DP-16QAM 

signals and path demands are given in this channel granularity through traffic/service aggregation 

in the electrical layer. The average number of path demands between each node pair, Dstatic, is 

changed from 4 to 20. A set of path demands are created based on the given traffic matrix that 

defines the number of traffic demands between each node pair. Two traffic-distribution patterns 

are examined. One is that the traffic demands are uniformly distributed. The other is that the traffic 

demands are distributed non-uniformly and one selected node has 5 times traffic larger than the 

other nodes. In both cases, the total number of traffic demands is same when the average number 

of traffic demands between each node pair is same. For example, the average number of fibers of 

each link is around 7 when Dstatic is 12. The maximum number of spectrum-narrowing events 

triggered by adjacent paths, Ns, is controlled. Table 6.1 compares the networking schemes 

examined. Scheme A corresponds to typical networks in which sufficient guardbands are inserted 

and thus the impact of spectrum narrowing is negligible. Scheme B enables denser WDM than 

Scheme A. Scheme C is quasi-Nyquist WDM system attaining the highest spectral efficiency in 

return for the wavelength-assignment restrictions due to the signal-spectrum narrowing and the 

WSS-passband resolution.  

 

Table 6.1 Comparison of networking schemes. 

 

 

First, we analyze wavelength-assignment inflexibility in quasi-Nyquist WDM networks by means 

Configurations
Scheme A

(Typical network)

Scheme B Scheme C

(Proposed network)
Assigned bandwidth

for 400-Gbps signals
87.5 GHz 75 GHz 66.6 GHz

Channel bandwidth and

WSS-passband resolution
Matched Matched

Mismatched

(3 paths are bundled)
Impact of spectrum 

narrowing Negligible Severe Extremely severe
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of spectral efficiency. The baseline is the spectral efficiency obtained with the ideal WSSs that 

have rectangular passbands and full frequency-setting flexibility. Figure 6.3 shows the spectral-

efficiency penalty induced by limiting the number of spectrum-narrowing events, Ns, where we 

assume that spectrum narrowing is triggered (a) by adjacent-path add operation, i.e., B&S nodes 

and (b) by adjacent-path add-drop operation, i.e., R&S nodes. If Ns is limited to 2, the penalty is 

marginal in both cases; it is less than 0.2% when D is 20. When Ns is limited to 1, the impact of 

spectrum narrowing can be suppressed in the case of (a); in contrast, the penalty is over 10% if 

condition (b) is applied. In this way, thanks to the use of our impairment-aware wavelength 

assignment, the restriction caused by spectrum narrowing can be mitigated without any notable 

penalty in spectral efficiency even if the allowable number of spectrum-narrowing events is just 

1 for the network using B&S nodes. If no adjacent filtering operation is permitted, the penalty is 

excessive in both cases and our method is of no avail.  
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Figure 6.3 Spectral-efficiency degradation due to spectrum narrowing. 
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Figure 6.4 shows the spectral-efficiency penalty due to path bundling when the add/drop operation 

is performed (a) on a bundle/path basis i.e. B&S nodes and (b) on a bundle/bundle basis i.e. R&S 

nodes. In both cases, the penalty decreases as the number of traffic demands increases because 

path bundling is facilitated by increasing the number of traffic demands between node pairs. When 

D is 20, the penalty is less than 0.7% in case of (a); however, applying (b) results in a penalty of 

4.7%.  

 

Figure 6.4 Spectral-efficiency degradation due to path bundling. 

Finally, we evaluate the improvement in the spectral efficiency of quasi-Nyquist WDM networks. 

Figure 6.5 and Figure 6.6 plot the spectral efficiency where the results are normalized by the 

counterparts of Scheme A shown in Table 6.1. The B&S node architecture outperforms the R&S 

node architecture for the same Ns. In the uniform-traffic scenario, when B&S nodes are utilized 

and Ns = 0, the improvement in spectral efficiency is 4.8% compared to Scheme A. In this case, 

Scheme C is not spectrally efficient compared to Scheme B whose spectral-efficiency 

improvement is 14.2%. Furthermore, Scheme C always yields shorter transmission distances than 

Scheme B due to its worse spectrum narrowing and larger cross-phase modulation. A similar 

argument is valid when R&S nodes are utilized and Ns ≤ 1. Consequently, Scheme C requires Ns 

to be larger than or equal to 1 for B&S-node-based networks and 2 for R&S-node-based networks 

so as to attain high spectral efficiency. When D = 20, the improvement in the B&S node network 

is 30.8% with Ns = 1; in the R&S node network, an improvement of 25.3% is observed if Ns = 2. 

We also observe the similar results for the centralized traffic distribution; the improvement in the 

B&S node network is 30.1% with Ns = 1 and that in the R&S node network is 25.4% if Ns = 2. In 

this way, the traffic distribution has virtually no impact on spectral efficiency in the large-traffic 

situations. 
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Figure 6.5 Spectral efficiency as a function of traffic intensity,  

where the traffic distribution is uniform. 
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Figure 6.6 Spectral efficiency as a function of traffic intensity,  

where the traffic distribution is centralized. 
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6.4 Transmission experiments 

We conducted transmission experiments to confirm the feasibility of the proposed network 

architecture. The experimental configuration is depicted in Figure 6.7. The 4.8-THz bandwidth 

between 191.32500 THz and 196.12500 THz was fully utilized. At the transmitter side, six 

continuous waves (CWs) consecutively aligned in the frequency domain were generated by six 

independent tunable lasers (TLs). The frequencies were set at 193.54167-193.70833 THz with 

33.3-GHz spacing. To create three 32-Gbaud/400-Gbps dual-carrier DP-16QAM signals, the CWs 

were modulated by a lithium-niobate IQ modulator (IQM) driven by a two-channel arbitrary-

waveform generator (AWG) with eight-bit resolution; the electrical-signal spectrum was formed 

by a root-raised cosine filter with a roll-off factor of 0.01. Then, polarization-division 

multiplexing (PDM) was emulated by a polarization-beam splitter (PBS), 10-ns delay fiber, and 

polarization-beam combiner (PBC). On the other hand, 48 CWs aligned with 100-GHz spacing 

were generated from 48 TLs and combined in an optical coupler. CW intensity was modulated by 

a lithium-niobate intensity modulator (IM) driven by a 33.3-GHz cosine wave generated from a 

synthesizer; the IM bias was set to yield the carrier-residual condition. This yielded 144 CWs 

aligned with 33.3-GHz spacing. Next, 72-channel 400-Gbps dual-carrier DP-16QAM signals 

were created by an IQM and a PDM emulator. The target bundle consisting of three 400-Gbps 

dual-carrier DP-16QAM signals was added to the network by a WSS and multiplexed with the 

other wavelength signals, where the non-target signals having the same frequency with the added 

bundle were terminated by the WSS. The resulting 72-channel 400-Gbps dual-carrier DP-16QAM 

signals were aligned with 66.6-GHz spacing over the 4.8-THz bandwidth. After passing through 

an erbium-doped fiber amplifier (EDFA), the signals entered the link consisting of a 100-km 

standard single-mode fiber (SMF). The loss coefficient, dispersion parameter, and nonlinearity 

coefficient of the SMF were 0.18 dB/km, 16.5 ps/nm/km, and 1.5 /W/km, respectively. The noise 

figure of the EDFA was around 5 dB. The signals were amplified by an EDFA and delivered to 

the next node. Each node comprised a 1×9 splitter and 9×1 WSS in the B&S arrangement or a 

1×9 WSS and 9×1 WSS in the R&S arrangement. The loss of each node was around 18 dB for 

the B&S architecture and 17 dB for the R&S architecture. The bandwidth resolution of the WSS 

was 12.5 GHz. After passing through two nodes, the signals were inserted into a recirculating 

fiber loop that comprised two synchronous loop-controlling switches (SW), a 2×2 splitter, a 100-

km SMF, an EDFA, and a node. Here, the excess loss of 3.5 dB due to the loop-controlling switch 

and the 2×2 splitter was pre-compensated by the preceding EDFA so as to avoid excess signal-to-

noise ratio (SNR) degradation. After multiple loops, the target signal was dropped and detected 

by a digital coherent receiver; here, the signal on 193.70833 THz was evaluated because both 

cross-phase modulation and spectrum narrowing were worst at this frequency. The detected signal 

was sampled at 50 Gsample/s by a four-channel analog-to-digital converter with eight-bit 
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resolution. The digitized data was processed by a digital-signal-processing (DSP) circuit. The 

DSP circuit performs chromatic dispersion compensation, polarization division demultiplexing, 

phase and frequency estimation, and symbol decoding [10]. The clock recovery was performed 

based on adaptive filtering [11]. In our scheme, spectrum narrowing is induced at only one side 

of each signal spectrum because of path bundling and hence the clock can be extracted even if the 

single-side filtering is too tight. The target bit-error ratio (BER) was 2.7×10-2 as we assumed the 

use of forward error correction (FEC) [12]. The maximum number of spectrum-narrowing events 

triggered by adjacent paths, 𝑁௦, was controlled as follows. If the given WSS imposes spectrum 

narrowing on the target signal, we set the passband of WSS port #1 to 200 GHz and that of WSS 

port #2 to residual 4,600 GHz. Port #1 was used for the target bundle while port #2 was used for 

the non-target bundles. The 200-GHz passband causes spectrum narrowing at the edge channels 

of the target bundle. Here, the symbol timing skew between port #1 and port #2 was shifted with 

each WSS traversal. If the given WSS does not impose spectrum narrowing on the target signal, 

we set the passband of WSS port #1 to 4,800 GHz and no passband is assigned to the other WSS 

ports. Considering the worst case, spectrum narrowing was caused at the node/s closest to the 

source node when 𝑁௦ was limited. 
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Figure 6.7 Experimental setup. 

 

Figure 6.8 plots the BER characteristics as a function of transmission distance measured for each 

node architecture. The maximum transmittable distances are summarized in Table 6.2. Note that 

spectrum narrowing could occur at each traversed node, i.e., the possible 𝑁௦ is equal to 𝐻 − 1 

for the B&S nodes and 2(𝐻 − 1) for the R&S nodes, where 𝐻 is the hop count. In addition, 

B&S node networks suffer from spectrum narrowing at the source node whereas R&S node 

networks suffer at the source and destination nodes. Without limiting 𝑁௦ , the transmission 

distance is severely bounded since the signals are impaired with each WSS traversal. The 

transmission distances with B&S nodes and R&S nodes were 400 km and 200 km, respectively. 

The use of small 𝑁௦ suppresses the signal degradation induced by the spectrum narrowing and 

extends the maximum transmission distance. When 𝑁௦ is 2/1/0, the transmission distances in 

B&S node networks are 600/900/900 km whereas those in R&S node networks are 500/900/1000 

km. In both cases, 𝑁௦ needs to be less than or equal to 1 for the longest path for the network 

examined in Section 3.4. Note that in general the required 𝑁௦  depends on transmission 

characteristics such as transmission distance and hop count of each path. Here, the simulation 

results show that the improvements in spectral efficiency reach 30.8% for the B&S node network 
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and 13.4% for the R&S node network when 𝑁௦ = 1. Thus, the network using R&S nodes cannot 

enjoy the benefits of quasi-Nyquist WDM. The B&S node networks in conjunction with our 

restriction-aware wavelength-assignment algorithm can realize truly efficient quasi-Nyquist 

WDM networks without replacing currently deployed WSSs. The obtained spectral-efficiency 

improvement, 30.8%, is quite close to the theoretical limit of 31.3%.  

It should be noted that the allowable number of spectrum-narrowing events can be increased and 

the number of channels to be bundled would be changed if WSSs with finer frequency resolution 

and better filtering characteristic become cost-effective in the future. These attributes also 

facilitate the realization of quasi-Nyquist WDM networks. 

 

Table 6.2 Transmittable distance for 400-Gbps signals 

 The maximum number of spectrum-narrowing events, Ns 

Node architecture The maximum value 2 1 0 

B&S 400 km 600 km 900 km 900 km 

R&S 200 km 500 km 900 km 1,000 km 
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Figure 6.8 BER characteristics for 400-Gbps signals. 
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6.5 Conclusion 

In this chapter, a highly efficient quasi-Nyquist WDM network architecture that allows us to 

utilize widely deployed WSSs is demonstrated. The proposed wavelength-assignment algorithm 

can suppress the impact of restrictions imposed by the limited bandwidth granularity of WSS 

passbands and the significant spectrum narrowing occasioned by WSS traversal. Intensive 

network analyses based on computer simulations showed that our network architecture improves 

the spectral efficiency of 32-Gbaud/400-Gbps DP-16QAM networks by 30.8%. To confirm the 

feasibility of the proposed architecture, we conducted transmission experiments on 72-channel 

400-Gbps dual-carrier DP-16QAM signals aligned with 66.6-GHz spacing in the full C-band. The 

fiber capacity reached 28.8 Tbps even after 900-km transmission and 9 node hops. Note that our 

proposed scheme can be applied to core mesh networks by using DP-QPSK signals, as they are 

much more tolerant of transmission impairments. 
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Chapter 7   

Integration  

 

In Chapter 4, 5, and 6, we have proposed three technologies realizing the ultra-dense WDM 

networks. In this chapter, we discuss and evaluate the integration system of three technologies. 

Since each technology does not hinder the performance of other technologies, the extremely high 

spectral efficiency can be obtained by collaborating all technologies. In Section 7.1, the RNN-

based demodulation framework assuming impairment-aware path control is discussed. Section 

7.2 describes the proposed network design. In Section 7.3, we evaluate the dynamic path control 

in ultra-dense WDM networks considering all technologies. Finally, this chapter is concluded in 

Section 7.4. 

 

 

7.1 ML-based DSP assuming impairment-aware wavelength assignment  

In Section 6.2.2, we introduced a wavelength-assignment scheme that is aware of the number of 

spectrum-narrowing events to mitigate the impact of spectrum narrowing. In this way, we control 

the number of spectrum-narrowing events so as not to exceed the prescribed limitation. Since the 

limitation depends on the demodulation framework, we apply the RNN-based demodulation 

framework described in Chapter 4.  

We evaluate the performance of the RNN-based demodulation framework. Figure 7.1 depicts the 

simulation setup. The modulator creates a 32-Gbaud DP-16QAM signal. The spectrum is shaped 

by a root-raised cosine filter whose roll-off factor is 0.01. The linewidth of the transmitter laser is 

100 kHz. The target signal is added to the network via a WSS and combined with two non-target 

signals whose frequencies are adjacent to that of the target signal. The channel spacing of the 

WDM signals is set to 37.5 GHz to evaluate the spectrum narrowing effect in ultra-dense WDM 

networks.  

The maximum number of spectrum-narrowing events triggered by adjacent paths, Ns, is controlled. 

Spectrum narrowing occurs when a signal traverses the former Ns nodes. Note that spectrum 

narrowing was caused at the node/s closest to the source node considering the worst case. At the 
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node causing spectrum narrowing, the WSS filter is created by convoluting two filter functions, 

where a rectangular function with 37.5-GHz bandwidth and a Gaussian function with 7-GHz 3-

dB bandwidth are used. The port isolation of the WSS is set to 40 dB. After power compensation 

with an EDFA, the signals are launched into a 100-km single-mode fiber (SMF). Here, the noise 

figure of the EDFA is set to 5 dB. We assumed the Kerr effect as fiber nonlinearity, it is 

characterized by the widely used Manacov model. The loss coefficient, chromatic-dispersion 

parameter, and nonlinear coefficient of the SMF are, respectively, 0.2 dB/km, 16 ps/nm/km, and 

1.5 /W/km. The transmission performance is calculated by the typical split-step Fourier method. 

We assume widely deployed 8×8-port optical nodes, where the broadcast-and-select (B&S) and 

route-and-select (R&S) architectures are evaluated. Each B&S node and R&S node have one and 

two spectrum-narrowing events, respectively. After the signal passes through multiple nodes, the 

target signal is dropped by a splitter in the B&S node structure or by a WSS in the R&S node 

structure. Next, the target signal is coherently detected by an optical receiver. The linewidth of 

local oscillator is 100 kHz. In the DSP circuit within the receiver, chromatic dispersion is 

countered by a non-adaptive filter. Then, the adaptive filter with 64 delayed taps conducts 

polarization recovery and signal-spectrum reshaping. Then, the carrier phase and frequency offset 

are estimated. Finally, the signal is recovered by the bi-RNN model. The model is trained by using 

480,000 symbols and tested by 120,000 symbols. We used the pseudorandom number generator 

called Mersenne Twister. The BER threshold of forward error correction is set to 0.01. 

 

 
Figure 7.1 Simulation setup. 

 

We verify the effectiveness of our RNN-based demodulation framework. The typical symbol 

decision based on the Euclidean distance is also evaluated as a reference. The RNN parameters 

of k, Nlayer, and Nneuron are set to 32, 2, and 32, respectively. Both the R&S node and the B&S node 

are examined, with the filter function described in section III.A. We use the RNN model whose 
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output layer is based on regression. Figure 7.2 and Figure 7.3 show BER as a function of 

transmission distance and hop count for ultra-dense WDM networks and quasi-Nyquist WDM 

networks, respectively. We observe that the maximum transmissible reach is extended in both 

cases compared to the reference scheme. Since the RNN-based demodulation method enhances 

the performance of demodulation, we can also apply the lower-cost FEC. Our scheme extends the 

acceptable node-hop count and transmissible distance in conjunction with the RWA/RSA 

algorithm that is aware of system impairments as shown in the following sections. 
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Figure 7.2 BER vs. transmission distance for ultra-dense WDM networks. 
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Figure 7.3 BER vs. transmission distance for quasi-Nyquist WDM networks. 

 

 

7.2 Network design based on sub-networks 

To introduce the ultra-dense WDM into mesh networks, the impact of spectrum narrowing should 

be mitigated by applying network design method based on sub-networks. The ILP-based sub-

network design scheme detailed in Chapter 5 can be straightforwardly integrated with the other 

technologies. In the following evaluations, the sub-network discussed in Chapter 5 are utilized.  

 

 

7.3 Dynamic path control in ultra-dense WDM networks 

We evaluate the validity of the integrated networks in dynamic path operation scenarios. The 

transmission in the 4.8 THz bandwidth range is assumed. We examined several metro-scale 

networks: a 3×3 regular-mesh network, 2×6 regular-mesh network, US-metro Verizon network, 

and Kanto network. Each path comprises a 100-Gbps 32-Gbaud DP-QPSK signal. The maximum 

number of paths accommodated per fiber, W, is 96 (50-GHz spacing) or 128 (37.5-GHz spacing) 

for the conventional DWDM network and the ultra-dense WDM network, respectively. In ultra-
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dense WDM networks, the allowable number of spectrum-narrowing events induced by adjacent-

path add operation, Ns, is set to 1 considering adequate transmission distances. The fiber 

arrangement is yielded by ILP; the traffic intensity for the network design, 𝐷௦௧௔௧௜௖, is selected so 

that the traffic volume exceeds the fiber capacity on several links, i.e., multiple fibers will be laid 

on these links. The effectiveness of our proposal is evaluated for several 𝐷ௗ௬௡௔௠௜௖ values drawn 

from [0, 𝐷௦௧௔௧௜ ], where 𝐷ௗ௬௡௔௠௜௖ is the traffic intensity for dynamic path demands, and [･,･] 

stands for the closed interval. Path requests are generated in accordance with a Poisson process 

and the holding time of each connection follows a negative exponential distribution. The blocking 

ratio is calculated by the path setup requests whose number exceeds 900,000; this offers virtually 

average performance. The route selection corresponds to the selection of a sub-network in the 

network architecture described in Chapter 5. First, we select one of the sub-networks based on 

the k-shortest path algorithm. Then, the wavelength-assignment algorithm aware of the number 

of spectrum narrowing events as shown in Section 6.2.4 is applied in the selected sub-network. 

In the conventional scheme, a route is selected based on the k-shortest path algorithm and a 

wavelength is selected in a first-fit manner. Different from the proposal, the express routing can 

be done on a wavelength basis. As sufficient guardbands are inserted between channels, we do 

not impose any routing restriction due to spectrum narrowing, i.e., Ns = ∞. For 37.5-GHz spacing 

ultra-dense WDM, in addition to the spectrum narrowing condition of Ns = 1, an alternative 

configuration with Ns = ∞ is evaluated to find the upper limit of the performance and to elucidate 

the deterioration caused by the limitations imposed on adjacent-path add operations. 

Figure 7.4 shows the blocking-ratio variation as a function of the number of path requests; the 

specific value of Dstatic for each topology is shown as example. In each network, the 

accommodation efficiency is not significantly penalized compared to Ns = ∞; that is, the impact 

of spectrum narrowing is almost negligible thanks to the spectrum-narrowing-aware dynamic path 

control method. We evaluated the proposal using other Dstatic values; however, we did not observe 

notable sensitivity to Dstatic. Regarding topology sensitivity, the magnitude of the improvement 

decreases in networks whose graph diameter is large because the spectrum narrowing condition 

worsens. Since the selectivity of route and wavelength is penalized by fiber-granular routing, 

several paths need to be circumvented; however, the gain from denser path accommodation can 

overwhelm this penalty. As a result, the ultra-dense WDM enhances the network capacity by up 

to 31.0% compared to the conventional DWDM networks. 
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Figure 7.4 Blocking-ratio variations. 

 

7.4 Conclusion 

In this chapter, we elucidated the effectiveness of the proposed ultra-dense WDM network 

realized by the integration of three technologies. A highly efficient WDM network architecture 

allows us to utilize widely deployed WSSs. Intensive network analyses based on computer 

simulations showed that our network architecture improves the spectral efficiency of 100-Gbps 

networks by 31.0%. 
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Chapter 8   

Conclusion 

 

Throughout the investigations presented in the dissertation, network capacity enhancement is 

shown to provide a means for creating future bandwidth abundant communication networks. In 

Chapter 1, we showed the background of optical fiber communications network. In Chapter 2, the 

fundamentals of optical path network were provided. Chapter 3 described the pros and cons of 

ultra-dense WDM network. In Chapter 4, Chapter 5, and Chapter 6, the proposed methods were 

detailed and evaluated. In Chapter 4, we clarified the receiver-side DSP can mitigate the impact 

of signal impairments. By using a bidirectional RNN to learn the signal deterioration pattern, 

signal can be appropriately demodulated even for the low-quality signals. The proposal has 

improved the robustness against spectral narrowing and succeeded in expanding the application 

range of ultra-dense WDM. In Chapter 5, we proposed a network architecture and its design 

scheme. In the proposal, both the wavelength-granular routing and the waveband-granular routing 

are cooperated to minimize the effect of spectral narrowing while enabling an appropriate routing 

flexibility. By formulating the conditions based on ILP, the optimum configurations for optical 

cross-connect can be obtained. As a result, ultra-dense WDM can be applied even in mesh 

network topologies that would be strongly affected by spectral narrowing. Chapter 6, we proposed 

a path-control algorithm that minimizes the probability of spectrum narrowing caused in ultra-

dense WDM networks. In this way, the maximum number of spectrum-narrowing events for each 

path is controlled. The effectiveness of the proposed ultra-dense WDM networks is verified 

thorough network simulations and transmission experiments. By integrating these three schemes 

as described in Chapter 7, the impact of signal impairments can be mitigated and controlled, 

enabling a truly efficient ultra-dense WDM network architecture. Since the proposed method can 

be implemented with only a slight change in the DSP circuit, the introduction of the proposed 

method to commercial systems can be expected to installed at an early stage. There is little room 

for improving spectral-efficiency by reducing guardbands. To further enhance the network 

capacity, we need to integrate the proposal with the other methods such as space-division 

multiplexing using multi-core fibers and higher-order modulation formats.  
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