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1 Introduction

A leafwise complex is a quotient of a de Rham complex. The complex is inci-
dental to a C∞ foliation on a C∞ manifold. It has been studied in connection
with parameter rigidity theory of group actions whose orbits compose a C∞

foliation. First, we describe a part of the history of these objects.
Leafwise cohomology theory was likely introduced in the 1950s. For example,

it appears in a paper [31] by Reinhart. At this time, a leafwise cohomology was
not called by that name. It was called a d′ cohomology, with d′ used as the
notation for the leafwise exterior derivative. Reinhart studied harmonic integrals
in a leafwise complex under the existence of a metric compatible with leaves. In
particular, Reinhart computed leafwise cohomology groups of all 1-dimensional
linear foliations on a 2-torus. This was done to compare the dimensions of the
leafwise cohomology group and the space of leafwise harmonic forms. See [31,
Chapters 3-4].

Parameter rigidity theory was likely introduced in celestial mechanics. For
example, it appears in [35, Sections 3.1-3.3] by Sternberg. At this time, parame-
ter rigidity was not called by that name either. The problem addressed here was
the reparametrization of a foliation on a 2-torus whose orbits are straight lines.
This problem is called linearizing the flow. A torus plays an important role in
the study of periodic orbits and quasi-periodic orbits in celestial mechanics. In
connection with this, dynamical systems on a torus have also been considered.
See also [34, Section 36].

An application of leafwise cohomology theory to parameter rigidity theory
was studied in a paper [4] by Arraut and dos Santos. At this time, a leafwise
cohomology is called a foliated cohomology. Also, parameter rigidity is called
reparametrization. The interest so far had been in flows as R-actions. The
topic was generalized to orbit foliations from RN actions. In particular, divided
results were obtained depending on whether the matrix giving linear foliations
on a torus is diophantine or Liouville. To be precise, this application is for 1-
codimensional linear foliations in a torus. This difference in phenomena due to
the number theoretic conditions was also pointed out in [31, Chapters 3-4] and
[35, Sections 3.1-3.3]. A later paper [5] proved that it is correct for any linear
foliations in a torus. In these verifications, the computation results of leafwise
cohomology groups play essential roles. Furthermore, a sufficient condition for
parameter rigidity continues to be generalized in the form of using leafwise
cohomology groups. See [24, Proposition 2.6], [21, Section 2], [22, Theorem
2.2.5], etc.

We make an additional summary of what leafwise cohomology theory and
parameter rigidity are called. In the above history, they have not yet been called
by that name. Leafwise cohomology theory has been called by that name since
[3] and [1]. In the former, it is listed along with the name “foliated cohomology
theory”. However, in the latter, only the name “leafwise cohomology theory” is
described. Also, parameter rigidity theory has been called by that name since
[24]. These names are adopted in later papers, surveys, and lecture notes. See
[25], [8], [7], etc.
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What we have described above is a part of the history of leafwise cohomology
theory and parameter rigidity theory. Starting from the above paper [4], it has
become important to compute leafwise cohomology groups and rings. Next, we
describe previous research on the computational results of those computations.
Because of the wide variety of these results, we will only present those that are
relevant to our discussion. We list [25], [8], and [7] as good surveys and a lecture
note with other examples.

The most important computation result is a linear foliation on a torus in [5,
Theorem 2.2]. Let p, q, and n be natural numbers satisfying p+ q = n. A linear
foliation is defined on Tn, where T = R/Z. Let A be an R-valued q × p-matrix.
Then each orbit of a linear foliation FA is a projection from a graph y = Ax+ b
in Rn for some b ∈ Rq. We treat FA as an orbit foliation obtained from an Rp

action. If A is diophantine, then the following isomorphism is proven to exist:

H∗(FA) ∼= H∗
dR(Tp).

By a method of proof in [5], this isomorphism is an isomorphism as a ring. On
the other hand, if A is Liouville, then the formula

dimHp′
(FA) =∞

is proved as a contrasting result for each 1 ≤ p′ ≤ p. In both of these proofs, the
method is a developed version of the computation of H∗

dR(Tn) by the Fourier
series. However, the idea of solving linear equations efficiently is nontrivial. In
fact, only partial results are proved in [31, Section 4], [16, Theorem 3.5], [10,
Théorème V.3.1.1.2], [4, Lemma 2.6], etc. It was not until [5, Theorem 2.2], 30
years after [31], that H∗(FA) was fully determined.

Except for this computation, many of the results had been of first leafwise
cohomology groups. An example includes the following. Set G = SL(2,R). Let
P ⊂ G be the subgroup of all upper triangular matrices, p be the Lie algebra
of P and Γ ⊂ G be a cocompact lattice. Also, set MΓ = Γ\G. Let FP be the
orbit foliation induced from the natural action of P on MΓ. Then the following
isomorphism is proven to exist in [24, Theorem 1]:

H1(FP ) ∼= H1
Lie(p)⊕H1

dR(MΓ). (1.1)

This is defined as an extension map of the natural map H1
dR(MΓ) → H1(FP ).

The method of the proof is based on a geometry of MΓ. For example, in the
proof of injectivity of a natural map H1

dR(MΓ)→ H1(FP ), simple closed curves
which span H1(MΓ;R) are used. Also, in the proof of surjectivity of (1.1), an
ergodicity of horocycle flows is used.

In 2021, progress was made in the research for higher leafwise cohomology
groups. Let G, P , Γ, MΓ, and FP be the same notation as in the previous exam-
ple. The author obtained a dimensional formula of H2(FP ) in [26]. Under the
G-invariant measure, L2(MΓ) decomposes into a countable sum of irreducible
unitary representations by [14, Theorem 1.2.3]. Let g ∈ N be the multiplicity of
the irreducible unitary representation U−1 in L2(MΓ), where the lowest weight
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of U−1 is 1. The finiteness is ensured by the duality theorem [14, Theorem
1.4.2]. This theorem says that the multiplicity of U1 is also g, where the highest
weight of U1 is −1. Then the following holds:

dimH2(FP ) = 2g. (1.2)

In general, leafwise cohomology groups are not necessarily finite-dimensional.
From [2], we obtain several sufficient conditions for leafwise cohomology groups
to be infinite-dimensional. On the other hand, the sufficient conditions for them
to be finite-dimensional are not known. The method of the proof in [26] is an
application of irreducible unitary representation theory of G. In particular, we
exploit non-abelian harmonic analysis. Our method is an extension of method
in [5] to FP . In other words, it is analogous to the computation of H∗

dR(Tn)
by the Fourier series. The key point of the proof is also how to solve linear
equations efficiently.

Twelves days after [26], Maruhashi and Tsutaya obtain the following result
in [23, Theorem 66]:

H2(FP ) ∼= H2
dR(MΓ), (1.3)

where Γ is torsion-free. Their focus is to construct something like the Hodge
decomposition on a leafwise complexes. This is similar to the idea in [31]. Their
primary tools are cohomology theory of Lie algebras with twisted coefficients
and Hochschild-Serre spectral sequence. A representation space of G appears
as a twisted coefficient. The computation of the cohomology groups of such
coefficient is known in [11]. In this setting, they take a homological algebraic
approach.

The methods in [26] and [23] are completely independent. Also, the method
in our thesis is based on [26] and [27]. Thus, it is also completely independent of
[23]. On the other hand, there is a common point that representation theory is
exploited in some forms. In studies of rigidity of group actions, representation
theory has been used in the past. See [15] and [18]. The studies of linear
foliations on Tn, which uses Fourier series, are also interpreted as indirectly
exploiting representation theory. These facts make us expect that representation
theory has remained useful in the study of leafwise cohomology theory and
parameter rigidity theory even today.

The above is a guide to previous research on the computational result of
leafwise cohomology groups. Now, let us state our main result. Set also G =
SL(2,R). Recall that P ⊂ G is the subgroup of all upper triangular matrices,
and Γ ⊂ G is any cocompact lattice. We combine the results (1.1), (1.2), and
(1.3) by exploiting non-abelian harmonic analysis on G. The method is based
on [26] and [27]. Furthermore, we determine the ring structure of H∗(FP ). This
is essentially the second study to determine the ring structure following [5]. It
is also the first result of a non-abelian group action. Our main result reads as
follows:
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Theorem 1.1. (Main Theorem)
Let g be the multiplicity of the irreducible unitary representation U−1 in L2(MΓ),
where the lowest weight of U−1 is 1. Then there exist an isomorphism as graded
rings

H∗(FP ) ∼=
∧

[X,Y1, · · · , Y2g]
/(
{Yi ∧ Yj}1≤i,j≤2g

)
,

where X,Y1, · · · , Y2g are indeterminate variables.

Theorem 1.1 is stated in [27, Theorem 1.1]. We further characterize the
parameter g geometrically. By using (1.1) and Theorem 1.1, we obtain

dimH1
dR(MΓ) = 2g. (1.4)

Set K = SO(2) and ΣΓ = Γ\G/K. Under the dimension formula (1.4), the
following theorem is well-known to experts.

Theorem 1.2. The following properties hold.

(i) The space ΣΓ is homeomorphic to a closed orientable surface.

(ii) Let gΓ be the genus of ΣΓ. Then g = gΓ.

The thesis is organized as follows. Chapters 2-4 are surveys. Chapters 5 and
6 are proofs of our main results.

In Chapter 2, we give definitions to some of the notions that appear in
Introduction. In Section 2.1, we define foliations and leafwise cohomology rings.
In Section 2.2, we define cohomology groups of Lie algebras. In Section 2.3, we
define parameter rigidity. We also introduce the study [15] by Ghys. In that
paper, another rigidity of group actions, which is related to parameter rigidity,
is researched. The objects of this research overlap with our interests.

In Chapter 3, we survey the computation of leafwise cohomology for the
most important example by Arraut and dos Santos [5]. The aim is to prove
Theorem 3.14. In Section 3.1, we define notions for computation after. In
Section 3.2, we characterize the minimality of linear foliation algebraically. The
tools of proof are Kronecker’s theorem (Theorem 3.6), linear algebra over R and
Q. In Section 3.3, we prove the computational result of Arraut and dos Santos
[5, Theorem 2.2] (see Theorem 3.14). The proof is provided in a numerical and
straightforward method by Fourier series on Tn.

In Chapter 4, we survey the classification of irreducible unitary represen-
tations on SL(2,R). The way is according to [37, Chapter 5, Section 6.6].
We clarify the property which differential representations of irreducible unitary
representations should satisfy. Conversely, we assume the existence of such ir-
reducible unitary representations. See [37, Chapter 5, Section 6.2, 6.3, 6.4].
In Section 4.1, we introduce basics of representation theory of semisimple Lie
groups. In Section 4.2, we introduce basics of functional analysis for infinite-
dimensional representations. In Section 4.3, we complete the classification of
irreducible unitary representations of SL(2,R).

In Chapter 5, we prove the main theorem (Theorem 1.1). First, in Section
5.1, we provide tools for discussion. Some facts are cited from representation
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theory and Sobolev space theory. We also do preliminary computations. Second,
in Section 5.2, we confirm that H0(FP ) is one-dimensional. It is assured by the
fact of the geodesic flow or the horocycle flow. Third, in Section 5.3 and 5.4,
we compute all explicit generators of H∗(FP ) in terms of representation theory.
We also make a explicit estimations of L2-Soborev norms. All these calculations
are provided by a simple and direct method. Fourth, we determine the ring
structure by computing eigenvalues of cocycles in section 5.5. The contents of
this chapter are based on [27].

In the final chapter, Chapter 6, we prove Theorem 1.2 to characterize the
parameter g in Theorem 1.1. Through the linear fractional action, G/K is
identified with the upper half plane H2. In Section 6.1, we consider the quotient
space of H2 divided by a cocompact lattice Γ. We confirm that the space
is a closed orientable surface ΣΓ topologically. Let gΓ be the genus of ΣΓ. In
Section 6.2, we prepare basics for Seifert bundles. It is known that the canonical
projection MΓ → ΣΓ is a Seifert bundle (see [Scott, Section “S̃L(2,R)”]). In
Section 6.3, we prove H1(MΓ;Z) ∼= Z2gΓ . In particular, we obtain g = gΓ by
(1.4). The author was given this formula as a question by Professor Hitoshi
Moriyoshi. The contents of Chapter 6 are well-known to experts. However,
they are included in the thesis to clarify the meaning of our main result. In
addition, Sections 6.2 and 6.3 are based on personal discussions with Dr. Shuhei
Maruyama. Specifically, he suggested to use the Seifert bundle structure and its
Euler class to compute the cohomology group of MΓ. The author complemented
it.

Finally, the author acknowledges Professor Hideyuki Ishi for supporting his
study of representation theory. The author also acknowledges helpful comments
from Dr. Hirokazu Maruhashi, Dr. Shuhei Maruyama, and Professor Hitoshi
Moriyoshi. Especially, the author thanks Dr. Shuhei Maruyama for suggesting
key ideas in Sections 6.2 and 6.3. Moreover, the author acknowledges worthwhile
points from the anonymous referee at the time of the paper submission to Tokyo
Journal of Mathematics.
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2 Cohomology theory and the rigidity of group
actions

2.1 Foliations and leafwise cohomology

In this section, we summarize the basics for foliations and leafwise cohomology.
Let M be a C∞ manifold of dimension n.

Definition 2.1. Let F = {Lλ}λ∈Λ be a family of C∞ immersed sub-manifolds.
This is a C∞ foliation of codimension q if the following two properties are
satisfied:

(i) M = ⊔λ∈ΛLλ.

(ii) There exists an atlas {(Ui, ϕi : Ui → Rn)}i∈I such that

ϕ−1
i (Rn−q × {y})

is a connected component of some U ∩ Lλ for each i ∈ I and y ∈ Rq.

Each Lλ is called a leaf.

Example 2.2. Let M ×N be a product manifold. Then,

FM = {M × {y}}y∈N

is a C∞ foliation.

Example 2.3. Fix a ∈ R. Let La be the family of lines

y = ax+ b

in R2 for each b ∈ R. Set T2 = R2/Z2 and let Fa be the projection of La. Then,
Fa is a C∞ foliation. This is called a 1-dimensional linear foliation.

If F is a C∞ foliation, it defines the vector sub-bundle TF ⊂ TM whose
direction is along leaves. Conversely, let E ⊂ TM be a vector sub-bundle.

Definition 2.4. We call E involutive if Γ(E) ⊂ X(M) is a Lie sub-algebra.

Definition 2.5. An p-form ω ∈ Ωp
dR(M) is an annihilator in E if ω(v) = 0

for each p-alternative form v on Γ(E). Let I∗(E) be the ideal consisting of all
annihilators in E.

Theorem 2.6 (Frobenius). Let E ⊂ TM be a vector sub-bundle. Then, the
following are equivalent:

(i) There exists a C∞ foliation F such that E = TF .

(ii) E is involutive.

(iii) dI∗(E) ⊂ I∗(E).
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See [9, Theorem 1.3.8.] for more statements and a part of the proof. See also
[40, Theorem 1.60.] for the completion of the proof. If one of the conditions in
Frobenius Theorem is satisfied, we put

I∗(F) = I∗(E).

Example 2.7. Let Fa be a 1-dimensional linear foliation on T2. Then, we
obtain

Γ(TFa) =

{
f ·
( ∂

∂x
+ a

∂

∂y

)∣∣∣∣f ∈ C∞(T2)

}
,

I1(Fa) =
{
f · (a dx− dy)

∣∣f ∈ C∞(T2)
}
.

Example 2.8 (Our targets). Let G be a Lie group, P ⊂ G be a Lie sub-group,
and Γ ⊂ G be a discrete subgroup. The quotient space MΓ = Γ\G is a C∞

manifold since Γ is a closed sub-group. Then the family FP consisting of all
homogeneous P -orbits in MΓ is a C∞ foliation.

Definition 2.9. Let F be a C∞ foliation. We define the leafwise complex Ω∗(F)
by the short exact sequence

0→ I∗(F)→ Ω∗
dR(M)→ Ω∗(F)→ 0.

We call (Ω∗(F), dF ) a leafwise complex. Its cohomology H∗(F) is a leafwise
cohomology.

Example 2.10. Let M ×N be a product manifold. Then,

H∗(FM ) ∼= H∗
dR(M)⊗ C∞(N)

over C.

This is perhaps the only trivial example.

2.2 Cohomology of Lie algebras

We describe a definition and examples of cohomology groups for Lie algebras in
accordance with [19, Section 4.3]. Let p be a finite dimensional Lie algebra over
R. For each n ∈ N, set

Cn
Lie(p) = HomR

(
n∧
p,R

)
.

Let d : Cn
Lie(p)→ Cn+1

Lie (p) be the coboundary operator defined by

dω(X1, · · · , Xn+1) =
∑
j<k

(−1)j+kω([Xj , Xk], X1, · · · , X̂j , · · · , X̂k, · · · , Xn+1)
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for each X1, · · · , Xn+1 ∈ p, and ω ∈ Cn
Lie(p). Then (C∗

Lie(p), d) is a cochain
complex. We denote its cocycle group, coboundary group, and cohomology
group by Z∗

Lie(p), B
∗
Lie(p), and H∗

Lie(p), respectively.
The 0-th coboundary operator d : C0

Lie(p) → C1
Lie(p) is the 0-map. Thus

we have H0
Lie(p)

∼= R and H1
Lie(p)

∼= Z1
Lie(p). The first coboundary operator

d : C1
Lie(p)→ C2

Lie(p) has the following form:

dω(X1, X2) = −ω([X1, X2])

for each X1, X2 ∈ p, and ω ∈ C1
Lie(p). From this formula we obtain the state-

ment below.

Proposition 2.11. The following natural isomorphism exists.

H1
Lie(p)

∼= HomR (p/[p, p],R) .

We see some examples.

Example 2.12. Set p = RN . All coboundary operators are 0-maps. Thus we
obtain

Hn
Lie(p)

∼=
n∧
RN .

Example 2.13. Let p ⊂ sl(N +1,R) be the Lie sub-algebra consisting of entire
upper triangular matrices. Then [p, p] is the Lie sub-algebra consisting of entire
upper triangular matrices whose all diagonal elements are 0. Thus we obtain

H1
Lie(p)

∼= RN

by Proposition 2.11.

Example 2.14. Let p ⊂ sl(2,R) be the Lie sub-algebra consisting of entire
upper triangular matrices. Set

X1 =

(
1
2 0
0 − 1

2

)
, X2 =

(
0 1
0 0

)
.

Then {X1, X2} is a basis of p. Let {ω1, ω2} ⊂ C1
Lie(p) be the dual basis. We

obtain
dω1 = 0, dω2 = −ω1 ∧ ω2.

In particular, we have B2
Lie(p) = Z2

Lie(p) = C2
Lie(p) and H2

Lie(p) = {0}.

2.3 Parameter rigidity of group actions

In [15], significant results on the rigidity of C∞ locally free group actions were
obtained. To begin with, we describe two important examples of group actions
in these.
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Example 2.15. Let P ⊂ SL(2,R) be the subgroup as defined below:

P =

{(
e

t
4 e−

t
4x

0 e−
t
4

)∣∣∣∣t, x ∈ R
}
.

This is the identity component of the subgroup consisting of all upper triangular
matrices in SL(2,R). Let P̃ ⊂ S̃L(2,R) be the lift of P , which S̃L(2,R) is

the universal covering group of SL(2,R). In this case, P is isomorphic to P̃

naturally. We identify P with P̃ . Let Γ ⊂ S̃L(2,R) be a cocompact lattice.

Then P acts on Γ\S̃L(2,R) by right multiplication.

Example 2.16. Let Solv and P ⊂ Solv be the groups as defined below:

Solv =


e

t
2 0 x

0 e−
t
2 y

0 0 1

∣∣∣∣∣∣t, x, y ∈ R

 ,

P =


e

t
2 0 x

0 e−
t
2 0

0 0 1

∣∣∣∣∣∣t, x ∈ R

 .

This P is isomorphic to the one in Example 2.15. Let Γ ⊂ Solv be a cocompact
lattice. Then P acts on Γ\Solv by right multiplication.

Definition 2.17. We call the two group actions in Examples 2.15 and 2.16 as
3-homogeneous actions.

We define the relations between C∞ locally free group actions. For each
C∞ manifolds M1 and M2, let Diffeo(M1,M2) be the set consisting of all C∞

diffeomorphisms between M1 and M2. If M = M1 = M2, we denote it as
Diffeo(M).

Definition 2.18. Let P be a Lie group and Mν (ν = 1, 2) be C∞ closed man-
ifolds. For each ν = 1, 2, let ρν be a C∞ locally free P -action on Mν . Then
ρ1 and ρ2 are C∞ conjugate if and only if there exist h ∈ Diffeo(M1,M2) and
θ ∈ Aut(P ) such that the following diagram is commute:

M1
h−−−−→ M2

ρ1(p)

y yρ2(θ(p))

M1 −−−−→
h

M2

for each p ∈ P .

The following is a global rigidity theorem of C∞ locally free group actions
proved by Ghys.
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Theorem 2.19. ([15, Théorème D]) Let P ⊂ SL(2,R) be the identity compo-
nent of the subgroup consisting of all upper triangular matrices in SL(2,R). Let
M be a closed orientable 3-manifold with H1

dR(M) = {0}. Then any C∞ locally
free P -action on M is C∞ conjugate with a 3-homogeneous action.

We see another global rigidity theorem. It is based on personal communica-
tions between Asaoka and Ghys.

Theorem 2.20. ([6, Theorem 1.4]) Let P ⊂ SL(2,R) be the identity component
of the subgroup consisting of all upper triangular matrices in SL(2,R). Let
Γ ⊂ Solv be a cocompact lattice. Then any C∞ locally free P -action on Γ\Solv
is C∞ conjugate with a 3-homogeneous action.

On the other hand, the rigidity of reparametrizations of orbits is also inves-
tigated. Let M be a manifold and F be a foliation on M . Let Diffeo(F) ⊂
Diffeo(M) be the subgroup consisting of all diffeomorphisms which preserve
each leaf of F . Let Diffeo(F)0 ⊂ Diffeo(F) be the path-connected identity
component under the Whitney C∞-topology.

Definition 2.21. Let P be a Lie group, M be a manifold, ρ be a C∞ locally
free P -action on M , and Fρ is the orbit foliation on M . Then ρ has parameter
rigidity if and only if the following property holds: for each C∞ locally free P -
action ρ′ on M with Fρ = Fρ′ , there exist h ∈ Diffeo(Fρ)0 and θ ∈ Aut(P ) such
that the following diagram is commute:

M
h−−−−→ M

ρ(p)

y yρ′(θ(p))

M −−−−→
h

M

for each p ∈ P .

It is known that ρ has local rigidity if ρ has parameter rigidity and Fρ

has some stability (see [8, Proposition 10.2]). See also [8], [24], and [25] for
explanations of the relevance between these properties.

The following result contrasts with the global rigidity theorems above.

Theorem 2.22. ([6, Main Theorem]) Let P ⊂ SL(2,R) be the identity com-
ponent of the subgroup consisting of all upper triangular matrices in SL(2,R).
Let Γ ⊂ S̃L(2,R) be a cocompact lattice with H1

dR(Γ\S̃L(2,R)) ̸= {0}. Then the

P -action by right multiplication on Γ\S̃L(2,R) does not have parameter rigidity.

Next, we explain sufficient conditions for when a C∞ locally free group action
has parameter rigidity. Let P be a Lie group and M be a manifold. Fix a C∞

locally free P -action ρ on M . We define the map

ιρ : p→ Γ∞(TFρ)
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by the derivative of ρ, where p is the Lie algebra of P . This is injective since ρ
is locally free. The map ιρ induces the natural isomorphism

C∞(M)⊗ Im(ρ) ∼= Γ∞(TFρ).

Using this formula, we define the same notation map

ιρ : Cn
Lie(p)→ Ωn(Fρ)

by the condition below:

(ιρω)(ιρX1, · · · , ιρXn) = ω(X1, · · · , Xn)

for each X1, · · · , Xn ∈ p, and ω ∈ Cn
Lie(p). This map induces the following map

between cohomology groups:

(ιρ)∗ : H∗
Lie(p)→ H∗(Fρ).

The following is known for this map.

Proposition 2.23. (See [24, Proposition 2.5], [25, Proposition 3.3], and [22,
Proposition 1.0.2]) The map (ιρ)1 : H1

Lie(p) → H1(Fρ) is injective. In particu-
lar, we obtain

dimH1
Lie(p) ≤ dimH1(Fρ).

In connection with this inequality, the following question has been asked.

Question 2.24. The equality

dimH1
Lie(p) = dimH1(Fρ)

is a sufficient condition for parameter rigidity of ρ.

To this question, several answers are known in the form of conditions imposed
on a Lie group P . Let us enumerate these.

• When P = RN , Question 2.24 is true. Moreover, the equality is also a
necessary condition. (See [4, Theorem 2.4] and [24, Proposition 2.6].)

• When P is a connected simply-connected nilpotent, Question 2.24 is true.
([21, Section 2])

• When P is a connected simply-connected solvable, Question 2.24 is true
under the additional condition regarding leafwise cohomology theory with
twisted coefficients. ([22, Theorem 2.2.5])

Finally, we give an example of using this condition.

Example 2.25. 1-dimentional linear foliation Fa on T2 is obtained by the R-
action. We denote its action as ρa. Then a necessary and sufficient condition
for ρa to have parameter rigidity is that the number a is Diophantine. In general,
this fact holds true for linear foliations on TN , which is discussed in the next
chapter. The above is originally stated in [5, Section 4].
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3 Linear foliations as classical examples

3.1 Notions

For each set S, let M(q, p;S) denotes the space of all (q × p)-matrices whose
coefficients belong to S. In particular, we denote sometimes M(q, 1;S) as Sq.
Let p, q ∈ N and put n = p+q. We denote each point in Rn = Rp×Rq as (x, y).
Set T = R/Z and also denote each point in Tn = Tp × Tq as (x, y).

Let A ∈M(q, p;R) and put w ∈M(q, 1;Ω1
dR(Tn)) as

w = Adx− dy.

Then

D∗ = {dx1, · · · , dxp, w1, · · · , wq}

is a frame on T ∗Tn. Put X ∈M(p, 1;X(Tn)) as

X =
∂

∂x
+ tA

∂

∂y
, (3.1)

then

D =

{
X1, · · · , Xp,−

∂

∂y1
, · · · ,− ∂

∂yq

}
is a frame on TTn.

Lemma 3.1. The tuple D∗ is the dual frame of D .

Proof. Let 1 ≤ λ, λ′ ≤ p and 1 ≤ µ, µ′ ≤ q. First, the following three formulae

dxλ(Xλ′) = δλλ′ ,

dxλ

(
− ∂

∂yµ

)
= 0,

wµ

(
− ∂

∂yµ′

)
= δµµ′

are obvious. Second,

wµ(Xλ) =

(∑
λ′

aµλ′dxλ′ − dyµ

) ∂

∂xλ
+
∑
µ′

aµ′ λ
∂

∂yµ′


=
∑
λ′

aµλ′δλ′ λ −
∑
µ′

aµ′ λδµµ′

= aµλ − aµλ

= 0.

14



Let FA be the linear foliation corresponding to Ker(w) ⊂ TTn. For each
1 ≤ p′ ≤ p and ω ∈ Ωp′

(FA), there exist smooth functions fλ1,··· ,λp′ ∈ C∞(Tn)
such that

ω =
∑

λ1,··· ,λp′

fλ1,··· ,λp′ dxλ1 ∧ · · · ∧ dxλp′ .

From Lemma 3.1, we obtain

dFA
ω =

∑
λ

∑
λ1,··· ,λp′

Xλ(fλ1,··· ,λp′ ) dxλ ∧ dxλ1 ∧ · · · ∧ dxλp′ .

We define the metric. Let N ∈ N. We denote each point in RN or TN as z.
Put

|z| = max
1≤ν≤N

|zν |,

||z|| = min
l∈ZN

|z + l|.

Lemma 3.2. ||z|| is a metric on TN .

Proof. We only need to prove forN = 1. The triangular inequality is non-trivial.
This is easily shown by a case classification.

3.2 Minimality

In a 1-dimensional linear foliation Fa, each leaf is dense if and only if a is
irrational. We generalize this fact about orientation to general linear foliations.

Theorem 3.3. The following properties are equivalent:

(i) FA is minimal.

(ii) For each k ∈ Qq, if tkw is rational, then k = 0.

The proof of this fact is omitted in the original paper. However, this is an
important statement linking minimality and a computation of the metric || · ||.
To be complete discussion, we give proof.

We prove this step by step.

Lemma 3.4. Let c ∈ QN \ {0} and set the hyperplane

W =
{
z ∈ RN

∣∣ tcz = 0
}
.

Then the image of W in the projection RN → TN is not dense.
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Proof. Let ( , )RN be the Euclidean inner product and | · |RN be the Euclidean
norm. For each z ∈ RN and w ∈W ,

||z − w|| = min
l∈ZN

|(z + l)− w|

≥ min
l∈ZN

|(z + l)− w|RN

≥ inf
l∈ZN

∣∣∣∣ (z + l, c)RN

(c, c)RN

∣∣∣∣ .
Thus it is enough to estimate a lower bound of |(z + l, c)RN | for some z ∈ RN .
For each 1 ≤ ν ≤ N , we represent cν as a fraction

cν =
pν
qν

for some pν , qν ∈ Z. Let q∞ ∈ Z be a prime number which does not appear
in all pν and qν . Since c ̸= 0, there exists ν∞ such that cν∞ ̸= 0. We define
z ∈ RN as

zν =

{
1
q∞

if ν = ν∞,

0 if ν ̸= ν∞.

Then we obtain a lower bound

|(z + l, c)RN | ≥ 1

q∞

N∏
ν=1

1

qν
> 0.

Proof of (i) ⇒ (ii) in Theorem 3.3. We assume that there exists k ∈ Qq such
that tkw is rational and k ̸= 0. It is enough to prove that the leaf L including
0 ∈ Tn is not dense. Set

W =
{
(x, y) ∈ Rn

∣∣tkAx+ tky = 0
}
.

Since L ⊂ W in Tn, it is enough to prove that W is not dense in Tn. From
the rationality of tkw, the hyperplane W satisfies the assumption in Lemma 3.4.
Thus W is not dense.

We consider the opposite. We represent A as the sequence of column vectors
(A1, · · · , Ap) ∈M(q, p;R).

Lemma 3.5. If ZA1 + · · ·+ ZAp ⊂ Tq is dense, then FA is minimal.

Proof. It is enough to prove that

ZA1 + · · ·+ ZAp +Ax0 + y0 ⊂ Tq

is dense for each (x0, y0) ∈ Tn. From assumption, this is valid.
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From Lemma 3.5, the case for p = 1 is attributed to the following.

Theorem 3.6 (Kronecker). If 1, α1, · · · , αN ∈ R are Q-linear independent,
then Z(αν)

N
ν=1 ⊂ TN is dense.

See [17, Chapter 23] for some proofs. We use this fact in the proof of the
general case as well.

In the inductive step of our proof, the following map is useful.

Definition 3.7. Let V = {v1, · · · , vq} ⊂ Zq be a Q-basis of Qq. Then we put
πV : Tq → Tq as

π(y) = ( tvµy )
q
µ=1.

This is a finite covering homomorphism. In fact, identify V with the qth-
order matrix: V ∈ M(q, q;Z) whose determinant is non-zero. By elementary
divisor theory, there exist P,Q ∈ GL(q;Z) and a diagonal matrix E ∈M(q, q;Z)
whose each element is non-zero such that

PVQ = E.

We obtain the following commutative diagram.

Tn πP←−−−− Tn

πV

y yπE

Tn −−−−→
πQ

Tn

The map πE is a finite covering homomorphism. Since πP and πQ are homeo-
morphisms and group isomorphisms, the map πV is also a finite covering homo-
morphism.

We treat πV as “decomposition in direction V”. By the following lemma,
the density of ZA1 + · · ·+ ZAp can be considered in Im(πV).

Lemma 3.8. Let π : TN → TN be a finite covering homomorphism and H ⊂
TN be a sub-group. Set H ′ = π(H). If H ′ is dense, then H is also dense.

Proof. Put d = deg(π) ∈ N. Since π is a covering map, there exists a neighbor-
hood O′ of 0 ∈ TN such that

π−1(O′) =

d⊔
s=1

Os

and π|Os is a homeomorphism for each 1 ≤ s ≤ d. Assume 0 ∈ O1.
Then take any z ∈ TN and any neighborhood U ⊂ O1 of 0 ∈ TN . We prove

(z + U) ∩H ̸= ∅.
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Set U ′ = π(U). This U ′ is a neighborhood of 0 ∈ TN . We take a connected
open neighborhood V ′ ⊂ U ′ of 0 ∈ TN which satisfies d · V ′ ⊂ U ′. Here, we set

d · V ′ = {d · v′ ∈ Tn|v′ ∈ V ′}.

We represent π−1(V ′) as

π−1(V ′) =

d⊔
s=1

Vs.

For each 1 ≤ s ≤ d, there is a 1 ≤ s′ ≤ d uniquely such that

d · Vs ⊂ Os′

by d · V ′ ⊂ O′ and connectedness of V ′. Since d ·Ker(π) = {0}, we have s′ = 1:

d · Vs ⊂ O1.

Combine this with d · V ′ ⊂ U ′ to obtain the following:

d · Vs ⊂ U ⊂ O1

for each 1 ≤ s ≤ d. Set w = z
d and w′ = π(w). Since H ′ is dense, we have

(w′ + V ′) ∩H ′ ̸= ∅.

Thus there exists v′ ∈ V ′ such that w′ + v′ ∈ H ′. We write π−1({v′}) as

π−1({v′}) = {v1, · · · , vd},

where vs ∈ Vs for each 1 ≤ s ≤ d. We have

π−1({w′ + v′}) = {w + v1, · · · , w + vd}.

Then there exists 1 ≤ s ≤ d such that w + vs ∈ H. We obtain

z + d · vs = d(w + vs) ∈ H.

On the other hand, since d · vs ∈ d · Vs ⊂ U ,

z + d · vs ∈ (z + U).

Therefore we proved (z + U) ∩H ̸= ∅.

Proof of (ii) ⇒ (i) in Theorem 3.3. From Lemma 3.5, it is enough to prove

ZA1 + · · ·+ ZAp ⊂ Tq

is dense. For each 1 ≤ λ ≤ p, we define the map Φλ : Qq → R as

Φλ(k) =
tkAλ.
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The assumption (ii) is the same as

p∩
λ=1

Φ−1
λ (Q) = {0}.

Thus, by replacing the indexes in A1, · · · , Ap, we can assume the following:
there exists 1 ≤ p′ ≤ p such that if we put

W0 = Qq,

Wλ = Wλ−1 ∩ Φ−1
λ (Q) (1 ≤ λ ≤ p′),

then

W0 ⊋ W1 ⊋ · · · ⊋ Wp′ = {0}.

We take a Q-basis V ⊂ Zq of Qq which satisfies the following: there exists the
decomposition

V =

p′⊔
λ=1

Vλ

such that Vλ⊔· · ·⊔Vp′ is a basis ofWλ−1 for each 1 ≤ λ ≤ p′. Since vλ′ ∈ Φ−1
λ (Q)

for each 1 ≤ λ < λ′ ≤ p′, we can assume

tvλ′Aλ ∈ Z (3.2)

by multiplying vλ′ by an integer. Put qλ = #Vλ. Take πV and set A′
λ = πV(Aλ).

From Lemma 3.8, it is enough to prove

ZA′
1 + · · ·+ ZA′

p′ + · · ·+ ZA′
p ⊂ Tq

is dense. More strongly, we prove that the following is dense:

ZA′
1 + · · ·+ ZA′

p′ ⊂ Tq

The T-valued matrix (A′
1, · · · , A′

p′) ∈ M(q, p′;T) is blocked upper triangular
by (3.2), which the number of columns in each block is 1. Then it is enough
to prove that ZA′

λ is dense in the image of the projection Tq → Tqλ for each
1 ≤ λ ≤ p′. We represent Vλ as

Vλ = (vλ 1, · · · , vλ qλ) ∈M(q, qλ;Z).

Claim 3.9. For each 1 ≤ λ ≤ p′, the numbers 1, tvλ 1Aλ, · · · , tvλ qλAλ ∈ R are
Q-linear independent.
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Proof. For each γ0, γ1, · · · , γqλ ∈ Q, we assume

γ0 +

qλ∑
µ=1

γµ
tvλµAλ = 0.

This is transformed into the following equation:

t

(
qλ∑
µ=1

γµvλµ

)
Aλ = −γ0.

Set k =
∑qλ

µ=1 γµvλµ. This equation means that k ∈ Φ−1
λ (Q). Since k ∈ Wλ−1

whose basis is Vλ ⊔ · · · ⊔ Vp′ , we obtain k ∈ Wλ. Then k is a linear sum on
Vλ+1 ⊔ · · · ⊔ Vp′ . Thus we have γ1 = · · · = γqλ = 0 and γ0 = 0

From this claim and Theorem 3.6, ZA′
λ is dense in the image of the projection

Tq → Tqλ .

3.3 Leafwise cohomology

From now on, we assume FA is minimal. From Theorem 3.3, we have

||tAk|| > 0

for each k ∈ Zq \ {0}. We add a further condition for orientation of FA.

Definition 3.10. (i) We call A is diophantine if there exist β ≥ 0 and c > 0
such that

||tAk|| > c

|k|q+β

for each k ∈ Zq \ {0}.

(ii) We call A is Liouville if A is not diophantine.

Example 3.11. Each algebraic irrational number a over Q is diophantine.

Proof. Put d = deg(a) ≥ 2. We prove the existence of 0 < c < 1 such that∣∣∣∣ lk − a

∣∣∣∣ > c

|k|d
(3.3)

for each k ∈ Z \ {0} and l ∈ Z under | lk − a| < 1. Let P (T ) ∈ Q[T ] be the
minimal polynomial of a. We have the Taylor expansion of P (T ) at a:

P (T ) =

d∑
s=1

P (s)(a)

s!
(T − a)s.
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Under |T − a| < 1,

|P (T )| ≤ |T − a|
d∑

s=1

∣∣∣∣P (s)(a)

s!

∣∣∣∣ . (3.4)

Since P (T ) is monic, we have P (d)(a) = d! > 0. Thus we can set

c = min

1

2
,

1∑d
s=1

∣∣∣P (s)(a)
s!

∣∣∣
 .

Then take any k ∈ Z\{0} and l ∈ Z with | lk −a| < 1. Since P (T ) is irreducible,∣∣∣∣P( l

k

)∣∣∣∣ ≥ 1

|k|d
.

This estimation and (3.4) prove desired inequality (3.3).

Example 3.12. The following number a is Liouville:

a =

∞∑
s=1

1

2s!
.

Proof. Take any β ≥ 0 and c > 0. For each σ ∈ N, set

k = 2σ!,

l = −
σ∑

s=1

2σ!

2s!
.

Then

||ak|| ≤ |ak + l|

=

∞∑
s=σ+1

2σ!

2s!

=

∞∑
s=0

1

2(σ+1+s)!−σ!

≤
∞∑
s=0

1

2(σ+1+s)σ!−σ!

=
1

2σσ!

∞∑
s=0

1

2sσ!

≤ 2

2σσ!
.
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Thus it is enough to prove

2

2σσ!
≤ c

(2σ!)1+β
.

This is transformed into

(2σ!)σ−2−β ≥ 1

c
.

This is valid for a sufficient large σ ∈ N.

We rewrite the Liouville condition.

Lemma 3.13. If A is Liouville, then there exists {k(s)}∞s=1 ⊂ Zq \ {0} which
are mutually exclusive such that

||tAk(s)|| < 1

|k(s)|s

for each k ∈ N. Especially, lims→∞ |k(s)| =∞ and lims→∞ ||tAk(s)|| = 0.

Proof. Put M(1) = 1. For each s ∈ N, assume that M(s) > 0 and {k(s′)}s−1
s′=1

are given with |k(s′)| ≤ M(s) for each s′ ≤ s − 1. Set β = min{0, s − q} and
c = 1

2 . From a Liouville condition, we obtain k(s) ∈ Zq \{0} with |k(s)| > M(s)
which satisfies

||tAk(s)|| < 1

|k(s)|s
.

Put M(s+ 1) = |k(s)| and repeat the inductive steps.

Then we describe the computation results of the leafwise cohomology.

Theorem 3.14. ([5, Theorem 2.2])
Let 1 ≤ p′ ≤ p.

(i) If A is diophantine, then Hp′
(FA) ∼= Hp′

dR(Tp).

(ii) If A is Liouville, then dimHp′
(FA) =∞.

In the original paper, this proof is given when q = p = 2 and p′ = 1. We
give the proof for general q, p and p′ = 1.

Proof of (i) in Theorem 3.14 for p′ = 1. Fix constants β ≥ 0 and c > 0 in the
diophantine condition. Take any

η =

p∑
λ=1

fλ dxλ ∈ Z1(FA) (fλ ∈ C∞(Tn)).
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We have the Fourier expansion

fλ(x, y) =
∑

l∈Zp, k∈Zq

fλ, l ke
2πi(tlx+tky).

First, dx1, · · · , dxp ∈ H1(FA) are linear independent. To identify them with
a basis of H1

dR(Tp), it is enough to prove the following: if fλ, 0 0 = 0 for each
1 ≤ λ ≤ p, then η ∈ B1(FA). For each h ∈ C∞(Tn), we expand

h(x, y) =
∑
l k

hl ke
2πi(tlx+tky).

From partial integrations, we obtain

X(h) =
∑
l k

hl k2πi(l +
tAk)e2πi(

tlx+tky) ∈M(p, 1;C∞(Tn)),

where X ∈M(p, 1;X(Tn)) is the differential operator defined in (3.1). Here, set

Kλ = {k ∈ Zq| ||tAλk|| = ||tAk||},

then

Zq =

p∪
λ=1

Kλ.

Take any (l, k) ∈ Zn. If k = 0, we take λ such that lλ ̸= 0. If k ̸= 0, we take λ
such that k ∈ Kλ.

Claim 3.15. The following holds:

lλ + tAλk ̸= 0.

Proof. If k = 0, it is obvious. Assume k ̸= 0. Then

|lλ + tAλk| ≥ ||tAλk|| = ||tAk|| > c

|k|q+β
.

We set

hl k =
fλ, l k

2πi(lλ + tAλk)
. (3.5)

Claim 3.16. The definition (3.5) is independent of choices λ.

Proof. We take another λ′. We prove

fλ, l k
2πi(lλ + tAλk)

=
fλ′, l k

2πi(lλ′ + tAλ′k)
. (3.6)
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Since η ∈ Z1(FA), we have

Xλ′(fλ) = Xλ(fλ′). (3.7)

From partial integrations, we obtain

Xλ′(fλ) =
∑
l k

fλ, l k2πi(lλ′ + tAλ′k)e2πi(
tlx+tky). (3.8)

The formulae (3.7) and (3.8) prove desired (3.6).

Let h be a formal function whose Fourier coefficients are given above.

Claim 3.17. The formal function h is C∞ function.

Proof. We estimate Fourier coefficients to use Sobolev embedding. For each
(l, k) ∈ Zn, there exists λ such that

|hl k| =
|fλ, l k|

2π|lλ + tAλk|

≤ |fλ, l k|
2π

1

||tAλk||

=
|fλ, l k|
2π

1

||tAk||

<
|fλ, l k|
2π

|k|q+β

c
.

Since fλ is smooth, the coefficients |fλ, l k| decrease rapidly. This estimation
means that |hl k| also decrease rapidly.

Then we obtain h ∈ C∞(Tn) and η = dFA
h. Thus η ∈ B1(FA).

Proof of (ii) in Theorem 3.14 for p′ = 1. First, we prepare notations. Take a
sequence {k(s)}∞s=1 ⊂ Zq\{0} in Lemma 3.13. There exists a sequence {l(s)}∞s=1 ⊂
Zp such that

||tAk(s)|| = |l(s) + tAk(s)|.

Moreover there exists a sequence {λ(s)}∞s=1 ⊂ {1, · · · , p} such that

|l(s) + tAk(s)| = |l(s)λ(s) + tAλ(s)k(s)|.

Then there exists λA ∈ {1, · · · , p} such that

λ(s) = λA

for infinite number of s. We, therefore, proceed assuming

λ(s) = 1.
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That is,

||tAk(s)|| = |l(s) + tAk(s)| = |l(s)1 + tA1k(s)|. (3.9)

For each s ∈ N and σ ≥ s, we have

|l(s)1 + tA1k(s)| <
1

|k(s)|σ
. (3.10)

Since ||tAk|| > 0 for each k ∈ Zq \ {0}, stated at the beginning of this section
citing Theorem 3.3, we obtain the maximal σ. We denote this σ as σ(s). Then
we have

1

|k(s)|σ(s+1)
< |l(s)1 + tA1k(s)| <

1

|k(s)|σ(s)

and

|l(s)λ + tAλk(s)| <
1

|k(s)|σ(s)

for each 2 ≤ λ ≤ p.
Second, we construct non-trivial ηS ∈ Z1(FA) for each infinite subset S ⊂ N.

We define fS 1 ∈ C∞(Tn). For each s ∈ S, set

fS 1, l(s) k(s) =
1

(|l(s)1|+ 1)
σ(s)
3p · · · (|l(s)p|+ 1)

σ(s)
3p |k(s)|

σ(s)
3

.

For other (l, k) ∈ Zn, set fS 1, l k = 0. We put

fS 1(x, y) =
∑
l k

fS 1, l ke
2πi(tlx+tky).

This is smooth. Next, we define fS λ ∈ C∞(Tn) for each 2 ≤ λ ≤ p. For each
s ∈ S, set

fS λ, l k =
l(s)λ + tAλk(s)

l(s)1 + tA1k(s)
fS 1, l(s) k(s).

For other (l, k) ∈ Zn, set fS λ, l k = 0. We put

fS λ(x, y) =
∑
l k

fS λ, l ke
2πi(tlx+tky).

From (3.9) and (3.10), we obtain

|fS λ, l k| ≤ |k(s)||fS 1, l k|

for each (l, k). Thus fS λ is smooth. Then we put

ηS =

p∑
λ=1

fS λdxλ ∈ Z1(FA).
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Claim 3.18. The above ηS is non-trivial.

Proof. For preparing, we derive the evaluation equations that hold between
l(s)λ, k(s), and Aλ for each 1 ≤ λ ≤ p and sufficient large s ∈ N. In (3.9) and
(3.10), use trigonometric inequality and get

|l(s)λ| < |tAλk(s)|+
1

|k(s)|σ(s)

≤ |Aλ||k(s)|+
1

|k(s)|σ(s)
.

For sufficient large s ∈ N, we can assume |k(s)| ≥ 2 and obtain

|l(s)λ|+ 1

|k(s)|
< |Aλ|+ 1. (3.11)

Then assume ηS ∈ B1(FA). There exists h ∈ C∞(Tn) such that ηS = dFA
h.

We estimate |hl(s) k(s)| by the following.

2π|hl(s) k(s)|

=
|fS 1, l(s) k(s)|
|l(s)1 + tA1k(s)|

> |k(s)|σ(s)|fS 1, l(s) k(s)| (by (3.9))

=
|k(s)| 23σ(s)

(|l(s)1|+ 1)
σ(s)
3p · · · (|l(s)p|+ 1)

σ(s)
3p

=

(
|k(s)|
|l(s)1|+ 1

)σ(s)
3p

· · ·
(
|k(s)|
|l(s)p|+ 1

)σ(s)
3p

|k(s)|
σ(s)
3

>

(
1

|A1|+ 1

)σ(s)
3p

· · ·
(

1

|A1|+ 1

)σ(s)
3p

|k(s)|
σ(s)
3 (by (3.11))

=

(
|k(s)|
|A1|+ 1

)σ(s)
3p

· · ·
(
|k(s)|
|A1|+ 1

)σ(s)
3p

→∞.

This contradicts to
∑

l k |hl k|2 <∞.

Finally, we construct an infinite number of linearly independent 1-cocycles.
Take a family {Sν}∞ν=1 ⊂ 2N which satisfies the following two properties:

• For each ν ∈ N, Sν is infinite.

• For each ν, ν′ ∈ N, if ν ̸= ν′, then Sν ∩ Sν′ = ∅.

For example, let Sν be the set of whole numbers that are not divisible by the
first through the (ν − 1)-th prime numbers but are divisible by the ν-th prime
number. Then {ηSν}∞ν=1 is linear independent in H1(FA). The proof is the
same as Claim 3.18. Thus we have proved the result.
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4 Irreducible unitary representations for non-
abelian harmonic analysis

4.1 Some facts from representation theory

We summarize notions from representation theory for understanding the way to
the classification. Especially, we connect representation theories on Lie groups
and Lie algebras. Let G be a Lie group, V be a Banach space over C, and L(V )
be the space consisting of all bounded linear operators on V .

Definition 4.1. (i) A pair (π, V ) is a Banach representation if π : G→ L(V )
is a homomorphism and the following map is continuous:

G× V ∋ (x, v) 7→ π(x)v ∈ V.

(ii) A pair (π, V ) is a Hilbert representation if (π, V ) is a Banach representation
and V is a Hilbert space.

(iii) A pair (π, V ) is a unitary representation if (π, V ) is a Hilbert representa-
tion and π(x) is a unitary operator for each x ∈ G.

Definition 4.2. Let (π, V ) and (σ,W ) be Banach representations. We call
(π, V ) is equivalent to (σ,W ) if there exists a bi-continuous bijection linear map
T : V →W such that the following diagram is commutative for each x ∈ G.

V
T−−−−→ W

π(x)

y yσ(x)

V −−−−→
T

W

Definition 4.3. Let (π, V ) and (σ,W ) be unitary representations. We call
(π, V ) is unitarily equivalent to (σ,W ) if there exists a unitary bijection linear
map T : V →W such that the following diagram is commutative for each x ∈ G.

V
T−−−−→ W

π(x)

y yσ(x)

V −−−−→
T

W

Remark 4.4. Let (π, V ) and (σ,W ) be unitary representations. Then the fol-
lowings are equivalent.

(i) (π, V ) is equivalent to (σ,W ).

(ii) (π, V ) is unitarily equivalent to (σ,W ).

See [39, Corollary 4.3.1.2] for the proof. We use the term “equivalent” instead
of “unitarily equivalent” for unitary representations. Next, we define “atomic
units” of representations.
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Definition 4.5. Let (π, V ) be a Banach representation.

(i) A sub-space W ⊂ V is invariant if

π(x)W ⊂W

for each x ∈ G.

(ii) We call (π, V ) is irreducible if each closed invariant sub-space W ⊂ V is
trivial.

Definition 4.6. Set

Ĝ = {irreducible unitary representation of G}/(equivalent).

Our aim is the classification in Ĝ. We will attribute this problem to the
algebraic representation theory of sl(2,R).

Definition 4.7. Let (π, V ) be a Banach representation and set r =∞ or ω.

(i) A vector v ∈ V is a Cr-vector if the following map is Cr-map.

G ∋ x 7→ π(x)v ∈ V.

(ii) Let Vr ⊂ V be the space consisting of all Cr-vectors.

Remark 4.8. The subspaces V∞, Vω ⊂ V are dense.

See [39, Proposition 4.4.1.1] and [39, Theorem 4.4.5.7] for the proofs.

Remark 4.9. The subspaces V∞, Vω ⊂ V are invariant.

See [37, Chapter5, Proposition 2.3] and [37, Chapter 5, Proposition 6.6] for
the proofs. Let g be the Lie algebra of G. For g, we define notions “alge-
braically representation”, “algebraically equivalent”, “algebraically invariant”,
and “algebraically irreducible” in the same way as G. The exception is not to
use topology theory words.

Definition 4.10. Let (π, V ) be a Banach representation. We define the differ-
ential representation π′ : g→ EndC(V∞) as

π′(X)v = lim
t→0

π(etX)v − v

t

for each X ∈ g and v ∈ V∞.

Then (π′, V∞) is an algebraically representation. See [37, Chap 5, Proposi-
tion 2.4]. Let K ⊂ G be a compact sub-group. It is known that dim(τ) < ∞
for each τ ∈ K̂. See [37, Chap 1, Theorem 3.1].

Definition 4.11. Let (π, V ) be a Banach representation.
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(i) For each τ ∈ K̂, Let V (τ) ⊂ V be the isotypic component of type τ .

(ii) We call (π, V ) is K-finite if dim(V (τ)) <∞ for each τ ∈ K̂.

The following is fundamental fact.

Theorem 4.12. [20] Set (G,K) = (SO(n, 1), SO(n)) or (SU(n, 1), S(U(n) ×
U(1))). For each (π, V ) ∈ Ĝ and (τ,W ) ∈ K̂, we obtain

V (τ) ∼= {0} or W.

Especially, the multiplicity of W in V (τ) is at most 1 and (π, V ) is K-finite.

Remark 4.13. In general, the following fact is known. (See [39, Proposition
4.3.1.7] and [39, Theorem 4.5.2.11].) Let G be a connected semisimple Lie group
with finite center, K ⊂ G be a maximal compact sub-group, and (π, V ) ∈ Ĝ.
Then, for each (τ,W ) ∈ K̂, the multiplicity of W in V (τ) is at most dim(W ).
Especially, (π, V ) is K-finite.

Since

(SL(2,R), SO(2)) ∼= (SO(2, 1), SO(2)) ∼= (SU(1, 1), S(U(1)× U(1))),

each (π, V ) ∈ ̂SL(2,R) is SO(2)-finite.

Definition 4.14. Let (π, V ) be a Banach representation. Set

VK =
∑
τ∈K̂

V (τ).

Remark 4.15. If (π, V ) is a K-finite Banach representation, we have VK ⊂ Vω.

See [39, Corollary 4.4.5.17] for the proof. This remark and [39, Theorem
4.4.5.16] derive the following.

Remark 4.16. If (π, V ) is a K-finite Banach representation, then VK ⊂ V is
dense.

Remark 4.17. For each K-finite Banach representation, VK ⊂ Vω is alge-
braically invariant.

See [39, Proposition 4.4.5.18] for the proof. For each K-finite Banach rep-
resentation (π, V ), let (π′, VK) be the algebraically representation induced from
(π′, V∞).

Definition 4.18. Let (π, V ) and (σ,W ) be K-finite Banach representations.
We call (π, V ) is infinitesimally equivalent to (σ,W ) if (π′, VK) is algebraically
equivalent to (σ′,WK).

Finally, we state two important facts.
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Theorem 4.19. Let G be a unimodular Lie group, K ⊂ G be a connected
compact sub-group, and (π, V ) and (σ,W ) be K-finite unitary representations.
Then the followings are equivalent.

(i) (π, V ) is equivalent to (σ,W ).

(ii) (π, V ) is infinitesimal equivalent to (σ,W ).

See [39, Corollary 4.5.5.3] for the proof.

Theorem 4.20. Let G be a unimodular Lie group, K ⊂ G be a connected
compact sub-group, and (π, V ) be a K-finite unitary representation. Then the
followings are equivalent.

(i) (π, V ) is irreducible.

(ii) (π′, VK) is algebraically irreducible.

See [39, Theorem 4.5.5.4] for the proof. By two facts above, certainly the
classification of irreducible unitary representation on SL(2,R) is attributed to
the algebraic representation theory of sl(2,R).

4.2 Some facts from functional analysis

We summarize notions from functional analysis for understanding the way to
the classification. First, we introduce closed symmetric extension and Cayley
transform for linear maps. Let V be a Hilbert space over C.

Definition 4.21. A notation T : V → V is a linear operator if there exists a
sub-space D(T ) ⊂ V such that T : D(T )→ V is a linear map.

Definition 4.22. A linear operator T : V → V is closed if D(T ) is complete
with respect to the graph norm

||v||T = ||v||V + ||Tv||V ,

where || · ||V is the norm of V .

Definition 4.23. Let T : V → V be a linear operator. Assume that D(T ) ⊂ V
is dense. We define the adjoint operator of T as follows.

D(T ∗) ={v ∈ V |
For each u ∈ D(T ), there exists w ∈ V such that(Tu, v) = (u,w).}.

T ∗v = w.

Definition 4.24. Let T, T̃ : V → V be linear operators. We call T has an
extension T̃ if the followings hold.

D(T ) ⊂ D(T̃ ).

T = T̃ |D(T ).
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Definition 4.25. Let T : V → V be a linear operator and assume that D(T ) ⊂
V is dense. We call T is symmetric if T has an extension T ∗.

Theorem 4.26. A symmetric operator H : V → V has a closed symmetric
extension H∗∗.

See [41, Chapter 7, Section 3, Proposition 1] for the proof.

Definition 4.27. A linear operator T : V → V is isometric if

(Tv, Tw) = (v, w)

for each v, w ∈ V .

Proposition 4.28. If a linear operator T : V → V is closed isometric, then
D(T ) ⊂ V is closed.

Theorem 4.29. Let H : V → V be a closed symmetric operator. Then the
followings hold.

(i) The linear closed isometric operator

UH = (H − iI)(H + iI)−1

exists, where D(UH) = D((H + iI)−1).

(ii) We have

H = i(I + UH)(I − UH)−1.

The linear operator UH is called Cayley transform of H. See [41, Chapter
7, Section 4, Theorem 1] for the proof.

Next, we introduce a spectral resolution of a self-adjoint operator according
to [32, Chapters 4-5].

Definition 4.30. Let T : V → V be a symmetric operator. We call T is
self-adjoint if D(T ) = D(T ∗).

In general, let (S,B) be a measurable space.

Definition 4.31. A family E = {E(Λ)}Λ∈B is a resolution of unity on (S,B)
if the following four properties hold.

(i) For each Λ ∈ B, E(Λ) is a projective operator on V .

(ii) For each Λ1,Λ2 ∈ B, if Λ1 ∩ Λ2 = ∅, then E(Λ1) ⊥ E(Λ2).

(iii) If Λ = ⊔∞n=1Λn, then E(Λ) =
∑∞

n=1 E(Λn) in the sense of strong limit
(pointwise convergence).

(iv) E(S) = I.
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Let E be a resolution of unity on (S,B). For each v ∈ V , set

µv(Λ) = ||E(Λ)v||2.

Then µv is a measure on (S,B). The measure µv is finite:

µv(S) = ||v||2.

Let f : S → C be a measurable simple function. We write

f =

n∑
k=1

αk1Λk
,

where αk ∈ C and Λk ∈ B. Put

Tf : V ∋ v 7→
n∑

k=1

αkE(Λk)v ∈ V.

Then

||Tfv||2 =

n∑
k=1

|αk|2||E(Λk)v||2 =

∫
S

|f |2dµv.

Let f : S → C be a measurable function. Set

D(Tf ) =

{
v ∈ V

∣∣∣∣∫
S

|f |2dµv <∞
}
.

For each v ∈ D(Tf ), we take a sequence of measurable simple functions {fn}
such that

lim
n→∞

∫
S

|fn − f |2dµv = 0.

Then

||Tfmv − Tfnv||2 =

∫
S

|fm − fn|2dµv → 0.

Thus there exists

Tfv = lim
n→∞

Tfnv.

We write

Tf =

∫
S

f(λ)dE(λ).

Theorem 4.32. Let H : V → V be a self-adjoint operator. There exists the
resolution of unity E on (R,B(R)) uniquely such that

H =

∫
R
λdE(λ). (4.1)
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See [32, Theorem 5.7] for the proof. If (4.1) is satisfied, we call E is the
spectral resolution of H.

Finally, we introduce a von-Neumann algebra and its relation to a spectral
resolution of a bounded self-adjoint operator. For a von-Neumann algebra, see
also [28, Section 4.1].

Definition 4.33. (i) A sub-algebra A ⊂ L(V ) is ∗-sub-algebra if A is ∗-closed.

(ii) A ∗-sub-algebra A ⊂ L(V ) is a von-Neumann algebra if A is strongly closed.

Definition 4.34. For each L ⊂ L(V ), let L′ ⊂ L(V ) be the commutant.

Proposition 4.35. If L ⊂ L(V ) is a ∗-closed subset, then A = L′ is a von-
Neumann algebra.

If E is a resolution of unity on (R,B(R)), put

E(λ) = E((−∞, λ])

for each λ ∈ R.

Theorem 4.36. Let H ∈ L(V ) be a bounded self-adjoint operator, A ⊂ L(V )
be a von-Neumann algebra such that H ∈ A, and E be the spectral resolution of
H:

H =

∫
R
λdE(λ).

Then E(λ) ∈ A for each λ ∈ R.

See [37, Appendix E, Theorem] for the proof.

4.3 Classification

Using the preliminary above, we discuss the way to the classification of irre-
ducible unitary representations on SL(2,R). Let G be a Lie group. We assume
G is a sub-group in GL(N,C): G ⊂ GL(N,C). Then the Lie algebra g of G is
realized as

g = {X ∈ gl(N,C)|etX ∈ G for each t ∈ R.}.

We define the adjoint representation (Ad, g) as

Ad(x)X = xXx−1

for each x ∈ G and X ∈ g. Then we have

Ad′ = ad.

The following theorem is important for non-compact semisimple Lie groups.
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Theorem 4.37. Set G = SL(2,R) and let (π, V ) be a irreducible unitary rep-
resentation of G. If dim(V ) <∞, then (π, V ) is trivial.

Proof. Assume dim(V ) < ∞. Then we treat π as π : G → U(dim(V )). This is
a continuous map but more strongly C∞-map. Take elements

X1 =

(
1
2 0
0 − 1

2

)
, X2 =

(
0 1
0 0

)
from g. We have

ad(X1)X2 = [X1, X2] = X2.

Then we obtain

Ad(etX1)X2 = etX2

and

π′(Ad(etX1)X2) = etπ′(X2)

for each t ∈ R. The left hand side is transformed as

π′(Ad(etX1)X2) = π′(etad(X1)X2)

= π′

( ∞∑
n=0

tn

n!
ad(X1)

nX2

)

=

∞∑
n=0

tn

n!
π′ (ad(X1)

nX2)

=

∞∑
n=0

tn

n!
(ad(π′(X1))

nπ′(X2))

= etad(π
′(X1))π′(X2)

= Ad(etπ
′(X1))π′(X2)

= Ad(π(etX1))π′(X2).

Thus we obtain

Ad(π(etX1))π′(X2) = etπ′(X2).

Since the image of the left hand side is contained in Ad(U(dim(V ))), it is relative
compact. Then we have π′(X2) = 0. Especially, Ker(π′) ̸= {0}. Since (π′, V ) is
algebraically irreducible, we get Ker(π′) = V . Thus (π, V ) is trivial.

We prove the fundamental lemma in representation theory.

Theorem 4.38 (Schur’s Lemma). Let G be a group and (π, V ) be an irreducible
unitary representation of G. Set L = {π(x)}x∈G ⊂ L(V ) and A = L′ ⊂ L(V )
(commutant). Then A = CI.
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Proof. Since L is a ∗-closed subset, A is a von-Neumann algebra from Proposi-
tion 4.35.

We provide preliminary considerations. For each T ∈ L(V ), we write

T = H1 + iH2,

H1 =
T + T ∗

2
,

H2 =
T − T ∗

2i
.

Especially, H1 and H2 are bounded self-adjoint operators. Since A is a von-
Neumann algebra, the following two properties are equivalent.

(i) T ∈ A.

(ii) H1,H2 ∈ A.

Thus it is enough to prove the theorem for bounded self-adjoint operators.
Let H ∈ A be a bounded self-adjoint operator. We apply Theorem 4.32 for

H:

H =

∫
R
λdE(λ).

From Theorem 4.36, we have E(λ) ∈ A for each λ ∈ R. Then E(λ)V ⊂ V is
invariant. Moreover E(λ)V is closed since E(λ) is projective. Thus E(λ)V is
trivial from irreducibility of (π, V ). Since E(λ)V is monotone increasing, there
exists λH ∈ R such that

E(λ) =

{
I if λ > λH ,

0 if λ < λH .

In addition, we obtain E(λH) = I from the right continuous of E(λ) in the
sense of a strong limit. Thus

H = λHI.

Corollary 4.39. Let G be a group and (π, V ) be an irreducible representation
of G. If G is abelian, then dim(V ) = 1.

Proof. It is enough to prove that π(a) is a scaler operator for each a ∈ G. Since
G is abelian, we have π(a) ∈ A, where A = L′ and L = {π(x)}x∈G. From
Theorem 4.38, π(a) is a scaler operator.
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Set

X0 =

(
0 1

2
− 1

2 0

)
and

K = SO(2) = {etX0 |t ∈ R}.

We define the representation τm : SO(2)→ GL(1,C) as

τm(etX0) = eimt

for each m ∈ 1
2Z.

Proposition 4.40. The following holds.

K̂ = {τm}m∈ 1
2Z
.

Proof. Take any τ ∈ K̂. From Corollary 4.39, assume dim(τ) = 1. We write

τ(etX0) = etτ
′(X0).

Since τ is unitary, there exists ξ ∈ R such that τ ′(X0) = iξ. Moreover we obtain
ξ = m ∈ 1

2Z from τ(e4πX0) = 1. Then τ = τm.

Set G = SL(2,R) and take

X1 =

(
1
2 0
0 − 1

2

)
, X2 =

(
0 1
0 0

)
from g. Set

Y = −X0 +X2 =

(
0 1

2
1
2 0

)
.

Fix (π, V ) ∈ Ĝ. We define

D(C) = V∞,

C = π′(X0)
2 − π′(X1)− π′(Y )2.

The following theorem is also important for non-compact semisimple Lie groups.

Theorem 4.41. There exists q ∈ R such that

Cv = qv

for each v ∈ V∞.
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We provide preliminary for this theorem.

Lemma 4.42. For each x ∈ G, we have

π(x)Cπ(x−1) = C.

Proof. For each X ∈ g, we have

π(x)π′(X)π(x−1) = π′(Ad(x)X).

In fact, for each t ∈ R,

eπ
′(Ad(x)X) = π(etAd(x)X)

= π(etxXx−1

)

= π(xetXx−1)

= π(x)π(etX)π(x−1)

= π(x)etπ
′(X)π(x−1)

= etπ(x)π
′(X)π(x−1).

Then

π(x)Cπ(x−1)

= π′(Ad(x)X0)
2 − π′(Ad(x)X1)

2 − π′(Ad(x)Y )2

= C

by direct computation.

Since π is unitary, for each X ∈ g and u, v ∈ V∞,

(π′(X)u, v) = −(u, π′(X)v). (4.2)

Then

(Cu, v) = (u,Cv).

and C is symmetric. Thus C has closed symmetric extension H = C∗∗ from
Theorem 4.26.

Lemma 4.43. The following two properties hold.

(i) D(H) is invariant.

(ii) For each x ∈ G,

π(x)Hπ(x−1) = H.

37



Proof. First, we prove D(C∗) is invariant. Specially, we prove π(x)v ∈ D(C∗)
for each x ∈ G and v ∈ D(C∗). Take any u ∈ D(C). Then

(Cu, π(x)v) = (π(x−1)Cu, v)

= (Cπ(x−1)u, v) (Lemma 4.42)

= (π(x−1)u,C∗v) (D(C) is invariant.)

= (u, π(x)C∗v).

Thus D(C∗) is invariant and C∗π(x)v = π(x)C∗v for each v ∈ D(C∗). The
rest of the discussion can be done by replacing C and C∗ with C∗ and H,
respectively.

We define U by the following. (Cayley transform in Theorem 4.29)

U = (H − iI)(H + iI)−1.

Lemma 4.44. The following two properties hold.

(i) D(U) = D((H + iI)−1) is invariant.

(ii) For each x ∈ G,

π(x)Uπ(x−1) = U.

Proof. Since D((H + iI)−1) is the image of H + iI, (i) is obeyed from both (i)
and (ii) in Lemma 4.43. Also (ii) is obeyed from (ii) in Lemma 4.43.

Proof of Theorem 4.41. Recall D(U) is invariant from (i) in Lemma 4.44. Since
U is closed isometric, D(U) is closed by Proposition 4.28. From irreducibility of
(π, V ), we have D(U) = V and U ∈ L(V ). By Theorem 4.38 and (ii) in Lemma
4.44, there exists θ ∈ R \ 2πZ such that

U = eiθI.

Then we put

q = i
1 + eiθ

1− eiθ
∈ R

and get

H = qI.

Since H is an extension of C, then

C = qIV∞ .
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We define the most important differential operators. Set

H = −iπ′(X0), E = π′(X1) + iπ′(Y ), F = −π′(X1) + iπ′(Y ).

When we regard π′ as the representation of a complex Lie algebra sl(2,C), H,
E and F are given by

H = π′
(
0 − i

2
i
2 0

)
, E = π′

(
1
2

i
2

i
2 − 1

2

)
, F = π′

(
− 1

2
i
2

i
2

1
2

)
.

We get following four formulae by algebraic computation.

[H,E] = E,

[H,F ] = −F,

[E,F ] = −2H,

C = −H2 +
1

2
(EF + FE).

Moreover (4.2) derives the following.

(Eu, v) = (u, Fv) (4.3)

for each u, v ∈ V∞.

Definition 4.45. There exists M ⊂ 1
2Z uniquely such that

π ∼=
⊕̂
m∈M

τm

as the representation of K. We call m ∈M is a K-weight. We call v ∈ τm is a
K-weight m vector.

For each m0 ∈ 1
2Z and µ ∈ N = {0, 1, 2, · · · }, we put

ρµ = q + (m0 + µ)(m0 + µ+ 1),

σµ = q + (m0 − µ)(m0 − µ− 1).

Lemma 4.46. Let v ∈ VK be a K-weight m0 vector. Then, for each µ ∈ N, the
following six formulae hold.

(i) HEµv = (m0 + µ)v.

(ii) HFµv = (m0 − µ)v.
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(iii) FEµ+1v = ρµE
µv.

(iv) EFµ+1v = σµF
µv.

(v) ||Eµ+1v||2 = ρµ||Eµv||2.

(vi) ||Fµ+1v||2 = σµ||Fµv||2.

Proof. (i) Use [H,E] = E in induction.

(ii) Use [H,F ] = −F in induction.

(iii) For each µ ∈ N, Eµv is a K-weight (m0 + µ) vector by (i). From [E,F ] =
−2H, we have

(EF − FE)Eµv = −2(m0 + µ)Eµv.

From EF + FE = 2C + 2H2, we have

(EF + FE)Eµv = (2q + 2(m0 + µ)2)Eµv.

Then we obtain

FEµ+1v = ρµE
µv.

(iv) For each µ ∈ N, Fµv is a K-weight (m0−µ) vector by (ii). From [E,F ] =
−2H, we have

(EF − FE)Fµv = −2(m0 − µ)Fµv.

From EF + FE = 2C + 2H2, we have

(EF + FE)Fµv = (2q + 2(m0 − µ)2)Fµv.

Then we obtain

EFµ+1v = σµF
µv.

(v) We get the result from the transformation below.

||Eµ+1v||2 = (Eµ+1v,Eµ+1v)

= (Eµv, FEµ+1v) (by (4.3))

= ρµ||Eµv||2 (by (iii)).

(vi) We get the result from the transformation below.

||Fµ+1v||2 = (Fµ+1v, Fµ+1v)

= (Fµv,EFµ+1v) (by (4.3))

= σµ||Fµv||2 (by (iv)).
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The following theorem is the key for using non-abelian harmonic analysis.

Theorem 4.47. There exists a complete orthonormal system {ϕm}m∈M ⊂ VK

of V such that

Hϕm = mϕm, (4.4)

Eϕm =
√
q +m(m+ 1)ϕm+1, (4.5)

Fϕm =
√
q +m(m− 1)ϕm−1 (4.6)

for each m ∈M.

Proof. • There exists K-weight m0 ∈ 1
2Z such that we can take a K-weight

unit vector v ∈ VK . We fix them.

• If there exists µ ∈ N such that Eµv ̸= 0 and Eµ+1v = 0, put µh = µ. If
not, put µh =∞.

• If there exists µ ∈ N such that Fµv ̸= 0 and Fµ+1v = 0, put µl = µ. If
not, put µl =∞.

• Set

M0 = {m0 + µ|µ ∈ N, µ ≤ µh} ∪ {m0 − µ|µ ∈ N, µ ≤ µl}.

• When m0 + (µ+ 1) ∈M0, we have ρµ > 0 by Lemma 4.46(v).

• When m0 − (µ+ 1) ∈M0, we have σµ > 0 by Lemma 4.46(vi).

• Put

ϕm0
= v,

ϕm0+(µ+1) =
1
√
ρµ

Eϕm0+µ if m0 + (µ+ 1) ∈M0, (4.7)

ϕm0−(µ+1) =
1
√
σµ

Fϕm0−µ if m0 − (µ+ 1) ∈M0. (4.8)

• For each m ∈M0, (4.4) is checked from Lemma 4.46(i) and (ii).

• By (4.7),

Eϕm0+µ =
√
ρµϕm0+(µ+1).

Then we get (4.5) for m = m0 + µ.
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• We apply E to (4.8) and get

Eϕm0−(µ+1) =
1
√
σµ

EFϕm0−µ.

On the other hand, we have

EFϕm0−µ = σµϕm0−µ

from Lemma 4.46(iv). Thus we obtain

Eϕm0−(µ+1) =
√
σµϕm0−µ.

Then we get (4.5) for m = m0 − (µ+ 1).

• By (4.8),

Fϕm0−µ =
√
σµϕm0−(µ+1).

Then we get (4.6) for m = m0 − µ.

• We apply F to (4.7) and get

Fϕm0+(µ+1) =
1
√
ρµ

FEϕm0+µ.

On the other hand, we have

FEϕm0+µ = ρµϕm0+µ

from Lemma 4.46(iii). Thus we obtain

Fϕm0+(µ+1) =
√
ρµϕm0+µ.

Then we get (4.6) for m = m0 + (µ+ 1).

• Orthogonality is satisfied since H is symmetric.

• Normality is satisfied by Lemma 4.46(v) and (vi).

• Set W = span{ϕm}m∈M0
. From (4.4), (4.5), and (4.6), W is algebraically

invariant. Since VK is algebraically irreducible, we have W = VK and
M0 = M.

• Since VK ⊂ V is dense, we have W = V . Thus {ϕm}m∈M is a complete
orthonormal system.

Then we obtain the following result. For each (π, V ) ∈ Ĝ, let qπ be the
number in Theorem 4.41 and Mπ be the set in Definition 4.45.
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Corollary 4.48. Take any (π, V ), (σ,W ) ∈ Ĝ. Then the followings are equiv-
alent.

(i) π is equivalent to σ.

(ii) qπ = qσ and Mπ = Mσ.

By the corollary above, it is enough to classify q and M. We refine the
possible combinations of q and M.

Lemma 4.49. If M = Z, then q > 0.

Proof. For each m ∈ Z, we have q + m(m + 1) > 0. Put m = 0 and get the
result.

We denote q in the lemma as

q =
1

4
+ ν2 (ν ≥ 0),

q = σ(1− σ)

(
1

2
< σ < 1

)
.

Each of these corresponds to V 0, 12+iν , V σ ∈ Ĝ.

Lemma 4.50. If M = 1
2 + Z, then q > 1

4 .

Proof. For each m ∈ 1
2 +Z, we have q+m(m+1) > 0. Put m = 1

4 and get the
result.

We denote q in the lemma as

q =
1

4
+ ν2 (ν > 0).

This corresponds to V
1
2 ,

1
2+iν .

Lemma 4.51. If M = n+ N for some n ∈ 1
2Z, then q = n(1− n) and n > 0.

Proof. First, since q + (n− 1)n = 0, we have q = n(1− n). Next, we get n > 0
from q + n(n+ 1) > 0.

We divide the lemma into cases n ≥ 1 and n = 1
2 . Each of these corresponds

to U−n and V
1
2 ,

1
2

+ .

Lemma 4.52. If M = −n−N for some n ∈ 1
2Z, then q = n(1− n) and n > 0.

Proof. First, since q+ (−n)((−n) + 1) = 0, we have q = n(1− n). Next, we get
n > 0 from q + ((−n)− 1)(−n) > 0.

We divide the lemma into cases n ≥ 1 and n = 1
2 . Each of these corresponds

to Un and V
1
2 ,

1
2

− .
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Lemma 4.53. If M is bounded, then M = {0} and q = 0. Specially, π is trivial.

Proof. SinceM is bounded, π is finite dimensional. Then π is trivial by Theorem
4.37. Thus M = {0} and q = 0.

From the above four lemmata, we have completed the proof of the following
classification theorem.

Theorem 4.54. (see [37, Proposition 6.13, Theorem6.2, 6.4, 6.5])
For π ∈ Ĝ, let M ⊂ 1

2Z and q ∈ R be given in the table below. Then, there exists
an orthonormal basis {ϕm}m∈M of π such that

Cϕm = qϕm,

Hϕm = mϕm,

Eϕm =
√
q +m(m+ 1)ϕm+1,

Fϕm =
√
q +m(m− 1)ϕm−1

for each m ∈M.

π M q conditions

V 0, 12+iν Z 1
4 + ν2 ν ≥ 0

V
1
2 ,

1
2+iν 1

2 + Z 1
4 + ν2 ν > 0

V
1
2 ,

1
2

+
1
2 + N 1

4 -

V
1
2 ,

1
2

− − 1
2 − N 1

4 -
Un −n− N n(1− n) n ∈ 1

2Z with n ≥ 1
U−n n+ N n(1− n) n ∈ 1

2Z with n ≥ 1
V σ Z σ(1− σ) 1

2 < σ < 1
I {0} 0 -
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5 Proof of the main result

We state Theorem 1.1 in its precise form as Theorem 5.1. Set G = SL(2,R).
Let P ⊂ G be the subgroup of all upper triangular matrices, and Γ ⊂ G be a
cocompact lattice. Also, set MΓ = Γ\G. Let FP be the orbit foliation induced
from the natural action of P on MΓ. Under the G-invariant measure, L2(MΓ)
decomposes into a countable sum of irreducible unitary representations by [14,
Theorem 1.2.3]. Recall that the multiplicity of U−1 is equal to the one of U1

by [14, Theorem 1.4.2]. Then we prove the following theorem in this chapter.

Theorem 5.1. Let g be the multiplicity of the irreducible unitary representation
U−1 in L2(MΓ) with the G-invariant measure, where the lowest weight of U−1

is 1. Then there exist 1-cocycles x, y1, ..., y2g such that

H∗(FP ) ∼=
∧

[x, y1, · · · , y2g]
/(
{yi ∧ yj}1≤i,j≤2g

)
.

Furthermore, 1-cocycles x, y1, ..., y2g are treated as indeterminate variables.

5.1 Preliminaries

We summarize computation formulae.

5.1.1 Some facts from representation theory

Let Ĝ be the unitary dual of G. It is sufficient for us to compute dFP
on each

π ∈ Ĝ by using the differential representation. Indeed, L2(MΓ) decomposes into
a countable sum of irreducible unitary representations (see [14, Theorem 1.2.3]).
Take elements

X0 =

(
0 1

2
− 1

2 0

)
, X1 =

(
1
2 0
0 − 1

2

)
, X2 =

(
0 1
0 0

)
from sl(2,R). When we regardX0, X1, X2 as vector fields onMΓ, let ω0, ω1, ω2 ∈
Ω1(MΓ) be the dual forms of them. We put

Y = −X0 +X2 =

(
0 1

2
1
2 0

)
.

For π ∈ Ĝ, letting π′ be the derivative of π, we set

H = −iπ′(X0),

E = π′(X1) + iπ′(Y ),

F = −π′(X1) + iπ′(Y ).

When we regard π′ as the representation of a complex Lie algebra sl(2,C), H,
E and F are given by

H = π′
(
0 − i

2
i
2 0

)
, E = π′

(
1
2

i
2

i
2 − 1

2

)
, F = π′

(
− 1

2
i
2

i
2

1
2

)
,
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respectively. We set

C = π′(X0)
2 − π′(X1)

2 − π′(Y )2

which is called the Casimir element.
We use Theorem 4.54 in Chapter 4. The notations M and q are sometimes

denoted by Mπ and qπ, respectively. Based on Theorem 4.54, it is possible to
consider the exterior derivative:

dFP
: Ω0(FP )→ Ω1(FP ).

Let h be a C∞ vector of some π ∈ Ĝ. We have the Fourier expansion

h =
∑
m∈M

hmϕm.

Set f1ω1 + f2ω2 = dFP
h. Then Fourier coefficients of f1 and f2 are given by

f1m =
hm−1

2
αqm−1 −

hm+1

2
βq m+1

and

f2m = − ihm−1

2
αq m−1 + imhm −

ihm+1

2
βq m+1,

where

αq m =
√
q +m(m+ 1),

βq m =
√
q +m(m− 1).

Next, we consider
dFP

: Ω1(FP )→ Ω2(FP ).

Let f1, f2 be C∞ vectors of some π ∈ Ĝ. Set

g ω1 ∧ ω2 = dFP
(f1ω1 + f2ω2).

Then g’s Fourier coefficients are given by

gm =
if1m−1 + f2m−1

2
αqm−1 − (imf1m + f2m) +

if1m+1 − f2m+1

2
βq m+1.

For convenience, we replace h by −4h, f1m by 2f1m, f2m by 2if2m, and g by
ig, respectively. Then we always assume that

f1m = −hm−1αq m−1 + hm+1βqm+1, (5.1)

f2m = hm−1αqm−1 − 2mhm + hm+1βq m+1, (5.2)

or

gm = (f1m−1+f2m−1)αq m−1−2(mf1m+f2m)+(f1m+1−f2m+1)βqm+1. (5.3)
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5.1.2 Some facts from theory of Sobolev spaces

In this paper, we construct formal functions by using (5.1), (5.2), and (5.3). To
ensure their smoothness, we use L2-Sobolev norms. In general, let M be a com-
pact Riemannian manifold and (λs)

∞
s=0 be the sequence consisting of eigenvalues

of the Laplace-Beltrami operator:

0 = λ0 ≤ λ1 ≤ · · · ≤ λs ≤ · · · → ∞.

Then, for each k ∈ N, L2-Sobolev norm of k-th order with respect to the Bessel
potential is given by

||f ||2k =

∞∑
s=0

(1 + λs)
k|fs|2,

where f ∈ C∞(M) and (fs)
∞
s=0 is the Fourier coefficients of f . For exam-

ple, see [36, Definition 4.1]. We apply this fact to our case. We define the
Riemannian metric on MΓ whose orthogonal frame is {X0, X1, Y }. Then the
Laplace-Beltrami operator is

∆ = −X2
0 −X2

1 − Y 2

(see [38, Theorem 1]). Since G is connected unimodular, it follows that

Trace(ad(·)) = 0.

We transform with ∆ = C − 2X2
0 . Then we get

∆ϕm = (q + 2m2)ϕm.

Thus L2-Sobolev norm of k-th order is given by

||f ||2k =
∑

π⊂L2(MΓ),m∈Mπ

(1 + q + 2m2)k|fπm|2 (5.4)

for each k ∈ N and f ∈ C∞(MΓ).
We estimate L2-Sobolev norms (5.4) in Sections 5.3 and 5.4. We provide

some constants for this purpose. Observe the behavior of number q:

Lemma 5.2. The sequence (qπ)π⊂L2(MΓ) has no accumulation points, where qπ
is the number of π.

Proof. The non-existence of accumulation points is derived from the fact that
eigenvalues of ∆ diverge.

Resorting to Lemma 5.2, we can define a quantity as follows:

qΓ = inf
{
|qπ|

∣∣π ⊂ L2(MΓ), π ̸= I, U−1, U1
}
> 0. (5.5)

If qΓ > 1, then we put qΓ = 1. For each k ∈ N, set

CΓ k =
( 3!

q2Γ

)2
25k+8. (5.6)
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The estimation is performed by using the constant CΓ k under equations (5.1),
(5.2), and (5.3). When a special cocycle η ∈ Z∗(FP ) is given, we construct
ξ ∈ Ω∗(FP ) which satisfies η = dFP

ξ formally and prove that

||ξ||2k ≤ CΓ k+3||η||2k+3

for each k ∈ N.

5.2 Computation of zeroth cocycles

See [12, Introduction] and cited references in it for what follows. The flows
generated by X1 in MΓ is called the geodesic flow. It is known that almost all
orbits are dense. The flow generated by X2 in MΓ is called the horocycle flow.
It is also known that all orbits are dense. In particular, all leaves of FP are
dense. Thus the following holds.

Proposition 5.3. Any non-zero constant function generates H0(FP ).

5.3 Computation of second cocycles

To prove the lemmata below, we solve a linear equation for all Fourier coefficients
on each π ∈ Ĝ. The symbol |π means “restricted to π”.

5.3.1 Trivial representation.

We get the following lemma directly.

Lemma 5.4. H2(FP )|I = {0}.

5.3.2 Correspondence to the lowest weight 1.

We characterize the coboundary space.

Lemma 5.5. The following equation holds:

B2(FP )|U−1 =

{
g ω1 ∧ ω2

∣∣∣∣∣
∞∑

m=1

√
mgm = 0

}
. (5.7)

In particular, Z2(FP )|U−1 is spanned by ϕ1 ω1 ∧ ω2 and B2(FP )|U−1 .

Proof. Proving that the right-hand side of (5.7) contains B2(FP )|U−1 is easy.
To prove the opposite, let N be a positive integer. Putting

f
(N+1)
1m =

N + 1−m√
m(N + 1)

(1 ≤ m ≤ N),

f
(N+1)
1N+1 = 0,

f
(N+1)
1 =

N∑
m=1

f
(N+1)
1m ϕm,
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we have, by using by (5.3),

dFP
(f

(N+1)
1 ω1) = (−

√
N + 1ϕ1 + ϕN+1)ω1 ∧ ω2. (5.8)

To check (5.8), put

g(N+1) ω1 ∧ ω2 = dFP
(f

(N+1)
1 ω1).

For each 2 ≤ m ≤ N , we have

g(N+1)
m = f

(N+1)
1m−1 αqm−1 − 2mf

(N+1)
1m + f

(N+1)
1m+1 βqm+1

=
N + 1− (m− 1)√
(m− 1)(N + 1)

√
(m− 1)m− 2m

N + 1−m√
m(N + 1)

+
N + 1− (m+ 1)√
(m+ 1)(N + 1)

√
m(m+ 1)

=

√
m

N + 1

(
N + 1− (m− 1)− 2(N + 1−m) +N + 1− (m+ 1)

)
= 0.

Next, we observe that

g
(N+1)
1 =− 2 · 1 · f (N+1)

1 1 + f
(N+1)
1 2 βq 2

=− 2
N + 1− 1√
1 · (N + 1)

+
N + 1− 2√
2 · (N + 1)

√
1 · 2

=−
√
N + 1,

and

g
(N+1)
N+1 =f

(N+1)
1N αq N − 2(N + 1)f

(N+1)
1N+1

=
N + 1−N√
N(N + 1)

√
N(N + 1)− 0

=1.

Thus the formula (5.8) is valid.
We put

ξ(N+1) = f
(N+1)
1 ω1.

Let η = g ω1 ∧ ω2 be an element from the right-hand side of (5.7). Put

ξ =

∞∑
N=1

gN+1 ξ
(N+1). (5.9)

We obtain η = dFP
ξ formally. This is determined to be smooth 2-coboundary

after the Sobolev estimation from Lemma 5.6 below.

Lemma 5.6. Let η be an element from the right-hand side of (5.7) from
Lemma 5.5, and ξ be as (5.9). Then, for each k ∈ N, one has

||ξ||2k ≤ ||η||2k+3.
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Since the coefficient of ϕm in ξ defined by (5.9) is

∞∑
N=m

gN+1
N + 1−m√
m(N + 1)

,

it is sufficient to prove the following claim instead of Lemma 5.6.

Claim 5.7. Take any sequence (gN )∞N=1 satisfying

∞∑
N=1

N2k|gN |2 <∞

for each k ∈ N. Then, for each k ∈ N, the following inequality holds:

∞∑
m=1

(1 + 2m2)k

∣∣∣∣∣
∞∑

N=m

gN+1
N + 1−m√
m(N + 1)

∣∣∣∣∣
2

≤
∞∑

N=1

(1 + 2(N + 1)2)k+3|gN+1|2.

(5.10)

Proof. Fix k ∈ N. First, we estimate each term in the left-hand side of (5.10).
Put

g′N+1 = (1 + 2(N + 1)2)gN+1.

Then we have∣∣∣∣∣
∞∑

N=m

gN+1
N + 1−m√
m(N + 1)

∣∣∣∣∣
2

=

∣∣∣∣∣
∞∑

N=m

g′N+1

1 + 2(N + 1)2
N + 1−m√
m(N + 1)

∣∣∣∣∣
2

≤

( ∞∑
N=m

1

(1 + 2(N + 1)2)2
(N + 1−m)2

m(N + 1)

) ∞∑
N=m

|g′N+1|2 (Cauchy-Schwartz)

≤

( ∞∑
N=m

1

1 + 2(N + 1)2

) ∞∑
N=m

|g′N+1|2

≤ 1 ·
∞∑

N=m

(1 + 2(N + 1)2)2|gN+1|2.
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Hence, we estimate the left-hand side of (5.10) as

∞∑
m=1

(1 + 2m2)k

∣∣∣∣∣
∞∑

N=m

gN+1
N + 1−m√
m(N + 1)

∣∣∣∣∣
2

≤
∞∑

m=1

(1 + 2m2)k
∞∑

N=m

(1 + 2(N + 1)2)2|gN+1|2

=

∞∑
N=1

(1 + 2(N + 1)2)2

(
N∑

m=1

(1 + 2m2)k

)
|gN+1|2

≤
∞∑

N=1

(1 + 2(N + 1)2)2N(1 + 2N2)k|gN+1|2

≤
∞∑

N=1

(1 + 2(N + 1)2)k+3|gN+1|2.

This proves Claim 5.7.

5.3.3 Correspondence to the highest weight −1.

A similar argument also holds in this case.

Lemma 5.8. The following equation holds:

B2(FP )|U1 =

{
g ω1 ∧ ω2

∣∣∣∣∣
−1∑

m=−∞
(−1)−m

√
−mgm = 0

}
. (5.11)

In particular, Z2(FP )|U1 is spanned by ϕ−1 ω1 ∧ ω2 and B2(FP )|U1 .

Proof. Proving that the right-hand side of (5.11) contains B2(FP )|U1 is easy.
To prove the opposite, let N be a positive integer. We put

f
−(N+1)
1m =

N + 1 +m√
−m(N + 1)

(−N ≤ m ≤ −1),

f
−(N+1)
1−(N+1) = 0,

f
−(N+1)
1 =

−1∑
m=−N

(−1)N−mf
−(N+1)
1m ϕm.

Then we have, by using (5.3),

dFP
(f

−(N+1)
1 ω1) = (ϕ−(N+1) + (−1)N+1

√
N + 1ϕ−1)ω1 ∧ ω2 (5.12)

To check (5.12), put

g−(N+1) ω1 ∧ ω2 = dFP
(f

−(N+1)
1 ω1).
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For each −N ≤ m ≤ −2, we have

(−1)N−(m−1)g−(N+1)
m

= f
−(N+1)
1m−1 αqm−1 + 2mf

−(N+1)
1m + f

−(N+1)
1m+1 βq m+1

=
N + 1 + (m− 1)√
|m− 1|(N + 1)

√
(m− 1)m+

2m(N + 1 +m)√
|m|(N + 1)

+
N + 1 + (m+ 1)√
|m+ 1|(N + 1)

√
m(m+ 1)

=

√
|m|

N + 1

(
N + 1 + (m− 1)− 2(N + 1 +m) +N + 1 + (m+ 1)

)
= 0.

Next, we observe that

g
−(N+1)
−(N+1) = −2(−(N + 1))(−1)N+(N+1)f

−(N+1)
1−(N+1) + (−1)N+Nf

(N+1)
1−N βq−N

= 0 +
N + 1−N√
N · (N + 1)

√
(−N − 1)(−N)

= 1,

and

g
−(N+1)
−1 = (−1)N+2f

−(N+1)
1−2 αq−2 − 2(−1)(−1)N+1f

−(N+1)
1−1

= (−1)N+1

(
− N + 1− 2√

2 · (N + 1)

√
2 · 1 + 2

N + 1− 1√
1 · (N + 1)

)
= (−1)N+1

√
N + 1.

Thus the formula (5.12) is valid. This fact implies the result in the same way
as Lemma 5.5. The Sobolev estimation is the same as Lemma 5.6:

||ξ||2k ≤ ||η||2k+3.

This is also proved by Claim 5.7 except for the difference in the sign of m.

5.3.4 The other cases.

Let π ̸= I, U−1, U1 and fix mπ ∈M. To begin with, we observe the behavior of
dFP
|π. Put f1m = f2m = f1m+3 = f2m+3 = 0 for any m ∈ M which satisfies

m ≡ mπ (mod 4). We consider the linear map

(f1m+1, f2m+1, f1m+2, f2m+2) 7→ (gm, gm+1, gm+2, gm+3)

for all m ≡ mπ by (5.3). The coefficient matrix is a block diagonal matrix whose
block is a 4× 4 matrix. Each block is represented as

gm
gm+1

gm+2

gm+3

 =


βqm+1 −βq m+1 0 0
−2(m+ 1) −2 βqm+2 −βqm+2

αqm+1 αqm+1 −2(m+ 2) −2
0 0 αqm+2 αq m+2



f1m+1

f2m+1

f1m+2

f2m+2

 .

(5.13)
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We denote by Aqm this 4×4 matrix. Its determinant γqm = detAqm is written
as

γqm = −4q
√
m2 +m+ q

√
m2 + 5m+ 6 + q. (5.14)

This value is always non-vanishing when m,m+3 ∈M by the following lemma.

Lemma 5.9. The following inequality holds:

|γq m| ≥ 4min{q2, 1}.

In particular, one has |γq m| ≥ 4q2Γ.

Proof. When π ̸= I, U−n, Un, since M ⊂ 1
2Z, we have

|γqm| = 4q

√(
m+

1

2

)2
− 1

4
+ q

√(
m+

5

2

)2
− 1

4
+ q ≥ 4q2.

When π = U−n (n ≥ 3
2 ), |γqm| takes the minimum at m = n:

|γqm| ≥ 4|q|
√
n2 + n+ n(1− n)

√
n2 + 5n+ 6 + n(1− n)

= 4|q|
√
2n
√
6(n+ 1)

≥ 4 · 3
2
· 1
2

√
3
√
15

≥ 4 · 1.

When π = Un (n ≥ 3
2 ), |γq m| takes the minimum at m+ 3 = −n:

|γqm| ≥ 4|q|
√
(n+ 3)2 − (n+ 3) + n(1− n)

√
(n+ 3)2 − 5(n+ 3) + 6 + n(1− n)

= 4|q|
√
6(n+ 1)

√
2n

≥ 4 · 1.

The proof of Lemma 5.9 is finished.

By the above argument, we can determine the values f1m+1, f2m+1, f1m+2, f2m+2

which satisfy (5.13). Then take any

η = g ω1 ∧ ω2 ∈ Z2(FP )|π.

Put f1m = f2m = f1m+3 = f2m+3 = 0 for any m ∈ M which satisfy m ≡
mπ (mod 4). We determine f1m+1, f2m+1, f1m+2, f2m+2 in (5.13) and set

ξ = f1 ω1 + f2 ω2.

We get η = dFP
ξ formally. We continue the Sobolev estimations (see Lemmas

5.10 and 5.12 below).

Lemma 5.10. When π ̸= I, U−n, Un, one has

||ξ||2k ≤
( 3!

q2Γ

)2
25(k+3)+8||η||2k+3

for each k ∈ N, where qΓ is defined in (5.5).
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Proof. Fix k ∈ N and m ≡ mπ. Each entry of Aqm is bounded by 2
√
q +m2 or

2
√
q + (m+ 3)2. It is sufficient to consider the latter. Here, a cofactor of Aqm

is degree 3 polynomial of entries of Aqm. Thus any entry of the cofactor matrix
of Aqm is bounded by

3!23(q + (m+ 3)2)
3
2 .

Then, for each l = 1, 2 and m′ = m+ 1,m+ 2,

|flm′ | ≤ 1

|γq m|
3!23(q + (m+ 3)2)

3
2

(
m+3∑

m′′=m

|gm′′ |

)

≤ 3!

4q2Γ
23(q + (m+ 3)2)

3
2

4

√√√√ m+3∑
m′′=m

|gm′′ |2


≤ 3!

q2Γ
23(1 + q + 2(m+ 3)2)

3
2

√√√√ m+3∑
m′′=m

|gm′′ |2

from Lemma 5.9.

Claim 5.11. For each s′, s′′ ∈ {0, 1, 2, 3}, one has

1 + q + 2(m+ s′)2 ≤ 25(1 + q + 2(m+ s′′)2).

Proof of Claim 5.11. We find a constant c > 1 satisfying

1 + q + 2(m+ s)′2 ≤ c(1 + q + 2(m+ s′′)2),

which is equivalent to the following:

2c(m+ s′′)2 − 2(m+ s′)2 + (c− 1)(1 + q) ≥ 0.

Since π ̸= I, U−n, Un, it follows that q is positive. Then it is enough to satisfy

2c(m+ s′′)2 − 2(m+ s′)2 + c− 1 ≥ 0.

In the left-hand side, we can write

2c(m+ s′′)2 − 2(m+ s′)2 = 2(c− 1)

(
m+

cs′′ − s

c− 1

)2

− 2c
(s′′ − s′)2

c− 1
≥ − 18c

c− 1
.

Then it is enough to satisfy

− 18c

c− 1
+ c− 1 ≥ 0

or
−18c+ (c− 1)2 ≥ 0.

Roughly, this is valid for c ≥ 20. Thus we can set c = 25.
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We continue the proof of Lemma 5.10 by using this claim:

(1 + q + 2m′2)k|flm|2

≤
( 3!

q2Γ

)2
26(1 + q + 2m′2)k(1 + q + 2(m+ 3)2)3

m+3∑
m′′=m

|gm′′ |2

≤
( 3!

q2Γ

)2
25(k+3)+6

m+3∑
m′′=m

(1 + q + 2m′′2)k+3|gm′′ |2 (Claim 5.11).

Add together for l = 1, 2 and m′ = m+ 1,m+ 2. Then we get∑
l=1,2, m′=m+1,m+2

(1 + q + 2m′2)k|flm|2

≤
( 3!

q2Γ

)2
25(k+3)+8

m+3∑
m′′=m

(1 + q + 2m′′2)k+3|gm′′ |2.

Finally, the desired inequality is obtained by adding up for m ≡ mπ.

Lemma 5.12. When π = U−n, Un (n ≥ 3
2 ), one has

||ξ||2k ≤
( 3!

q2Γ

)2
25(k+3)+8||η||2k+3

for each k ∈ N.

Proof. It is sufficient to prove the case π = U−n, since the proof for the case
π = Un is similar. Fix k ∈ N and m ≡ mπ. Each entry of Aq m is bounded by
2(m+ 3). Then any entry of the cofactor matrix of Aq m is bounded by

3!23(m+ 3)3.

Then, for each l = 1, 2 and m′ = m + 1,m + 2, we estimate, by using Lemma
5.9,

|flm′ | ≤ 1

|γq m|
3!23(m+ 3)3

(
m+3∑

m′′=m

|gm′′ |

)

=
3!

q2Γ
23(m+ 3)3

√√√√ m+3∑
m′′=m

|gm′′ |2.

Claim 5.13. The following equation holds:

m+ 3 ≤
√
1 + n(1− n) + 2(m+ 3)2. (5.15)

Proof of Claim 5.13. We write (5.15) as

1 + n(1− n) + (m+ 3)2 ≥ 0.
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The left-hand side attains a minimum if m = n. Then

1 + n(1− n) + (n+ 3)2 = 7n+ 10.

This is non-negative.

We continue the proof of Lemma 5.12 by assuming this claim:

|flm′ | ≤ 3!

q2Γ
23(1 + n(1− n) + 2(m+ 3)2)

3
2

√√√√ m+3∑
m′′=m

|gm′′ |2.

Claim 5.14. For each s′, s′′ ∈ {0, 1, 2, 3}, one has

1 + n(1− n) + 2(m+ s′)2 ≤ 25(1 + n(1− n) + 2(m+ s′′)2).

Proof of Claim 5.14. We find a constant c > 13 satisfying

1 + n(1− n) + 2(m+ s′)2 ≤ c
[
1 + n(1− n) + 2(m+ s′′)2

]
,

which is equivalent to

2c(m+ s′′)2 − 2(m+ s′)2 + (c− 1)(1 + n(1− n)) ≥ 0.

Since c > 3 and m ≥ n ≥ 3
2 , we have

2c(m+ s′′)2 − 2(m+ s′)2 ≥ 2cm2 − 2(m+ 3)2

= 2(c− 1)

(
m− 3

c− 1

)2

− 18c

c− 1

≥ 2cn2 − 2(n+ 3)2.

Then it is enough to satisfy

2cn2 − 2(n+ 3)2 + (c− 1)(1 + n(1− n)) ≥ 0.

Since c > 13 and n ≥ 3
2 , the left-hand side is estimated from below:

2cn2 − 2(n+ 3)2 + (c− 1)(1 + n(1− n))

= (c− 1)n2 + (c− 13)n+ (c− 19)

≥ (c− 1)
(3
2

)2
+ (c− 13)

3

2
+ (c− 19)

=
19

4
c− 163

4
.

This is positive under c > 13. Thus we can set c = 25 roughly.

By this claim, the rest for the proof of Lemma 5.12 is the same as the
argument after Claim 5.11 in the proof of Lemma 5.10. This ends the proof of
Lemma 5.12.

Then the following holds.

Lemma 5.15. H2(FP )|π = {0}.
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5.3.5 The whole sum.

For any η ∈ B2(FP ) and π ⊂ L2(MΓ), let ηπ be the π-component. Then we get
a smooth cochain ξπ ∈ Ω1(FP )|π such that

||ξπ||2k ≤ CΓ k+3||ηπ||2k+3

for each k ∈ N. Thus we get η = dFP
ξ and

||ξ||2k ≤ CΓ k+3||η||2k+3,

where ξ =
∑

π ξπ.
We summarize the discussion so far. Recall that both the multiplicity of

U−1 and U1 in L2(MΓ) are g. We put

x = ω1,

yj = ϕ1(ω1 − ω2) in j-th U−1,

yg+j = ϕ−1(ω1 + ω2) in j-th U1.

These are 1-cocycles. Thus we get the following:

Proposition 5.16. The set {x ∧ y1, · · · , x ∧ y2g} is basis for H2(FP ), where
the number g is the multiplicity of U−1 and U1.

Remark 5.17. This recovers the result (1.3) by Maruhashi and Tsutaya [23].

5.4 Computation of first cocycles

We also solve a linear equation. The method is similar to the previous section,
with the addition of vanishing lemmata for special cocycles.

5.4.1 Trivial representation.

We get the following lemma directly.

Lemma 5.18. H1(FP )|I = Cω1.

5.4.2 Correspondence to the lowest weight 1.

We also characterize the coboundary space. Before doing it, we prove that the
special 1-cocycles are trivial.

Lemma 5.19. If f1 ω1 ∈ Z1(FP )|U−1 , then f1 = 0.
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Proof. Put g ω1 ∧ ω2 = dFP
(f1 ω1) and f1 0 = 0. Using (5.3), for any positive

integer N ≥ 3, we compute

N−1∑
m=1

√
mgm

=

N−1∑
m=1

√
m
(
f1m−1

√
(m− 1)m− 2mf1m + f1m+1

√
m(m+ 1)

)
=

N−2∑
m=0

√
m+ 1f1m

√
m(m+ 1) +

N−1∑
m=1

√
m(−2mf1m) +

N∑
m=2

√
m− 1f1m

√
(m− 1)m

=

N−2∑
m=0

(m+ 1)
√
mf1m +

N−1∑
m=1

(−2m)
√
mf1m +

N∑
m=2

(m− 1)
√
mf1m

= 0 +

N−1∑
m=N−1

(−2m)
√
mf1m +

N∑
m=N−1

(m− 1)
√
mf1m

= −N
√
N − 1f1N−1 + (N − 1)

√
Nf1N .

Since g = 0, we see that

f1N =

√
N

N − 1
f1N−1.

Thus we deduce that

f1N =
√
Nf1 1.

Then f1 = 0, since
∑∞

N=1 |f1N |2 <∞.

Lemma 5.20. The following equation holds:

B1(FP )|U−1 =

{
f1 ω1 + f2 ω2 ∈ Z1(FP )|U−1

∣∣∣∣∣
∞∑

m=1

√
mf2m = 0

}
.

In particular, Z1(FP )|U−1 is spanned by ϕ1(ω1 − ω2) and B1(FP )|U−1 .

Proof. Proving that the right-hand side contains B1(FP )|U−1 is easy. To prove
the opposite, let N be a positive integer. We put

h(N+1)
m =

N + 1−m√
m(N + 1)

(1 ≤ m ≤ N),

h(N+1) =

N∑
m=1

h(N+1)
m ϕm.

Then we have

dFP
h(N+1) = (some function)ω1 + (−

√
N + 1ϕ1 + ϕN+1)ω2
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by (5.2). Then let η = f1 ω1 + f2 ω2 be an element from the right-hand side.
Put

ξ =

∞∑
N=1

f2N+1 h
(N+1).

The 1-cocycle η − dFP
ξ satisfies the assumption of Lemma 5.19 formally. Thus

we obtain η = dFP
ξ formally. In the same way as Section 5.3.2, the following

Sobolev estimate holds:
||ξ||2k ≤ ||η||2k+3. (5.16)

Replacing g with f2, we can prove (5.16) by using Claim 5.7.

5.4.3 Correspondence to the highest weight −1.

A similar argument also holds in this case.

Lemma 5.21. The following equation holds:

B1(FP )|U1 =

{
f1 ω1 + f2 ω2 ∈ Z1(FP )|U1

∣∣∣∣∣
−1∑

m=−∞
(−1)−m

√
−mf2m = 0

}
.

(5.17)
In particular, Z1(FP )|U1 is spanned by ϕ−1(ω1 + ω2) and B1(FP )|U1 .

In the same way as Section 5.3.3, the following Sobolev estimate holds:

||ξ||2k ≤ ||η||2k+3,

where η = f1 ω1+ f2 ω2 is an element of the right-hand side of (5.17) in Lemma
5.21 and ξ = h is some 0-cochain.

5.4.4 The other cases.

Let π ̸= I, U−1, U1 and fix mπ ∈ M. We still start with proving the triviality
of the special 1-cocycles.

Lemma 5.22. Let f1 ω1 + f2 ω2 ∈ Z1(FP )|π. Assume f1m = f2m = f1m+3 =
f2m+3 = 0 for any m ∈M which satisfies m ≡ mπ (mod 4). Then f1 = f2 = 0.

Proof. Under the assumption, 1-cocycle conditions (5.3) is realized as the kernel
of the linear map

(f1m+1, f2m+1, f1m+2, f2m+2) 7→ (gm, gm+1, gm+2, gm+3)

for each m ≡ mπ (see (5.13)). Recall that the determinant γqm is not 0. Thus
f1 = f2 = 0.

We consider the linear map

(hm, hm+1, hm+2, hm+3) 7→ (f1m+1, f2m+1, f1m+2, f2m+2)
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for each m ≡ mπ + 2 in (5.1) and (5.2). The coefficient matrix is also a block
diagonal matrix whose block is a 4× 4 matrix. Each block is represented as

f1m+1

f2m+1

f1m+2

f2m+2

 =


−αqm 0 βq m+2 0
αqm −2(m+ 1) βq m+2 0
0 −αqm+1 0 βqm+3

0 αq m+1 −2(m+ 2) βqm+3




hm

hm+1

hm+2

hm+3

 . (5.18)

Its determinant is also γqm defined in (5.14).

Lemma 5.23. H1(FP )|π = {0}.
Proof. Take any f1 ω1 + f2 ω2 ∈ Z1(FP )|π. From (5.18), we can construct h
such that f1 ω1 + f2 ω2 − dFP

h satisfies the assumption of Lemma 5.22. Then
f1 ω1 + f2 ω2 = dFP

h.

In the same way as Section 5.3.4, the following Sobolev estimate holds:

||ξ||2k ≤
( 3!

q2Γ

)2
25(k+3)+8||η||2k+3,

where η = f1 ω1 + f2 ω2 is any 1-cocycle and ξ = h is some 0-cochain. This
proof is the same as that of Lemmas 5.10 and 5.12. However, we use the matrix
(5.18) instead of (5.13).

5.4.5 The whole sum.

In the same way as Section 5.3.5, for each η ∈ B1(FP ), we have ξ ∈ Ω0(FP )
satisfying

||ξ||2k ≤ CΓ k+3||η||2k+3.

The following assertion holds:

Proposition 5.24. The set {x, y1, · · · , y2g} is basis for H1(FP ), where the
number g is the multiplicity of U−1 and U1.

Remark 5.25. This recovers the result (1.1) by Matsumoto and Mitsumatsu
[24].

5.5 Determination of the ring structure

We can prove our main theorem by combining the above preparation with the
following lemma.

Lemma 5.26. Let ϕ1, ϕ
′
1 ∈ L2(MΓ) be weight vectors of U−1. Here, ϕ1 and ϕ′

1

do not necessarily belong to the same irreducible component. Also, let ϕ−1, ϕ
′
−1 ∈

L2(MΓ) be weight vectors of U1. Then

(X2
0 −X2

1 − Y 2)(ϕ1ϕ
′
1) = −2ϕ1ϕ

′
1,

(X2
0 −X2

1 − Y 2)(ϕ−1ϕ
′
−1) = −2ϕ−1ϕ

′
−1,

X0(ϕ1ϕ−1) = 0. (5.19)

Especially, ϕ1ϕ
′
1, ϕ−1ϕ

′
−1 and ϕ1ϕ−1 orthogonal to U−1 and U1.
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Proof. Formulae are proved easily. The first two of them mean that ϕ1ϕ
′
1 and

ϕ−1ϕ
′
−1 are eigenvectors corresponding to −2 of the Casimir element. On the

other hand, the Casimir element vanishes on U−1 and U1. Then they are
orthogonal to U−1 and U1. Also ϕ1ϕ−1 is orthogonal to U−1 and U1 by (5.19).
Indeed, the set M of U−1 and U1 does not contain 0.

Proof of Theorem 5.1. Generators of H∗(FP ) are given in Propositions 5.3,
5.16, and 5.24. The vanishing of yi ∧ yj in H2(FP ) follows from Lemma 5.26
for each 1 ≤ i, j ≤ 2g.
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6 Characterization of the parameter g

In Introduction, we obtained the dimension formula (1.4) as a consequence of
(1.1) and Theorem 1.1. We restate it below:

dimH1
dR(MΓ) = 2g.

We also restate Theorem 1.2 in Introduction as Theorem 6.1 and prove it. Set
G = SL(2,R) and K = SO(2). We identify G/K with the upper half plane.
through the linear fractional action. Let Γ be a cocompact lattice in G. We set
MΓ = Γ\G and ΣΓ = Γ\G/K.

Theorem 6.1. The following properties hold.

(i) The space ΣΓ is homeomorphic to a closed orientable surface.

(ii) Let gΓ be the genus of ΣΓ. Then g = gΓ.

6.1 Closed orientable surfaces from the upper half plane

Let (X, d) be a metric space and Γ be a group. The following property is
fundamental when considering quotient spaces in group actions.

Definition 6.2. A left action of Γ on X is called a discontinuous action if the
set

{γ ∈ Γ|C ∩ γC ̸= ∅}

is a finite set for each compact subset C ⊂ X.

If Γ acts on X discontinuously, then each Γ-orbit is discrete in X. In fact,
assume that there is a convergent sequence in some Γ-orbit. Let C ⊂ X be a
set consisting of such sequence and its limit point. Then C is a compact infinite
set. However, C contradicts the discontinuousness.

First, we will describe how to determine discontinuousness.

Definition 6.3. A metric space (X, d) is finitely compact if and only if any
closed ball in X is compact.

A finitely compact space is complete. The converse is not true. In fact,
infinite-dimensional Banach spaces are complete but not finitely compact.

Let Isom(X) be the group consisting of all isometries. We regard Isom(X)
as a topological group by the compact-open topology.

Theorem 6.4. (See [30, Theorem 5.3.5].) Assume that (X, d) is finitely com-
pact and Γ is a subgroup of Isom(X). Then the action of Γ is discontinuous if
and only if Γ is discrete in Isom(X).

Next, we discuss the conditions under which a quotient space has a natural
metric.
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Definition 6.5. Let (X, d) be a metric space and Γ be a subgroup of Isom(X).
Let dΓ : Γ\X × Γ\X → R be the function defined below:

dΓ(Γx,Γx
′) = inf

γ,γ′∈Γ
d(γx, γ′x′).

At this time, the following holds.

Theorem 6.6. (See [30, Theorem 6.6.1]) Let (X, d) be a metric space and Γ
be a subgroup of Isom(X). Then (Γ\X, dΓ) is a metric space if and only if each
Γ-orbit is closed in X. In particular, if Γ is a discontinuous subgroup, then
(Γ\X, dΓ) is a metric space.

The following theorem, considered quantitatively, is important.

Theorem 6.7. (See [30, Theorem 13.1.1]) Let (X, d) be a metric space, Γ be a
discontinuous subgroup of Isom(X), and π : X → Γ\X be the projection. Take
any x ∈ X and r > 0 which satisfy 0 < r < 1

4d(x,Γx − {x}). Then π induces
the isometry from Γx\B(x, r) to B(π(x), r). Here, B means an open ball, and
Γx means the stabilizer at x.

A point x ∈ X is exceptional if and only if Γx is non-trivial. The other
points in X are called regular. Let X be S2 or R2 or H2. From the discussion
in [30, Section 13.2], any exceptional point x ∈ X can be one of the following
three types:

• The group Γx is isomorphic to Z2. It consists of the identity map and a
reflection. In this case, x is called a mirror point.

• The group Γx is isomorphic to Zµ for some µ ≥ 2. It is generated by a
rotation whose angle is 2π

µ . In this case, x is called a cone point.

• The group Γx is isomorphic to some dihedral group. In this case, x is
called a corner point.

Proof of (i) in Theorem 6.1. Since Γ ⊂ G is cocompact, ΣΓ is compact. Be-
fore continuing the proof, recall that PSL(2,R) is isomorphic to the identity
component of Isom(H2) through the linear fractional action. By projecting Γ
to PSL(2,R), we apply the preparation above to our discussion. Each element
of Γ preserves the orientation of H2. Therefore any exceptional point is a cone
point. In particular, ΣΓ is a surface without boundary. The fact of orientation
preserving also derives that ΣΓ is orientable.

6.2 A view point from Seifert bundles

We summarize the facts from Seifert bundles. These are provided as needed for
our discussion. Therefore some of statements are in a limited form. See [29] for
complete discussions.
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Take (µ, ν) ∈ Z which satisfies 0 < ν ≤ µ and gcd(µ, ν) = 1. We treat Zµ as
the subgroup of S1. We define the left action of Zµ on S1 by the multiplication.
Define the left action of Zµ on D2 below:

ei
2π
µ · z = eiν

2π
µ z

for each z ∈ D2. Let the left action of Zµ on D2 × S1 be the diagonal action.
Let p : D2 × S1 → D2 be the first projection. Let p′µ ν : Zµ\(D2 × S1)→ Zµ\D2

denote the induced map, which makes the following diagram commutative:

D2 × S1 −−−−→ Zµ\(D2 × S1)

p

y yp′
µ ν

D2 −−−−→ Zµ\D2

In the diagram above, the horizontally oriented maps are canonical projections.

Definition 6.8. We call p′µ ν : Zµ\(D2 × S1)→ Zµ\D2 Seifert product bundle.

Definition 6.9. Take any z ∈ D2.

(i) When µ ≥ 2 and z = 0, we call (p′µ ν)
−1({0}) an exceptional fiber.

(ii) When µ = 1 or z ̸= 0, we call (p′µ ν)
−1({z}) a regular fiber.

Example 6.10. If µ = ν = 1, then the Seifert product bundle is a trivial
S1-bundle.

Example 6.11. Set µ = 3 and ν = 1. We identify Z3\(D2 × S1) with D2 × I,
where I = {eiθ ∈ S1|0 ≤ θ < 2

3π}. Then the following properties hold:

(i) The exceptional fiber (p′µ ν)
−1({0}) is {0} × I in D2 × I.

(ii) A regular fiber (p′µ ν)
−1({ 12}) is {

1
2 ,

1
2e

i 2
3π, 1

2e
i 4
3π} × I in D2 × I.

Next, we define the Seifert bundles.

Definition 6.12. Let M be a closed orientable 3-manifold and Σ be a close
orientable surface. A continuous surjection π : M → Σ is a Seifert bundle if
and only if there exists an open covering {Oλ}λ∈Λ of Σ such that the following
holds: for each λ ∈ Λ, there exist (µ, ν) ∈ Z2 with 0 < ν ≤ µ and gcd(µ, ν) = 1,
a homeomorphism hλ : π−1(Oλ) → Zµ\(D2 × S1), and a homeomorphism tλ :
Oλ → Zµ\D2 such that the diagram below is commutative:

π−1(Oλ)
hλ−−−−→ Zµ\(D2 × S1)

π

y yp′
µ ν

Oλ −−−−→
tλ

Zµ\D2
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Exceptional fibers and regular fibers are defined in the same way as in the Seifert
product bundles. The number of exceptional fibers is finite since Σ is compact.
Suppose that there are r exceptional fibers. Take {(µj , νj)}1≤j≤r ⊂ Z2 that goes
with them. For each 1 ≤ j ≤ r, define (αj , βj) ∈ Z2 by the three conditions
below:

(i) 0 < βj < αj .

(ii) αj = µj .

(iii) βjνj ≡ 1 (mod µj).

Then there exists b ∈ Z such that M is isomorphic to some uniquely determined
canonical form:

M ∼= S(gΣ; b; (α1, β1), · · · , (αr, βr)),

where gΣ is the genus of Σ. See [29, Theorem 3 in Section 5.2]. The number b
is called the obstruction. Set

e(π) = −

b+

r∑
j=1

βj

αj

 .

The number e(π) is called the Euler number.

Example 6.13. Let Γ be a cocompact lattice in G. Then πΓ : MΓ → ΣΓ is a
Seifert bundle and e(πΓ) ̸= 0. See [33, Section “ S̃L(2,R)”]. These results are
summarized in [13, Section 1].

Finally, we describe the fact about generators of a fundamental group.

Theorem 6.14. (See [29, Section 5.3].) Let π : M → Σ be a Seifert bundle.
Then π1(M) has generators

a1, b1, · · · , agΣ , bgΣ , q1, · · · , qr, h

under five relations below:

(i) [ak, h] = 1,

(ii) [bk, h] = 1,

(iii) [qj , h] = 1,

(iv) q
αj

j hβj = 1,

(v) q1 · · · qr[a1, b1] · · · [agΣ , bgΣ ] = hb.
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6.3 The first cohomology group

We complete characterizing the parameter g by computing the first cohomology
group.

Theorem 6.15. Let π : M → Σ be a Seifert bundle. If e(π) ̸= 0, then
H1(M ;Z) ∼= Z2gΣ .

Proof. From the Hurewicz theorem, we obtain

π1(M)/[π1(M), π1(M)] ∼= H1(M ;Z).

Through the Hurewicz isomorphism, we treat generators

a1, b1, · · · , agΣ , bgΣ , q1, · · · , qr, h

of π1(M) as that of H1(M ;Z). Let U ⊂ H1(M ;Z) be the subgroup generated by
a1, b1, · · · agΣ , bgΣ and V ⊂ H1(M ;Z) be the subgroup generated by q1, · · · qr, h.
Then we have H1(M ;Z) = U + V . Relations (i), (ii), and (iii) for generators
are trivial in H1(M ;Z). Relations (iv) and (v) lead to the following equations:

(iv)’ αjqj + βjh = 0,

(v)’

r∑
j=1

qj − bh = 0.

In particular, we obtain H1(M ;Z) = U ⊕V and U ∼= Z2gΣ . The following holds
for V .

Claim 6.16. There exist e1, · · · , er+1 ∈ Z − {0} with ej |ej+1 such that V ∼=
Ze1 ⊕ · · · ⊕ Zer+1

.

Proof of Claim 6.16. Let W ⊂ Zr+1 be the subgroup generated by r+1 vectors
below: 

α1

0
...
0
0
β1


, · · · ,



0
0
...
0
αr

βr


,



1
1
...
1
1
−b


.

From (iv)’ and (v), we obtain V ∼= Zr+1/W . Let A be the (r+1)th-order matrix
that arranges the generating system in W above. Then we have

detA =

 r∏
j=1

αj

 e(π) ̸= 0.

Therefore the required e1, · · · , er+1 ∈ Z − {0} are obtained from elementary
divisor theory.
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From Claim 6.16 and the universal coefficient theorem, we have H1(M ;Z) ∼=
Z2gΣ .

Proof of (ii) in Theorem 6.1. From Example 6.13, e(πΓ) ̸= 0. Apply Theorem
6.15 and obtain H1(MΓ;Z) ∼= Z2gΓ . Therefore g = gΓ.
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