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Chapter 1

The Basics

In this chapter, we provide some basic ideas about the framework in which data assimilation can be used.

1.1 Background Information

Definition 1.1.1 (From Wikipedia). Data assimilation is a mathematical discipline that seeks to optimally
combine theory with observations.

The main applications of data assimilation (DA) include:

1) The forecast of the evolution of a dynamical system,

2) The determination of the current state of a partially observed system,
3) The determination of an initial condition for the evolution of a system,
4) The determination of the value of some unknown parameters.

As mentioned in the above definition, data assimilation is a mathematical discipline, but was mainly devel-
oped by meteorologists and earth scientists. Now, its usefulness has been recognized and applied to several
research fields. Let us also emphasize that data assimilation always requires two ingredients: a model and
some data. A typical flowchart for any data assimilation process is given in Figure 1.1. Alternatively, a typical

Figure 1.1: A typical flowchart of a data assimilation process.
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Figure 1.2: A typical representation of a data assimilation process with three simulations.

representation of a data assimilation process with three simulations is represented in Figure 1.2. The above
definition also contains the idea of optimality, but this is subject to many constraints (as developed later) : the
model error (since a model is always a simplification), the precision error (no system is perfectly known or
described), the partial observations (in space and time), the computational errors, the simplifications due to
high dimensionality, the mathematical restriction (no exact solution known), efc. Note also that data assimila-
tion consists of many techniques and approaches, a diagram showing these developments is given on page 12
of [1].

The goal of this course is to develop the mathematical tools for fully understanding Figures 1.1 and 1.2,
and to understand some of the data assimilation methods. In addition, we shall describe some of the most
familiar data assimilation algorithms. Note that we shall always work in the discrete time setting. This
assumption simplifies part of the mathematics, and is sufficient for most of the applications. In addition, even
for continuous time systems, a discretization in time is usually applied during the computation process.

Let us finally stress that we will not implement these tools in any programming language (e.g. Python). This
is certainly unfortunate, but it would require too much additional time. On the other hand, students are
encouraged to work on the applications and on the implementations by themselves, and to look at many
examples available on internet.

1.2 Synthetic Data and Tests

We start by mentioning synthetic data since they are often used for testing any data assimilation algorithm.
We sketch how they are generated and how they can be used in some elementary data assimilation techniques.
This section is slightly cumbersome since we have not introduced the mathematical tools yet: they will be
introduced in Chapter 2.

Consider a (discrete time) physical system whose evolution is described by a function f : R¥ x Z — R", and
a function x : Z — RY satisfying the equation

x(n+ 1) = f(x(n),n). (1.2.1)

Here x(n) represents the state of the physical system at time n, and the space R" is called the state space. For
example, it can be the position space, or the position X velocity space, or a much more complicated space, as
we shall see in some examples later. Observe that the evolution of the system is provided by the function f



in (1.2.1), which gives the state of the system at time n + 1 as a function of the state of the system at time 7.
Note that the function f can also depend explicitly on the time n, as emphasized by the second variable of f.

Let us now emphasize that the equation (1.2.1) is already a model, an idealization of the reality, also called
the truth. Thus, we assume that the true system x’ : Z — R" has an evolution given by:

X(n+1) = f(x'(n),n) + gn) (1.2.2)

where g : Z — RY is a function which is never known. This means that x’ can also never be known exactly.
Since g is not known, this approach can not be used for generating synthetic data. We shall thus introduce an
equivalent trick.

For the creation of synthetic data, we usually assume that the truth x' : Z — RY satisfies the equation (1.2.1),
but that the model described by x : Z — RY satisfies the following equation:

x(n+ 1) = f(x(n),n) + £(n), (1.2.3)

where £(n) is called the model error at time n, and this model error is usually not known explicitly. In this
setting, the evolution of the truth follows the perfect system described by (1.2.1), while the evolution of the
model is described by (1.2.3) and involves an error related to the simplification of our model compared to the
truth.

Now even if the state of the true system at time 7 is supposed to be fully described by x’(n), it is usually not
possible to observe it in its entirety. The observations are possible only on part of the system, or through a
function defined on the system. For that reason, we define the observation y(n) of the physical system at time
n by

y(n) := H(x'(n)) + &(n), (1.2.4)

where H : RY — RM corresponds to what is measured on the system, and &(n) is the observation error, namely
the error in the measurement process. The function H is called the observation operator, or the observation
matrix in the simplest situation where H is a M X N matrix. Note that usually, M < N, but this is not required.
In this setting, the set of observations {y(#n)},ez corresponds to the synthetic data.

Based on the notations introduced above, we can now describe more precisely one of the goals of data assimi-
lation. As a time reference, we assume that the present time is denoted by n... Let us assume that {y(n)},<,, are
known. These observations can be either real observations, or synthetic observations as constructed above.
Then, one of the aims of data assimilation is to determine the observation forecasts {y/ (n)} for n > n,, or the
more challenging aim, to determine the system forecasts {x/ (n)} for n > n.. Uncertainties have to be attached
to these forecasts.

For testing the forecasts {yf (n)}n>n, one can usually only compare them with the set {y(n)},~,, when these
observations are available (which means in the future, if n, is the current time). However, in the present setting
with synthetic data, we can compare them with {H (x'(n))},.,, , or compare {xf (n)}n>n with {x'(n)},,,. . since
these quantities exist. One simple way to measure the error is with the Root Mean Sthare Error, abbreviated

RMSE.

The RMSE for a window of length p can be found by evaluating any one of the three expressions:

)4
1
JZ P ny (. +1) — y(n. + i)|2 (1.2.5)

i=1



or

P
JZ i I/ (n, + i) = H(x'(n, + i))|2 (1.2.6)
i=1

or

)4
1
D~ a (i) = 2+ D[’ (1.2.7)
i-1 P
Let us emphasize that (1.2.5) is always possible, if we wait until the time n. + p, while (1.2.6) and (1.2.7) are
usually unavailable. They are available precisely in the framework of synthetic data, and this is the interest of
this framework. In fact, by comparing (1.2.6) with the expression

i=1

P
JZ 117 |y(n* + i) — H(x'(n, + i))|2 (1.2.8)

we can conclude that the forecast process has been efficient if (1.2.6) is smaller than (1.2.8), while the predic-
tion scheme is not efficient if (1.2.6) is bigger than (1.2.8).

As a final remark, observe that having fixed n. to the present time is arbitrary, n. can also be fixed at any
particular time point in the past. This does not change any outcome, except that y(n) for some n > n, might
already be available for comparisons.

1.3 Data Driven Forecasting

In this section, we mention the simplest forecasting methods, and give a flavour of future developments.
Clearly, everything is very simple, since no mathematical tools have been introduced yet.

Let us start with polynomial interpolation. We consider a family {ti}fzo CR,t; #tjfori# j,andsetc;: R —> R
with

[lst—1)  (t—t)t—1)...(t = tii)t = tip1) ... (= 17)

[Tjeiti =) (i =t0)(ti = t1) ... (1 = ti=))(t; = tis1) ... (ti = 1)

Clearly, c;(¢;) = 1 but Ci(l‘j) =0ifi#j.

ci(t) :=

If {y(t9), ..., ¥(t/)} € RM are observations at time f, . .., #,, then one can set ¢ : R — RM as:

14
q(t) = > ey (13.1)

i=0

Thus, g is a function of the variable ¢ with values in RM. Observe that the graph of this function goes through
the points (¢, ¥(,)), since g(t;) = y(t;), for any i € {0, 1,...,¢}. Then, for any any ¢ ¢ {¢o, ..., 1} we can set
the observation forecast y/(f) := ¢(¢). Clearly, this approach can be applied to the discrete time example of
Section 1.2, but it performs poorly in general.

Exercise 1.3.1 (Linear interpolation). Write the expression for v/ (1) if the two observations y(ty) at time t
and y(t)) at time t; are provided. Prove that the corresponding polynomial represents a line in RM.

The next forecast scheme consists in a linear combination with training set. The idea is still to use a linear
combination of the past £ + 1 observations, as in (1.3.1), but without imposing the explicit coefficients c;(¢).

5



For simplicity, we shall assume that M = 1 and that #;,; — t; = cst for all i/, meaning that the observations
are taken at regular time intervals. We then define the residual r; as the difference between observation and
forecast, namely for j € {1,...,J}

¢
rj=y (tj+£+1> =¥ (tjses1) = Y(tje01) — Z X Y(tjae-i)- (1.3.2)
i=0

Clearly, the sum term is a linear combination of the £ + 1 previous observations, but the coefficients x; are not
fixed yet.

Suppose that we have J + £ + 1 data available, then we can write in a matrix form:

t t Cy(t
r Y(t1aes1) X0 Y(ter1)  y(te) ¥(t1)
_ _ _ ;. Yiew2)  y(tes) ... y(12)
r:=1:1= : - A - | € R with A = . . . € M]><€+1(R)
t : : :
" (tre41) e Y(ters) Ytesso1) oo Y(t))

Let us emphasize that the above construction is based on the assumption of the stationarity of the time series,
in the sense that the coefficients x, ..., x, can be used at any time! The regularity of the time between the
observations is necessary for this assumption.

We write the matrix equation above as r = y — Ax, where x is still unknown. If J = £+ 1 and if A is invertible,
we can set x ;= ﬂ‘ly, and then r = 0 € R/, but often J > ¢ + 1, and then there is in general no x € R such
that r = 0.

The method of least squares consists of finding x such that A% = ZJ-:] r? is minimum. Note that such an x
might not be unique, but at least there exists one. Thus, we denote these value(s) of x as x,, and write

x, := argmin 7[> = arg min g || Ax — y|%. (1.3.3)

Once one x, are found (see exercise below), we can use (1.3.2) and obtain:
¢
yf (th,41) = Z(x*)iy (tn.-i) -
i=0

In the sequel, we shall often consider square matrices with a special property: A matrix A € Myxn(R) is
positive definite if A is symmetric and x” Ax > 0 for all x € RV \ {0}. We write simply A > 0 if A is positive
definite. Note that since A is symmetric, its eigenvalues are well-defined, and this condition means that its N
eigenvalues are strictly positive.

Exercise 1.3.2. Consider F : R — R, with F(x) = ||[Ax — y|I* = (Ax — y, Ax — y), where the last notation
denotes the scalar product in R’. Show that VF(x) = 2A" (Ax —y), and that the Hessian Matrix of F is
Hp = 2ATA € Myiixer1(R). Show that ATA is positive definite if rank A = € + 1. If so, show that the
solution of

AT Ax = ATy

is the unique solution to the least squares equation (1.3.3). This implies that x. in the equation is unique.

Let us finally remark that the two approaches introduced above do not rely on any model for the dynamical
system generating the observations, they are part of the so-called autoregressive models based on data only.
In other words, there are instances of purely data driven models. More sophisticated models of this type exist,
but they use random variables, introduced in Section 2.1, as for example the ARIMA model.
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1.4 Model Driven Forecasting

We come back to the construction of Section 1.2, and assume that the evolution of the model is described by

x(n+1) = f(x(n))
with f : RY — RV, This is a simplification of (1.2.1) once the system is assumed to be autonomous.

Recall also that true evolution x’ is supposed to satisfy x'(n + 1) = f(x'(n)) + g(n) but g is not known, see
(1.2.2). Suppose also that an initial condition x(n.) is given. Then, for generating the forecast at n. + k one
has

Xno+ k)= fx(n +k=1D) == f(f(... fx(n)...)) = fH(x(n), (1.4.1)
where f° means “f composed k times”. On the other hand, for the truth one has
X (n.+k) = f(x’(n* + k- 1)) +g(n.+k-1) = f(f(xt(n* +k—2))+g(n. +k—2))+g(n* +k—-1)=... (14.2)

Observe that a new term g(x.. + ¢) enters at each step. Due to these additional terms, and in particular if f is
non-linear, the difference between x(n. + k) and x'(n. + k) will quickly grow, and the same for the difference
between

y(n. + k) = H(xX'(n. + k)) + &(n. + k) and y(n, +k) = H(x(n. + k)), (1.4.3)

where H denotes the observation operator, and € the observation error, as introduced in (1.2.4). In addition,
this construction depends on the initial value x(n.), which is not precisely known in general. If we define the
residual at time n, + k by

r(n. + k) :=y(n. + k) — yf(n* + k)

then one observes with (1.4.1), (1.4.2), and (1.4.3), that this residual is highly dependent on x(n.), with a very
complicated dependence on this initial condition.

Let us now present how past observations can improve our knowledge of x(n.), and therefore improve the
forecast x(n, + k). The approach is again based on the method of least squares. For simplicity we assume that
M = 1 and that the observation operator H : RY — R is linear, i.e. H(x) = Hx € R for some H € Miyn(R).

Figure 1.3: A window with £ past observations, and a window with ¢ forecast values.

We assume that £ past observations are available at regular time intervals, and denote them by {y(n.—¢ +i)}f.;1 C
R. Set L : RY — R defined by:

14
L(x) = (r(n, — L+ 1) = Z (. -+ D=y -+ 1))2
i=1

N =
N =

2 2

(Hx(n, — €+ 1) = y(n. — £ +1))

t
i=1
£

i=1

t
DU (HF ) =y - € +1)
i=1

N =

1
2

In the last step, we set : x = x(n, — €). A representation is given in Figure 1.3. Hence, we shall look for an
initial condition x = x(n. — £) which minimizes L, and then use x(n.) as the initial condition for forecasting
x(n. +1),...,x(n. +¢). This operation is repeated every ¢ intervals of time, often called a window of length €.
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Let us emphasize that the minimization problem is much more involved than the one seen in Section 1.3,
since the x-dependence is much more complicated. A local extremum x, of L satisfies VL(x,) = 0, but even
if we find one it is necessary to check that it is indeed a local minimum and not a local maximum. We set
H = (hy,...,hy) and observe firstly that

= (Hf*'(x) = y(n, — €+ i)) VHF* (x)

N

v B (HF) - yn. - 0+ D))

= —r(n. = L+ DV ) hj f‘”’(x))j

j=1

= —r(n.— £+ (()) H.

For the last equality, we recall that for a continuously differentiable function k : R¥ — R, the Jacobian
matrix Jy is given by

ox1 oxyN
Jr(x) =1 Cx).

Oky .. Oky

(9)(1 3XN

Exercise 1.4.1. Check and justify the above computations.
Thus, by collecting the previous equalities we infer that

4
VI(x) = — Z r(n, — ell + 1)

i=1

Let us emphasize that the expression VL(x) is very complicated but the does not depend on any
data, it depends only on the model and can be computed once for all. The cyan part depends on the data and
has to be updated every variational data assimilation cycle of length £.

There exist algorithms for finding x. such that VL(x,) ~ 0, such as the gradient descent method. Once an
optimal x, is chosen, we set x*(n,) := f °l(x,), where a stands to analysis, and define the forecasts yf (n.+1) :=
f(x%(n,)), up to y/ (n, + €) := f°{(x%(n,)). Usually, these forecasts are quite good, meaning that they are quite
close to the truth. When x/(n, + £) := f°/(x“(n.,)) is forecast, we add the superscript f for forecast. Later,
when the observations y(n, + 1),...,y(n. + ) are available, and when the method described above is applied
on the window n, + 1,...,n, + £, one gets an improved initial condition for x/(n, + €) for the next cycle, and
denotes it by x*(n, + £). Figure 1.4 corresponds to this scheme with £ = 5.

A . 4 .
. 8 =
20 . s 0
@, - & _
- v . ® e = 1
* 4 o o )
* ‘ @ =
» /
——— —

Figure 1.4: An illustration of the model driven forecasting scheme.



Remark 1.4.2. 1) If M > 1, the same approach holds, but one instead has to sum over the components of
(0 (. = €+ i) = y(n. — £+ ).
2) If H is non-linear, the same approach is possible, the same (cyan and ) separation holds, but the

is slightly more complicated.

3) What is missing are confidence intervals, or information about how much we can trust a forecast. This
notion is related to probability, which are going to be discussed in Section 2.1.



Chapter 2

Mathematical Background

This chapter contains the mathematical background necessary for the understanding of data assimilation tech-
niques.

2.1 Probability and Random Variables

The aim of this section is to describe and quantify any non-predictable experiment. We give a framework
suitable for many applications.

Definition 2.1.1 (Measurable space). A measurable space (A, &) is a set A together with a collection of
subsets & closed under complement, countable unions and countable intersections: if A € & A := A\A € &,
if{Aj}jen C & then UjA; € Eand NjA; € E. One also says that & is a o-algebra.

If A also belongs to &, then one condition can be dropped, as one can show in this exercise:

Exercise 2.1.2. Prove this statement: if & is a collection of subsets of A with A € & and which is closed under
complement and countable unions, then it is closed under countable intersections.

An example of a measurable space is the usual space R" together with the family of sets generated by intervals
by considering countable unions, intersections, and complements. In this case, one speaks about the Borel
o-algebra og. Thus, (RY, o) is the most common measurable space, and one usually denotes it simply by
RN. An other example of a measurable space is provided by A = {1;,..., Ay} a finite set and & the power set
of A consisting of all subsets of A. Two standard examples are

A = {heads, tails} or A:{--nmmﬂ}

This second example can also be extended to an infinite set, like for example A = N or A = Z, also endowed
with their respective power set.

Definition 2.1.3 (Probability space). A probability space (Q, 7, P) consists of a measurable space (0, F) with
Q e F, and a function P : F — [0, 1] satisfying P(Q) = 1, P(@) = 0 and

P (U‘/GNAJ') = Z P(A,)
JjeN
whenever A; N Ay = @ Vj # k. We call Q the sample space, ¥ the event space, w € Q an elementary event
and A € F an event, and finally P the probability measure.

10



Usually, Q is very complicated or unknown. Functions defined on Q are more important.

Definition 2.1.4 (Random variable). Consider a probability space (Q, 5, P) and a measurable space (A, E).
A random variable X : Q — A is a function satisfying for any A € &

weQ|Xw) eAl=X"A)eF. 2.1.1)

In the special case A = RY, or more precisely if we consider (A, &) = (RN, o), then (2.1.1) is satisfied if
X = (Xy,...,Xy) verifies
lweQ|Xjw)<xjVj=1,...,N}eF

for any (x1,...,xy) € RY. Note that the special case N = 1 corresponds to the standard univariate random
variables, while N > 1 corresponds to the multivariate random variables. Based on the notion of random
variable, we can define a new measure:

Definition 2.1.5 (Induced probability measure). When X : Q — A is a random variable from a probability
space (Q, T, P) to a measurable space (A, E), the map uyx : & — [0, 1] defined by

px(4) = P({w € Q| X(w) € A}) = P(X(4)) = P(X € A)
is called the induced probability measure. uy is also called the law of X, and we write X ~ ux for this
correspondence.

Usually, uyx is much simpler than X, since it is defined on (A, &), as for example on (RN, o), and not on
(Q,F). Let us mention that there exist two principal types of random variables (but others also exist). Quite
often, only these 2 types are mentioned.

Definition 2.1.6 (Absolutely continuous random variable). The random variable X : Q — RV is absolutely
continuous if the induced probability measure is absolutely continuous with respect to the Lebesgue measure,
namely if there exists a (measurable) function Iy : RN — [0, 00) satisfying for any A € o

ux(A) = fA Hx(x)dx.

The function Iy is called the probability density function, or simply the pdf.

Definition 2.1.7 (Discrete valued random variable). The random variable X : Q — A is discrete valued if
X(Q) = {X(w) | w € Q} is finite or countable. In this case, we define the function px : X(2) — [0, 1] by

px(x) := P(X7'({x)

for any x € X(Q). The function py is called the the probability mass function, or simply pmf.

In these two situations, we still write X ~ IIx or X ~ px. It is clear that the following properties hold:
fRN [y (x)dx = 1 and },cx(q) px(x) = 1. Observe also that for any absolutely continuous random variable X,
one has px(x) = 0 for any x € RY while ITx(x) € [0, co) for (almost every) x € RN,

Remark 2.1.8. Any function I1 : RN — [0, oo0) satisfying f [I(x)dx = 1, or any function p from a finite set or
a countable set A to [0, 1] satisfying Y., p(x) = 1, defines the pdf or the pmf of a random variable. However, in
such a situation we don’t have the probability space (Q2, F, P), we just have the law. If necessary, a probability
space can be constructed, but it is somewhat artificial.
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Let us still introduce a new measurable space (Z, G). In applications, this space will always be either R, or RY,
or M,,»(R), the set of n X m matrices with entries in R. Since M,«,,(R) can be identified with R it is also
a measurable space. We then consider functions f : A — Z. These functions are measurable if f~'(B) € &
for all B € G. Note that this notion of measurability was already the one imposed on the random variable

X:Q — A.

Definition 2.1.9 (Expectation). Let X : Q — A be a random variable. For any measurable function f : A —
&, the expectation of f(X) is defined by (the Lebesgue type integral)

E(f(X) = fA ) px(d). 2.1.2)

Note that when writing such an expression, we assume that it exists even with f replaced by |f| (absolute
convergence of the integral). When A is R, or RN, or M,s,u(R), we simply write E(X) for E(id(X)), where id
denotes the identity function satisfying id(x) = x,

For any A € &, we define the characteristic function 14 by 14(x) = 1 if x € A and 14(x) = 0 if x ¢ A. Thus,
14 : A — R is a measurable function, and one observe that the following equalities hold:

P(X € A) = P(lw € @ X(w) € A}) = ux(4) = fA px(d) = fA 14 x(d) = E(14 (X)),

Exercise 2.1.10. For o > 0and X € Rset 11 : R — [0, 00) by

1 ( 1 ( _)2)
exp|-—= (x —X)°].
’\/ﬂo‘ 20'2
Check that f I(x)dx = 1. We write X = N(X, 0?) for the corresponding univariate random variable, called
Gaussian random variable. Check that E(X) = E(id(X)) = % and Var(X) := E((X - E(X))) = E((X - ¥?) =

o’

II(x) =

More generally, for ¥ € RN and P € Myxy(R) with P > 0, set T : RN — [0, c0) with
II(x) :=

1 ! T p—-1 _
G e (g 7P ).

with |P| := det(P). Check that f I[I(x)dx = 1. We write X = N(X, P) for the corresponding multivariate random

variable, called N-dim Gaussian random variable. Check that E(X) = %, and that P = E ((x ~ (X - X)T).
Here, P is called the covariance matrix.

Exercise 2.1.11. If X : Q — RY is absolutely continuous with pdf Iy and if $ : RY — RN is bijective and
C®, show that Y := ¢(X) : Q — RY is a new absolutely continuous random variable, with pdf Ily given by
Iy(y) = My (¢‘1(y)) [Jyp-1 (VI Here, |J4-1(y)| denotes the determinant of the Jacobian matrix of ¢_1.

Consider now two measurable spaces (A',EY) and (A2, &%), and two random variables X! : Q — Al and
X? : Q — A? defined on the same probability space (Q, 7, P). The induced probability measures are denoted
by uyi and uy2. Set Z = (X', X?) : Q — A x A2 with A x A2 = {(x!,x?) | x! € A", x> € A?}. The set
A' x A? is endowed with the o-algebra generated by boxes A! x A2 = {(x', %) | x' € A! and x> € A?} for any
Al € 8! and A? € &. This o-algebra is denoted by &' x &2. The induced probability measure u is called the
joint measure. By definition, for any set A € &' x &, one has

P({we Q| ('), X*() € A}) = pz(A4) = fA pz(dx' x dx?) = fA

14(x!, ) pz(dx! x dx?).
I A2
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The following equalities then hold:
px1(AY) = uz(A' x A?) and  pye(A%) = pz(A' x A?)
for any A' € &' and A% € E2. The probability measures py1 and yuy. are called the marginal measures of .

Let us now assume that A/ = R7 and and that X/ are absolutely continuous random variables. Then Z : Q —
RV1+M: is absolutely continuous, with pdf denoted by ITx1 x» and its marginal pdfs given by

My (x) = f Hxl’XZ(Xl,Xz)dxz and Iy(x?) = f My o (x', x?)dx!.
RM RM
For X/ : Q — RV we set E(X/) := E (id(Xj)) € RNj and the cross-covariance matrix
1 y2 1 1 2 2\
Cov(X', X?) = E((x ~E(x") (X2 - ECE)) )e My, (R).

In particular, for X : Q — RN the covariance matrix is given by Cov(X) = Cov(X,X) € Myxn(R). In the
special case Ny = N> = 1 (a univariate random variable), the correlation is defined by

E((x! - E(xH) (X2 - E(x?)))
VE((x1 - Exh)?) - E((x2 - Ece)y)

Corr(Xl,Xz) = e[-1,1].

Definition 2.1.12 (Independence). The random variables X' : Q — A' and X* : Q — A! are independent if
forany A' € &', A? € E* one has

pz(A' X A%) = pyi (A1) pya(A%).
In the special case of absolutely continuous random variables X! : Q@ — RM and X? : Q — RM, the

independence of X! and X? is equivalent to the condition Il x2 = Iy,

So far, X' and X? were defined on the same probability space (Q, 7, P), and so does Z = (X!, X?). Let us now
briefly mention a converse situation, which is related to the famous optimal transportation problem.

Definition 2.1.13 (Transference plan). Given two probability measures ui, pp on A, a coupling for them
consists in a pair of random variables Z := (X', X?) on a probability space (Q, F,P) such that X/ : Q — A
has induced probability measure ;. The joint measure uyz is called the transference plan, and the set of all
transference plans is denoted by I1(uy, uo).

Note that a coupling always exists by considering X', X? independent, with the resulting joint measure given
by the product of the two initial measures. Another special situation is considered in:

Definition 2.1.14 (Deterministic coupling). Let u1, po be two probability measures on RN. If there exists
¢ : RN — RY bijective, differentiable and with inverse differentiable such that

[ e = [ o))
RN RN
for all “suitable” f : RN — R, then there exists a coupling Z = (X, (X)) with transference plan

pz(dx! x dx?) = 6(x* — ¢(x")) 1 (dx') dx?,

where 6 denotes the Dirac delta function. Such couplings are called deterministic couplings.

13



Usually, one looks for a coupling having a special property:

Definition 2.1.15 (Monge-Kantorovitch problem). A transference plan 7, is a solution of the Monge-Kanto-

. . . 2, .
rovitch problem for py, us : RN — [0, 00) with cost function c(x', x*) = ||x1 — x2|| if i, satisfies

uy = arginf E(|x' - x7).
Hz€ (1 u2)

Exercise 2.1.16. If N = 1, show that this problem is equivalent to the maximization of Cov(X', X?).

For discrete-valued random variables, the notion of conditional pmf is quite clear, as for example when two
random variables are defined on (€2, 7, P) and one of them takes a given value, what is the probability dis-
tribution of the other one? For absolutely continuous random variables, we shall use the following definition
(but heuristic derivations exist).

Definition 2.1.17 (Conditional probability). For j € {1,2} let X/ : Q@ — RNi be absolutely continuous random

variables, we set
HXZ,XI (XZ, Xl)

szlxl(xz | xl) = Iy (x)
X

(2.1.3)
whenever the denominator is not 0, and call Ty x: (- | x!) the conditional probability distribution function for
X2 under the assumption that X' takes the value x'.

Informally, we shall also say that ITyzx1 (- | x') is the pdf of X? knowing x'. For the numerator of (2.1.3)
observe that Ix1 x2(x!, x%) = My i (x%, x1).

Definition 2.1.18 (Disintegration formula). Let X°, X', ... X" be a family of random variables on (Q, F, P).
The following formula holds and is called the disintegration formula:

Hxn ’’’’’ XO(Xn, ey XO) :Hxnlxn—l XO(Xn I xn_l, ey XO) . Hxn—llXVL—Z XO(Xn_l I xn_Z, ey XO) ‘e

..........

e Hxl|X0(x1 | XO) . on(xo).

Lemma 2.1.19 (Marginal and conditional pdf). In the above framework one has

My (x') = E (Mo (x' | X7)).

Exercise 2.1.20. Prove the above lemma.

2.2 Discrete Time Markov Process

Recall that a discrete time dynamical system is defined by x : Z — RY and by f : RY x Z — RN satisfying
(1.2.1).

Definition 2.2.1 (Autonomous system). A system is autonomous if the function f does not depend explicitly
on n, namely f : RN — RV,

Given x(n.) we have seen that x(n. + k) can be obtained by applying (1.2.1) k times. Instead of considering
points, we can also consider sets A(n,) € RY and assume that x(n,) is inside A(n,). Then A(n. + 1) =
fAny),n) = {f(x,n.) | x € A(n,)}, and similarly for A(n. + k). We also would like to associate some
probabilities to these sets, and use the framework of Section 2.1.
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Let A € o and set P"(A) to be the probability that x(n) is in A. Then, do we have P"*!(f(A, n)) = P*(A)?
or what is the relation between P"*!1(B) and P*(A) if B is another Borel set of RV? Thus, we are interested in
defining a probability space (Q, 7, P) and a random variable X" : Q — R" with pdf IT" : RV — [0, o) such
that for any A € o

P"(A) = P(X" € A) = E(1, (X")) = fAH”(x) dx = fAn" (xX") dx".

In this setting, IT" represents the probability density that the system is at the point x € R at time .

We are also interested in knowing the relation between X" and X"*!, or equivalently between IT" and IT"*',
in order to see the relation between P"(A) and P"*!(A), if any? For example, if X° is given and allows us
to define for any Borel set of RV the probability that x(0) belongs to this set, can one deduce X', which will
define for any Borel set of RV the probability that x(1) is in this set? This question can (and will) be answered
iteratively.

Definition 2.2.2 (Stochastic process). Consider a probability space (Q,F,P) and set N := {0,1,2,...}.
A (discrete time) stochastic process is a family (X")neN defined on (Q,F,P) and taking values in a fixed
measurable space (A, E).

This definition is too general for our purposes. A more convenient definition is:

Definition 2.2.3 (Absolutely continuous discrete time Markov process). An absolutely continuous discrete
time Markov process with values in RN consists of a stochastic process with each X" : Q — R absolutely

continuous and satisfying for any n > 1 and x°, ..., x" € RN
Hxnlxn—l .... XO(Xn | Xn_l . x"_z, ey xo) = Hxnlxn—l(xn | xn_l). (221)
In other words, in a discrete time Markov process, if X" is known, knowing X"2, ..., X% does not bring any

additional information.

Remark 2.2.4. 1) Discrete time Markov process can be defined without the assumption of absolute continu-
ity, but then the general definition is more involved since one can not use the notion of densities. However,
discrete valued Markov process can easily be defined and are mentioned below. In the sequel, we shall
only consider absolutely continuous or discrete valued Markov processes, and simply call them Markov
process.

2) Equation (2.2.1) can also be stated by the disintegration formula:

3) It also follows from (2.2.1) that the Chapman-Kolmogorov equation holds:
Ty (2") = f Mot (7 | 27 ) gt () d (2.22)
RN

This equation is often written as Txn = Pllya1, or simply II" = PIT"™'. P is the transition operator,
assumed to be autonomous. If it is not autonomous, it is denoted by P".

Consider A a finite set {/li}ﬁi ,ora countable set {A;};eN, and let {X"},cn With X" : Q — A. This stochastic
process is a discrete valued discrete time Markov process for any x°,...,x" € A the following condition is
satisfied:

P(Xn = | Xn—l — xn—l,“.,XO — xO) — P(Xn = | Xn—l — xn—l).
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In this setting and if assume that the system is autonomous, then one sets
-1
pjc = PX" = 4; | X" = A4)

and this quantity is independent of n. It follows that p > 0 and that }}; p = 1. In this setting, equation
(2.2.2) becomes

POX" =) = D pu P(X"™" = 4).
k
The matrix (pj) is called the fransition matrix in the finite case, or the transition operator in the countable
case. For shortness, we still write IT" = PII"~! with H’]? =P(X" = 4)).

Definition 2.2.5 (Steady state). Let P be a transition operator for a discrete time Markov process. A solution
of the equation 11" = PII" is called a steady state I1*. The corresponding measure 11*dx in the absolutely
continuous case, or I1* in the discrete valued case, is called an invariant measure.

If T1° is a steady state, all IT" := (P)"TI° have the distribution I1°, and E(f(X")) = E(f(X°)) forany f : A — Z.

Definition 2.2.6 (Weakly stationary). A discrete time Markov process is weakly stationary if for all ny, no,
andn € N, E(X™) = E(X™) and Cov(X™*", X™*") = Cov(X™, X"2).

For a weakly stationary Markov process, we define the autocovariance function
C(n,m) := Cov(X", X™)

and observe that C(n,m) = C(0,m — n) for any m > n. This function provides information about the loss of
memory of the Markov process. Let us check that our initial example defines a Markov process:

Consider f : RV — RV Jet (€"),,en be a sequence of i.i.d (independent and identically distributed) absolutely
continuous random variables of law II, and let X° be an absolutely continuous random variable. Assume that

Xn+l — f(Xn) + é_-n,
and observe that the deterministic part of this equation is autonomous. Then one has
wo(@ | XX = HXnIanl(f(xn_l) +&7 .

Hxnlxnfl

.....

This relation corresponds to the Markov property. It also follows from the assumption that for fixed x" and
forany A € o

Xn+1 — f(xn) +§n =HXn+1|Xn(Xn+1 |xn) — Hsc(xn+l _f(xn))

| | | (2.2.3)
=PX" eA|X") = fILf(x"Jr - f(XM)dx™*
A
Exercise 2.2.7. Check the veracity of the relations (2.2.3).
We also have that
P(X" e A) = f Myt (1) da™*! (2.2.4)
A
= f [f Tyt (X | ) Ty (x7) A | A
ALJRN
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By comparing (2.2.4) and (2.2.5) one then infers that

f (X" = f(x™) My (x") X | dx™*! (2.2.5)
RN

et (X1 = f (™! = F() My (X") dx™
RV
Alternatively, one writes this equation as
Myne1 = Py with [PI](x) := f I (x — f(xX")I(x") dx". (2.2.6)
RV

Observe that this is the form of the Chapman-Kolmogorov equation mentioned in the item 3) of Remark 2.2.4.

2.3 Bayesian Inference

The aim of this section is to quantify everything (prior and posterior uncertainty) by using Bayes’ theorem.

Recall that for any probability space (€2, ¥, P), the conditional probability is defined for A, B € ¥ by

P(A N B)
PA|B) = ———.
(A|B) PB)
Then Bayes’ relation reads
P(A)
PA|B)=P(B|A)——.
(A|B)=P(B| )P B
Similarly, if X', X? are absolutely continuous random variables on (Q, ¥, P), one has
II 1
My (x| 22) = My (2 | xl)H’;E;; . (2.3.1)

As an example of application, let us come back to the inference model:
Y=HX)+¢

Here, Y € RM is the observation, H : R¥Y — RM the continuous observation operator, X an absolutely con-
tinuous random variable with values in RV and law Iy, and & the observation error, an absolutely continuous
random variable with values in RY and law II.. In this case, Y is also an absolutely continuous random
variable with

Iy(y) = fRN I (y — h(x)) x(x) dx. (2.3.2)

The proof for this equality can be mimicked from the argument given at the end of the previous section.
Computing Y, given X, is called the forward problem, but computing X, given Y, is the inverse inference

problem. In this setting, one has:
Iyx(y | ) x (x)
xy(x|y) = . (2.3.3)
xir(x 1Y) Ty (y)
Here, Ily is the distribution of X before any observation, called the prior pdf. Ilxy(- | y) is the distribution of
X after the observation, named the posterior pdf. Lastly, Ilyx(- | x) is the likelihood of the observation given

a particular value of X, called the likelihood function. Equation (2.3.3) is often written as

Hxy(x | y) oc Myx(y | ) Mx(x), (2.3.4)
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since we know that the density must integrate to 1. When y = yqs, which means after that the observations
took place, we write ITxa for ITyy(- | yobs) and rewrite (2.3.4) as

xa(x) o ypx (Yobs | 2) yr(x), (2.3.5)

where Iy, is the distribution of X before the observation. In this setting, IIx. is called the the pdf of the
analysis random variable, while Ilyy is called the pdf of the forecast random variable.

Let us now work on the simplest but seminal example.
Example 2.3.1. Consider Y = H(X) + & with the following assumptions:
H € Myxn(R),

X ~NG&EP) with €RY and Pe Myxn(R), P>0,
e~NO,R) with 0€RY and Re Mpyxu(R), R>O0.

We are to solve both the forward problem and the inverse inference problem. Recall that

1 1 T e _
Ix(x) = W exp (—E(x -o'p l(x - x))

1
Il.(2) = exp (—EZTP_lz) .

1
(27T)M/2|R|1/2
For the forward problem, by using (2.3.2) one has

(27.[.)—(N+M)/2

o) = | ————
e S EETTE

1 1
exp (—E(y —Hx)"R™'(y - Hx) - E(x -0 P (x- )"c)) dx
o exp —lyTR_ly + ldTC_ld ,
2 2
where
C:=P'+H'R'H >0 and d:=H'R'y+P'x eRV.
For this computation, the completing-the-square formula
XCx-2d"x=(x-C'd) C(x-C'd)-d"C'd
has been used.

For the inverse inference problem, one infers from (2.3.4) that
My (x | y) o Type(y | ) (x)
o exp (—%(y - Hx)'R"Y(y - Hx) - %(x —0' P (x - x))
o exp (—%(x —c ') c(x- c—ld)) .
This means that Ixa = Ixy(- | yobs) ~ N(X*, P*) with

P=C' = (P + HTR'H)™ (2.3.6)
#i=Cld=5-PH'R'(HX = yops) (2.3.7)
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Exercise 2.3.2. Prove equations (2.3.6) and (2.3.7).

Note that the previous expressions for P? is quite inefficient since it involves the inverse of three matrices.
This can be improved with the following lemma:

Lemma 2.3.3 (Woodbury formula). If E € M,x,(R), G € M,,x,u(R), both invertible, and if F € Mx;,(R),
H € M,x,(R), then the following equality holds:

(E+FGH) ' =E'—E'F(G' +HE"'F) '"HE™" . (2.3.8)

Exercise 2.3.4. Prove Woodbury formula.
By using this formula one gets the following expressions:
P*=P—-PH'(HPH" + R)"'HP
7 =%— PHT(HPH" + R\ (HX — yops).
These formulae are called the Kalman update formula.

In the previous expressions, the posterior probability distribution Ilxjy of X knowing Y could be obtained.
This is usually not the case, and one often gets only a partial information on this distribution, as for example
a point estimate, namely a single value instead of a distribution. Let us introduce two general definitions:

Definition 2.3.5 (Cost function). A cost function, or a loss function is a measurable function from A X A to
R, where (A, E) is the target space of some random variable.

Definition 2.3.6 (Bayesian estimator). Given a posterior pdf Ilxy(- | y), a Bayesian estimator for X with loss
function € is defined by

x* = arg minf £(x, %) My (x | y)dx. (2.3.9)
A

x'eA
Note that in the previous definition, we have assumed that A = RY, which allows us to write the integral, but

it could be more general. We continue with R since this situation appears often.

Examples 2.3.7. 1) If  is the quadratic loss function defined by £(x', x) = (x’ — x)?, then,

X' = f xxy(x | y)dx.
RN

This estimator is called the posterior mean estimate.

2) If € is the absolute loss function defined by €(x’, x) = |x' — x| and if N = 1, then x* satisfies

X" )
f Mxy(x | y)dx = f Ixpy(x | y)dx.
— x*

(o8]
This estimator is called the posterior median estimate.

3) If the loss function is given by
il =+ > o

{1
(X, x) =

0 otherwise,

then in the limit € — 0, it leads to the maximum a posterior (MAP) estimate, where Ilxy(- | y) takes its
global maximum.
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The Bayesian estimators still rely on the knowledge of the posterior distributions. Since these distributions
are rarely known explicitly, we often use sampling techniques. Let us introduce the notion of importance
sampling. For this, we come back to a measurable space (A, &), and recall that a measure on it is a function
i A — [0, o] satisfying u(@) = 0 and

(Vjena;) = > u(A))

jeN

whenever A; € Eand A; N Ay = @ Vj # k. If v is another measure on (A, &), then v is absolutely continuous
with respect to a measure u if v(A) = 0 whenever A € & verifies u(A) = 0. In this case and if we assume an
additional small technical assumption (u is o-finite, namely A can be decomposed into a countable union of
measurable sets of finite y-measure), then there exists a function p : A — [0, o) called the Radon-Nikodym
derivative such that

v(A) = f p(x)u(dx).
A
Observe that the notion just introduced is a generalization of the notion already discussed in Definition 2.1.6.

Now, if A = RV, if v is absolutely continuous with respect a o-finite measure y, and if u is iself absolutely
continuous with respect to the usual Lebesgue measure on RV, then u(dx) = IL,(x)dx (or equivalently u(A) =
j;\ IT,(x) dx ) in which case v(A) = fA p(OII,(x)dx which means that v is absolutely continuous with respect
to the Lebesgue measure. In this case we write v(dx) = p(x) I1,,(x) dx for an equality between measures, or
equivalently IT, (x) = p(x)I1,(x) for an equality between pdfs.

In the discrete case, the notion of absolutely continuity of one measure with respect to another one is easy
to understand. More precisely, if A is finite or countable, and if u, v are measures on A, then v is absolutely
continuous with respect to u if v(x) # 0 for any x € A satisfying u(x) # 0.

Definition 2.3.8 (Importance sampling). Let X, X’ be random variables with values in A and such that uy is
absolutely continuous with respect to uyx:. Assume that uy is a o-finite measure, and let w denote the Radon—
Nikodym derivative. If {x j}} C A are J independent samples from the random variable X, and if {xj =1 © A
are J' independent samples from the random variable C’, then for any measurable function g : A — E one

has

E(g(X)) = Zg( S Z W (X)) g(x)). (2.3.10)

If ux and py have a pdf or a pmf (in which case A = RY) denoted respectively by Ix and I, then a)(x}) =
Hx(x()

My (XJ;-)'

This approach is useful if we need the distribution of X while only the distribution of X’ is provided. In the
framework of the inference problem satisfying (2.3.5), one infers that for g : RN — =,

J HYIX(YObs I xf)
E(g(X?)) =
2 Zk IHYlX(yObs | xf)

g(xf )

are J independent samples from the random variable X/ .

where {x; }le
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Chapter 3

Basic Algorithms of Data Assimilation

This chapter contains a few basic algorithms of data assimilation, such as the Kalman filter.

We firstly introduce the general framework. Consider a function f : RY x Z — RN, A family of i.i.d. random
variables (£"),ecz following a common distribution &, and let (X"),cz be an absolutely continuous discrete time
Markov process with values in RY. The evolution is described by the discrete time dynamical system defined
by

X" = f(X", n) + & (3.0.1)
The observations in this framework is described by the random variables

Y = H(X"Y,t;)+ &7,

where {#1,..., 1} C Z are the time point of the observations, H : RN x Z — RM is the observation operator
which can be time dependent, and {&'/} are the observation noise, namely a family of i.i.d. random variables
with values in RM.

Remark 3.0.1. As already mentioned in Section 1.2, the model error (£"),cz is replacing the unknown function
g which is related to the true evolution, see (1.2.2).

11tk
obs

1tk
obs /*

Sety ' := (b"",...,¥"%) € My for a matrix of observations. We then want to find the pdf Iy yr 4 (-, 7 | y

Definition 3.0.2 (Names of processes). If n > t;, the process is called a prediction process. If n = t;, the
process is called a filtering process, while for n < t; one speaks about a smoothing process.

This distinction is important since the tools developed for the 3 processes are slightly different.

3.1 The Filtering Process

Suppose that the observation error € follows a N(0, R), and assume for simplicity that the observations take
place at t, = n for n > 1. By the Chapman-Kolmogorov equation (2.2.2),

My (x!) := Ty (1) = f My xo(x! | %) Myo(x%)dx” . (3.1.1)
RN
By Bayes’ theorem,

Myt (0" | xN) My (")
fnyllxl O | x) My (x)dx!
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and with the assumption on &, the first factor is given by:
1 1
1y 1y — 1 1 0T p=1,1 1
Hyllxl(y |x ) = Wexp(—z(y —H(X s 1)) R (y —H(x , 1))) . (313)

By Chapman-Kolmogorov, we can predict the pdf of X? (and this prediction includes the information obtained
by the first observation):

My (x%) := My (2 | y') = f My (¢ | x) yra(x) dx’ (3.1.4)
RN

In (3.1.1) and (3.1.4), the expressions Iyijxo(x! | x°) and 251 (x? | x') are referred to as the Markov kernel,
and are related to the equation (3.0.1). In this sense, it is natural to call these expressions a forecast, and to
attach the superscript f to them. Once a new observation y? is available, one gets by Bayes’ formula and as in
(3.1.2):

My2x2 (37 | x%) Mz (x%)

My (x?) = Myappia (22 | y12) = , (3.1.5)
x2a(x7) X2y ( o) fHY2|x2(y2 | ) T (2) do?
where the first factor takes the form
1 1
2, 2y _ 2 2 AT p=17.2 2
y2x2(y° | x7) = WCXP(—E(Y -H(x%,2)) R (y" - H(x ,2))) . (3.1.6)

The expression (3.1.5) is called the analysis for X> and uses all available information. For arbitrary #, = n,
one has:

Hxn,f(xn) = HXnIYl:)l—l(-xn |y1:n_1) = fN HX"|X"_l(xn | xn_l)HX”_lva(xn_l)dxn_l 5 (317)
R
1y 1) Ty ()
fR" Iynpen (3" | ) Mg (x7) dx

Tyna (x") := Mgy (X" | ') = (3.1.8)

This approach is called the sequential data assimilation.

Remark 3.1.1. 1) In the previous construction, we have assumed that observations are available at every
t, = n. If not, if we suppose that observations are available only every € steps, then we evolve the system
€ times with the Chapman-Kolmogorov equation, namely compute the forecast { times, before performing
the analysis step. This corresponds to applying the transition operator € times instead of one time between
each assimilation step.

2) In the previous construction, we have assumed that the observation operator could be explicitly time
dependent, but the same possibility holds for the model error &* and for the observation errors €". In this
case, the expression for the Markov kernel would be different at each time step, and the expressions (3.1.3)
and (3.1.6) would have additional dependences on n.

3.2 Kalman Filter (KF)

The Kalman filter is a special instance of the previous construction with the following additional assumptions:

g ~N(0,R),
& ~ N, 0),
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f(x)=Dx+b, DeMyw(R),beR",
H(x)=Hx, He MynR),

where O € Myxny(R) with Q > 0, and R € My«p(R) with R > 0. Thus, the Kalman filter corresponds to a
“linear” and autonomous evolution
X" =DX"+ b+ &" (3.2.1)

together with a “linear” and autonomous observation
Y'=HX"+¢&".
Here, &" and £&" are Gaussian distributions of mean 0.

Remark 3.2.1. 1) Recall that if X" ~ N(x, P"), then as a consequence of Equation (3.2.1),

D Gan N(D)‘c” +b,DP"DT + Q) .

2) Recall from Example 2.3.1 and from Equation (2.3.8) that ifo ~ N/, PT), then X* ~ N(3®, P*) with
P*:= P/~ KHP/
o= 5 = K(HZ = yops)
K :=P'H'(HP'H" +R)™
The matrix K is known as the Kalman gain matrix.
Thus, if we summarize the above results, and if X° = X%2 ~ N(z°, P%), one gets:

Algorithm 3.2.2 (Kalman filter). The Kalman filter algorithm (KF) is given by:

X" ~ N(D&""* + b, DP"""*D" + Q) = N(x"/, P"/),
Xa N()_c”’f B Kn(HX”’f —yn),Pn’f _ KnHPn,f) = N(xn,a’Pn,a)’
K" := P*"H'(HPHT +R)™".

Remark 3.2.3. In the previous setting, D (the evolution matrix), b (the evolution vector), Q (the model error
covariance matrix), R (the observation error covariance matrix), and H (the observation matrix) could be
time dependent.

3.3 Variational Data Assimilation

This section is an improvement of what was sketched in Section 1.4 with the method of least squares. This
variational approach is a smoothing technique which leads to the “best” initial condition, illustrated in Figure
3.1. We consider the autonomous model with no error: xX"*! = f(x"), and the observation operator H : RN —
RM. Let x € RY be a prior (background) knowledge of the system at time #y. If the assimilation window
consists of n observations, then we define the cost function L : R¥ — R by

L(x) = %(x — X0 B (x - X00) + % 3 (HG @) - ) RH ) - ).

i=1
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Figure 3.1: An illustration of the smoothing process, and the resulting corrected forecast.

Here, {y"',...,y"} ¢ RM are the observations, R € My (R) is the observation error covariance matrix, and

B € My«n(R) is the prior (background) covariance matrix. R and B are chosen a priori, and are related to our
. . . . . 1 0

confidence in the observations and in our prior knowledge of the system. The choice R = (O 1) and B~ =0

leads to the least squares method.

By a minimization process, we determine x which provides the minimum value for L. Then we get some
forecast by computing f°'(x") for any i. In particular, we can use f°(x") as the prior knowledge for the next
step (the next assimilation window).

Remark 3.3.1. If we set x° := x° and x = x° + h with h “small”, then we can linearize some expansions:
H(f (P + b)) = H(f () + Tu(f @) i) b =2 H( () + H L'
with J s (x°) = [T Jr(f*(x%). Then,

1 Lo ivi o
L(h) — _hTB—1h+_Z((}_{lLth_61)TR—1(WlLlh_6l)’
2 2 —

where §' = y'i — H(f°!(x")).

There exist several methods for finding the minimum of a function. The gradient descent method is a pop-
ular one, but the Gauss-Newton algorithm or the nonlinear conjugate gradient method are other (and more
powerful) methods.

It is possible to add some randomness in the model by considering X"*! = f(X") + &,, but the framework
becomes more complicated: see weak constraint 4DVar on pages 198-199 of [5].

3.4 Particle Filter

This is a method based on an ensemble of prediction combined with the importance sampling approach, see
Definition 2.3.8. Numerous predictions are made, and the best ones are selected with the likelihood function,
as introduced in equation (2.3.3).

We keep the general framework with £", £" i.i.d. random variables and the system of equations

Xn+l — f(Xn, n) +§n
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Y'=HX" . n)+&"

without imposing any specific form to f, H, &*, £*. We also assume that an observation is available at every
n € N, but this is not a restriction, as emphasized in Remark 3.1.1 (otherwise we evolve the system ¢ steps
before performing the assimilation).

We now further discuss two types of particle filters.

3.4.1 Sequential Importance Sampling (SIS)

Consider a random variable X%and a sample {x?}j: | from this random variable. Set the weights w? = % The

forecast system is realized at time 1 by {x}., cu(]).}jz1 with x}. = f(x?, 0) + f?. For any measurable g : RV — Z,

the expectation value of the forecast is given by
J
LYY -— 0 1
E(e(X™) := > wg(x)).
j=1

Once the observation y' is available, we set

- WMy (v | x))
W=

J’ J ’
Zj:] w(J)'HYHXl(yl | X})

!
i

Example 3.4.1. If we assume that Y" = H(X") + £" with €' ~ N(0,R), then

with Ty (0! | x}) the likelihood of the observation y' given x

1
My O | x}) = xp| =50 - HG)) RO - H(x}))) :

———e
QmMIR|1/2
Thus, the weight w} is small if H (x}.) is far from the observation y'.

The analysis (assimilated) system consists of {x;, w;}le, and one sets E(g(X'?)) := ij':l w;. g(x;.).
Iteratively, given the assimilated system {x;f,a);f} at time n, the forecast system at time n + 1 is given by

1.
o with

{2, w’}} with x"+! = f(x’}, n) + §;.‘, and the analysis system at time n + 1 is given by {xj WD

J J
1 1
el w;?HYH+1|Xn+1(y”+ |x;;+ )

J Z;:] a)'; Hyn+llxn+1 (yn+1 | X?+1)‘

w

The expectation values are respectively given by

J J
EX™™) = > olig(x™) and  E(e(X"') = > o gt
J=1 Jj=1

Unfortunately, this approach does not work well generally, because the weight will quickly concentrate on
very few particles, and the system will become very unstable. Therefore, we need to concentrate more on
realistic systems.
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Figure 3.2: An illustration of the SIR process

3.4.2 Sequential Importance Resampling (SIR)

This method is also known as bootstrap filter or condensation algorithm. The approach is the same as the
SIS, but a resampling is triggered whenever necessary.

Set Ji; = m to be the effective sampling size, and observe that J/;, = J if w;? = } V¥ j, while Jj; =~ 1 if

w? = 1 for one j, and wj; ~ 0 for all k # j. Thus, J; is a way to measure the uniformity of the set of weights.

The SIR consists of the SIS together with a resampling when J7; < aJ for a fixed @ < 1. Once this threshold
is met, a new sampling following the distribution {w?}! is chosen. More precisely, we use a multinomial

j=1
distribution: Multinomial distribution To each j € {1, ..., J} we associate the probability w;? (with 25:1 w;? =
1) and draw J independent numbers in {1,. .., J} according to these probabilities. An illustration is given in

Figure 3.2. Clearly, some j’s will be chosen more than once, while some j’s might not be chosen at all. It
turns out that E(choosing particle j at the resampling) = J w’}. We denote {zZ},{zl the corresponding set of new
particles (for example, z| = x7, ) = x¢, 25 = x¢, . ..) according to the J trials. It then follows that

J

J
1
E((X™) = ) e = ) S8,
j=1

J=1

We can then continue the SIS process with {z’},w’} = %}Ll until the next threshold is met. Thus, the re-
sampling allows us to concentrate on the most meaningful particles. When the resampling takes place, some

particles will be identical, but because of the randomness, their trajectories will quickly move apart.

Remark 3.4.2. This approach can be used for estimating some parameters, even time-dependent parameters,
as we shall see in the next section.

3.5 Application of Particle Filter to COVID-19

This section is about an application of the SIR approach introduction in the previous section. Its goal is to
outline a method to estimate the effective reproduction number in real time for COVID-19, by using an agent-
based model and a particle filter scheme. In this setting, one particle is one simulation of the epidemic in
Tokyo, and we shall deal with J = 100000.

The model that we will be using is illustrated in Figure 3.3. Here, Ps, P,, P, P;, P4, and P, are probabilities.
To each compartment (box), one associates a distribution for the number of days spent in the compartment
(based on the medical information). In this setting, n represents the time in days. Then the random variable
X" is defined by

shgstygs

X" = (E" 1, I, T", D", R", Ry(n), Pa(n), Ty(m))
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Figure 3.3: The model, with various boxes representing various states in the proliferation of COVID-19.

with X" € N® x [0, 00) x [0,1] X [0,00) € R?. There are three unknown parameters, namely the effective
reproduction number R;, the probability of dying P4, and the average time T}, spent in compartment 7. We
also define the random variable of observations Y” := (T", D", R") € N*> c R3 since they are the only reliable
observations (highlighted pink in the figure).

In this setting, the observation operator H : R® — R? is simply the projection on variables 4, 5, and 6, so
H € M3,9(R). Then, we get the system:

Xn+1 - f(Xn),
Y'=HX" + &",
with &” ~ N(0, R"), and f defined as a function of several variables and with values in R®. Note that the precise
content of f is depends on the model chosen, but its nine components are sketched below. Note that we do
not indicate the dependence on the fixed probabilities Ps, P, P,, P;, P4, and P,, but only on the components
of the random variable X":
E™! = fi(I3, Ri(n),n)
I = f(E",n)
= (1, n)
T = (I3, Tu(n), n)
D™ = f5(T", Ty(n), Pa(n), n)
R = fo(T", Th(n), 1 = Pa(n), n)
R(n+1) = f7(Ri(n),n)
Py(n+1) = fs(Pa(n),n)
Ty(n+1) = fo(Ty(n), n)
Note that each function contains some randomness, implicitly represented by the explicit dependence on the
time variable n. By choosing a diagonal covariance matrix
orm? 0 0
R'=| 0 o 0 | € M3a(R),
0 0 o2

R
one gets the likelihood function

T -T" 2 D' — D" 2 R" — R" 2
HY”|Xn(y" | x") o exp _( 0b2s) _ ( Zobs) 3 ( zobs)
207(n) ZO-D 2O_R
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with y = (T, D"

obs’ 7 obs’

R7, ) the observations provided by the ministry of health.

By evolving simultaneously J systems like this, and by computing the weights a);? for each of them, a SIR
process can be implemented. Then, if X represents the k component of X" for k € {1,...,9} one infers its
analysis value by

J
E(XpY) = ) o (¥
j=1

For k =7, one gets the effective reproduction number R;. For more details, see [8].
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Chapter 4

Variants and Extensions of the Kalman
Filter

In this chapter, we extend the algorithms discussed in Chapter 3.

4.1 Extended Kalman Filter (EKF)
We consider again the system

n+l1 _ n n
{X =fXhm g @.1.1)

Y'=HX".n)+¢&"

where f : R¥ xZ — RV and H : RY x Z — RM are C'—functions. We also suppose that all £&” and &" are
independent and satisfy

E(€) =0
E(e") = 0.

The covariance matrices Q" € Myxn(R) and R" € My;«p(R) as then defined by
Q" :=E('¢")

R" := E(s"s"T)

Let us now assume that the analyzed random variable X% := X" | Y is known by its mean value ¥% =
E(X™*) and by its covariance matrices P™* = E((X”’” — (X — X"’“)T). We then set

= B(F(X™ n) + €7) = B(F(X™, n)),

but this quantity is usually not computable since the full distribution of X" is not known. Thus we shall do
an approximation, namely we assume that

FOM ) = R0+ [JpE w0 = ) 4.12)
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where J¢(-, n) is the Jacobian matrix of f(-,n), obtained for any fixed n. The approximation is suitable if the
system f is not too chaotic, and if the distribution of X™ is rather peaked around its mean value. By (4.1.2),
we infer that

= E(F(X™, n)) = f(Z™, n) (4.1.3)
and also deduce that

PR = E((FOCM, ) + € — FG )0, )+ €0 = F(, )T )
~ E(([Jf(xn,a’n)](xn,a _ )—Crl,a))([Jf()—Cn,a’ n)](Xn,a _ )—Cn,a))T) + E(fnfnT)
= [T (@, )| P [T(® )" + Q. 4.1.4)

The second equivalence is by using the approximation (4.1.2). With (4.1.3) and (4.1.4), we have obtained the
mean value and the covariance matrix of the forecast random variable X"*!/ based on the mean value and on
the covariance matrix of the analysed random variable X™“.

n+1

Now we compute ¥+ by updating #"*'-/. Suppose the observation y
update strategy

is available and adopt the following

grrla _ gnrlf | Kn+1(yn+l . E(H(Xn+l’f,n + 1))), 4.1.5)

where K"*! is the Kalman gain matrix defined below. Again, since the full distribution of X”*!-/ is not known,
we do an approximation similar to the one of (4.1.2), namely

HX Y n+ 1) = HEY 0+ D) + [Jp@ 0+ D] - 30,
from which we get

)—Cn+l,a — )_Cn+l’f + Kn+l(yn+1 _ H()’c"”’f,n + 1)) (4.1.6)

For the Kalman gain matrix, if H is linear, the expression proposed in Algorithm 3.2.2 can be used, and in
this case Jy(-,n) = H(-,n). This expression leads to the smallest covariance matrix P"*!%, as shown by a
variational approach in [1, Sec. 3.4]. If H is non-linear, one uses the linear approximation of H, namely its
Jacobian matrix. By collecting the various steps, one finally gets:

Algorithm 4.1.1 (Extended Kalman filter). The extended Kalman filter (EKF) consists in the following steps:

= fE e - 1)
Pn,f — [Jf(xn—l,a’n _ 1)]Pn—l,a[‘]f()—cn—],a7n _ 1)]T " Qn_l
-1
K" = P [1p @ ] ([Ta @, m] P [Ja @ ] + R
e = )-Cn,f + Kn(yn _ H()?n’f,n))

P = P — K" I3 n) P

The linearization is the main difference between EKF and KF. Contrary to KF, the distributions of X"/ and X"-¢
are not assumed to be Gaussian in EKF: only their mean values and their covariance matrices are evaluated.
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4.2 Ensemble Kalman Filter (EnKF)

We summarize the algorithms we have discussed so far:
e Kalman filter (KF): the procedure is simple but strong assumptions are needed,
e Variational DA (4DVar): it requires a lot of analysis and minimization processes,
e Particle filter (PF): an intuitive method with almost no assumption, but the computations are heavy,

e Extended Kalman filter (EKF): weaker assumptions are required, but not suitable for highly non-linear
systems.

Note that in the particle filter, all particles evolve independently, only weights depend on all particles. In the
forthcoming developments, the particles will interact at every observation / assimilation step. In this section,
we introduce an algorithm called ensemble Kalman filter (EnKF) that possess the advantages of both the
particle filter and the Kalman filter. We shall present two main approaches of EnkF: the stochastic EnKF and
the deterministic EnKF.

4.2.1 The Stochastic EnKF

The underlying model is same as the one used in Section 4.1, namely (4.1.1). The main idea is to consider a
set of particles {x?’f }JJ-:1 at time n, known as forecast ensemble, and to obtain the analysis ensemble {x;?’a };:1
by the Kalman update formula

5= R O )

where K" is the Kalman gain matrix and y? will be defined later. Note that without the assumption of linearity
of the model, the formula of Kalman gain given by Algorithm 3.2.2 can not be applied, and has to be suitably
adapted.

]J.: | and define the ensemble forecast mean at time n by

Let’s start with the forecast ensemble {x:f’f }

J

1
_nsf o— nsf
X = 7 El Xj .
Jj=

Assume that the observation error &" follows a normal distribution N(0, R"), and let us draw a sample {8’}}5= 1
following this distribution N(0, R"). Then the sample mean is &" := % Z] &l

=1 €} When the observation y7,  at
time 7 is available, we define a family of observations

no._ \n n_ zn
Vi = Yops + €~ E

which clearly satisfy

5.

-

1
n _ \n
7 Yi = Yobs-
Jj=1
In the sequel, each particle will be updated by using one of these observations y’;.. This approach is consistent
with the structure of the system where the observation error £” is added to the observation y”,_, and this trick

also leads to a more stable algorithm.
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For a second, let us assume that H(-, n) is linear, and denote it by H". Then, recall that the forecast sample
covariance matrix is given by

J
. 1 : . .
prf — T E (x?,f _Xn,f)(x;f,f _)—Cn,f)T

and observe that

J
1
Pn,f(Hn)T — = 1 Z(x;lsf _ )_Cn’f)(xj’f _ )—Cn,f)T(Hn)T
j=1
1 J 1 J
— nvf_—,f n l‘l,f__ n f
=5 PNCAEES )(H -5 D H, ) 4.2.1)
j=1 k=1
and also
J 1 J T
H'PMH = o— Z (H - ZH”xZ’f )(H"xj’f - >oHn ) : (4.2.2)
=1 = k=1

The point is to observe that (4.2.1) and the r.h.s. of (4.2.2) are well defined even if the observation operator
H" = H(-,n) is not linear. Indeed, the observation operator H" is always suitably associated with the forecast
ensemble members, Thus we can re-write P>/ (H")T and H"P"/(H")" as

J J
1 1 T
e 2 = R - 5 Y HE )
1 k=1

j=

and as

J J 7
1 nf 1 n,f n,f 1 nf T
71 ]Z:;(H(xj ,n)—ij:;H(xk ,n))(H(xj ,n)—jkzz;H(x ,n)) ,

These expressions can be understood as a cross-variance matrix and a covariant matrix.

For a fixed n, given a forecast ensemble {x;’f };:1 , the algorithm of stochastic EnKF reads as follows:
Algorithm 4.2.1 (Stochastic EnKF).
(1) Draw {& }{ | and set y; = yo  + € — &,

(2) Set DC" S F(xn Sz 5y and f]'fn = \/Jlj(H(x?’f, n)—% Z,{:] H(xn’f, n)), and consider the matrices
X" € Myxs(R) and H™' € My s(R) with the j—th columns f)C;’f and fH?’f respectively,

(3) Compute the Kalman gain matrix

. . —1
K" = X @) (@ RY) 4.2.3)
(4) Compute the analysis ensemble {x".’“}l._ by

J =l

x;f’” = x;f’f + K"(y'} - H(x;f’f, n)),
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}’H—lf}

(5) Compute the forecast ensemble { / =1 at time n + 1 by

n+1f f(xnf n) +§

Remark 4.2.2. Step (3) can be modified by the following alternative expressions:

(a) Replace R" by the sample covariance matrix ﬁ Z{: | ((s;? - é")(a‘;? - é”)T).

(b) Replace f]-( (H(xn S ,n) — Zzzl H(xZ’f, n) + 8? - é”) and omit R" in the expression of K".

n

S by F
Note that these expressions for K" are not equal, but they converge to the same expression in the limit J — oo.
Note also that the particles are no more independent since K" depends on all of them. The stochastic EnKF
adopts the Kalman update formula without the assumption of the linearity of the system. A big difference
between EnKF and the particle filter introduced in Section 3.4 is that the evolution of each particle of EnKF
takes the observations into account, while this is not the case for the particle filter approach. As a result, the
particles in EnKF are constraint by the observations, and the algorithm is efficient already for a relatively
small number of particles. This is rarely the case for the particle filter approach.

4.2.2 The Deterministic EnKF

The philosophy of the subsequent approach is similar to the stochastic EnKF, but the observations y?, are not
perturbed. We adopt the notations DC':.’f and J—C;’f introduced in Algorithm 4.2.1.

Given a forecast ensemble {x } =1 suppose that the analysis mean is computed by the formula
4= 3+ KN — HEY  n))
= 4 xS (HmS )T(J-C"’f (HHT + R”)_l(ygbs — H(xX"  n))
-1
= 0+ 0 (s + @ ®RYTHT) (@R (0 - HE 1)) 4.2.4)

where the expression for K" is borrowed from (4.2.3) of Algorithm 4.2.1. The last equality uses the Woodbury
identity, namely given appropriate matrices F, G and H,

FG'+HF)™ =1+ FGH)'FG. (4.2.5)

Note that the inverse in the expression (4.2.4) is taking place in R/, which is usually a low-dimensional space.

Now, recall that the forecast sample covariance matrix is defined by

~

1 . .
n,f ._ mf _ s fye B _ s NT — oenf eynf\T
P ._—J_lz;uj Y - T = o (e
j:
Our aim is to construct an analysis sample covariance matrix P™“ of a similar form, and to compute the
corresponding analysis ensemble. Thus, we shall consider
a _ xn,a(xn,a)T

where X is some matrix which has to be defined. We shall also adopt the relation P4 = (1 — K"H")P"/
used by KF and EKF. This relation is at the root of determining the best Kalman gain matrix, see [1, pp.
92-95].
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By the formula of K" in Algorithm 4.2.1, one has
P =(1-K"H")P"/
= P/ - K"H"PT
= oenf (YT — xn,f(g_fn,f)T(j_Cn,f(j{n,f)T + Rn)_lg_cn,f(xn,f)T
= X" (Lgs = GODT G GNHT + R )0 (4.2.6)

Note that 0 < (H™)T(H™ (H™NHT + R")'H™/ < 1, and consequently 1,55 — (H=NT (H (HNHT +
R")_lfH"’f > 0. It follows that the square root of 17 — (H" T (FHF(FHHT + R")_lfH”’f in the follow-
ing definition will be well-defined. Be aware that one is dealing with the square root of a matrix, namely for
any A > 0 there exists B > 0 with B> = A.

Set
. . . 1
wna - xn’f[ljxj _ (j_(n,f)T(j_Cn,f(j{n,f)T " R")_lﬂ{n’f]z U.

and one gets P = XX by (4.2.6) if U € My (R) satisfies UUT = 1. This relation means precisely
that U is an orthogonal matrix. By Woodbury identity (4.2.5), one infers that

(j_(n,f)T(g_Cn,f(g{n,f)T + Rn)—l — (1jxj(g'fn’f)T(Rn)_lJ‘fn’f)_l(j‘f"’f)T(Rn)_l
which leads to
Ly = (HT(HF G+ R 300
=1 - (1J><J + (J'Cn’f)T(R")_lg'f"’f)_l(U'C"’f)T(R")_lfi{”’f
= (Lyss + G RYIOTY Ly + GCODT R = @0 (R 907
= (L + GO @Y 30)

and thus

20 = X (Lgsey + FHDTRYTH) UL

Let us now set
T = (Lyes + @Y ®Y300)
and then we can re-write the formula of X™ as
XX = XTI

: . . na — ynarynaT — 1 J na __ —=n,a n,a
From the general expression for the sample covariance matrix P¢ = X"“(X")" = 575 ¥ =1 (xj —X )(xj -
4T, one is led to define

K= X T =10,
where (X"“); is the j-th column of the matrix X™“.

The previous construction corresponds to the ensemble transform Kalman filter (ETKF) which is one variant
of EnKF. The algorithm of ETKF is summarized as below:
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Algorithm 4.2.3 (Ensemble transform Kalman filter). Given a set of forecast ensemble members {x';.’f }Ll at
time n, the Ensemble transform Kalman filter (ETKF) corresponds to: '
(1) Set ¥/ := JZ ]x"f andxnf F(xnf—x”f) andﬂ-(nf le(H(x;f’f,n)—%Z,ile(xZ’j,n)),

andset?C”f.:(x1 ey j )EMij(R), HS = (le Yy ;f)EMMX‘](R).

-1
(2) Set T :=(Lys + (HHTR)IH) " € Mps(R).
(3) Choose U € Mjx;(R), orthogonal and satisfying

n (1
1 |1
ul.[=1.
) U
and set
= 2 X TR 0y = HE ) + VT = 1! T2 U]j. 4.2.7)

(4) One has P = X"™*(X"T | and one sets x".“’f = f(x?’“, n)+&;.

Remark 4.2.4. For the analysis ensemble {x } _1 computed by ETKF, one would like to check that it satisfies

1 J
- X =x
J J

=

or equivalently

:x"szU = 0.

M\

~.
Il
—

1
Ifweset] = | _| this reads X™/ T2UI = 0. By the assumption on U, this means X"/ T21=0. By the definition
1
of X"/, one observes thcllt X"/T = 0, then it is enough to show that T3I = L. It means that 1 is an eigenvalue of
the symmetric matrix T2 with the eigenvector I. However, by diagonalization, this is equivalent to T~'T = 11.

Namely (1 IxJ + (}C”’f)T(R”)‘liH”’f)I = 1I. Since H™'T = 0 (as X1 = 0), one ends up with 1,1 = 11,
which is obviously true.

4.3 Inflation and Localisation
In many applications, the components of the random variables X" or Y” represent a certain quantity at a
certain point p, in space and at time n. For example, the discretization of a continuous model leads typically

to 10° ~ 10'° such points | pg}i?:l with py € R? for d = 2 or 3. For comparison, the ensemble size J is usually
of order 10 or 100.

35



An intuitive question is then raised: Can one really represent the covariance matrix of the physical system
with so few members? In other words, can one represent the spread of all possible evolutions with so few
simulations? If the spread of the ensemble members (measured with the covariance) becomes too small, then
the observations can not be suitably assimilated. This situation is called a filter divergence. For solving this
problem, one applies a so-called covariance inflation. There exist two main types of covariance inflation:

1. Multiplicative inflation: Right after the forecast step, we replace xj’f by &/ + Q(x;f’f — %"/ for some o > 1.
As a result, the new forecast mean is not changed, but the covariance matrix is multiplied by 0.

2. Additive inflation: This corresponds to adding a larger model error f” Thus, after the forecast step, we add

n+1, f

to x; f(x"“ n) + f" a new term § " which is a realization of variable &” with E(€") = 0. Or we add

a term fj” &™ where the mean value £” on the sample {fj }j:1 takes the value 0. As a result, this does not
change the mean value of the forecast sample, but it increases its covariance matrix.

Note that the two inflation methods can be applied separately or simultaneously. Note also that the role of 63?
and of f;." is not exactly the same: f;? should correct a model error, which means that it can encode some prior

knowledge and in particular it can be biased (mean different from 0) if necessary. The new term f;?' is added
for increasing the covariance matrix and has no particular meaning. As a result, it is natural to impose that
it is unbiased. There exists another subtle difference between the two inflation methods: the multiplication
inflation preserves the subspace generated by the ensemble {x" i i ¥ j=1» While the additive inflation might add
some contributions in any directions of RV.

Another problem which often takes place for large system is related to localisation, as presented now. So far,
the Kalman gain matrix is a global object, defined simultaneously with all components of X", often through
the term P™/. However, this construction creates some spurious correlation between quantities at related to
different points p, which can be far apart in space. For solving this problem, we need to introduce the notion
of space localisation, and thus provide a more suitable indexation for the components of X" and of Y".

Thus, let us consider a set A := { pg}{@: , of points in space, and let 7 := {1,..., I} denote an indexation of all
possible information related to each point p, of A. More concretely, the set A could be a grid on earth, and the
index 7 could be used for indexing information like temperature, three components of wind, humidity, etc, at
each point of A. In the sequel, we shall consider Ay and J x as the set of all points and all information used
for describing the model, while the set Ay € Ax and 7y C Jy correspond respectively to the points and to the
information related to the observations. Typically, the observations are taken at fewer points, compared to the
grid necessary for running the model, and the measurements can not be obtained on all variables necessary for
the simulations. Observe that if we set [QQ| for the cardinality of the set Q (namely the number of its elements),
then the following relations hold

= |Ax|lTx|=LI and M = |Ay|| Tyl 4.3.1)

Note also that these sets Ay, Ay, Ix, and Jy, could be time dependent (with an additional index ») but that
we do not consider this additional dependence here, mainly for simplicity.

With the notations introduced above, we shall index the components of X" by X;J. € R with p € Ax and
i € Iy, meaning that this component of X" corresponds to the information i at the point p. Similarly, the
components of Y” are denoted by Y *;with p € Ay and i € Iy. We are now ready for introducing two methods
of localisation, the covariance localzsatton and the R-localisation.
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4.3.1 Covariance localisation

The covariance matrix for the forecast ensemble is defined by

~

: 1 it nf T
prf — . Z (xf;’f _ xn,f)(x;ff — )
=1

which means that the element (p, i)(p’, ") of the matrix is given by

J

1 n,f - n.f —

P ) pirpriry = 71 Z 0 =2 T = T i,
j=1

with p, p’ € Ax and i,i’ € Ix. We also introduce a correlation matrix providing the information about the

correlation, namely, p € Myxn(R) with

Py = Cir(llp = p'll) (4.3.2)

where C;y = Cy; : Ry — [0, 1] describes the range of correlation. Here ||p — p’|| denotes the Euclidean
distance between the points p and p’. Usually, we impose that the functions C; vanishes rather quickly,
implying later that two points far apart are not going to have any correlation. Note also that we can choose the
same function for all pairs (7, i’) if the correlation does not depend on the precise information. In the general
case the decay of correlation would depend on the information (for example different correlation decays for
the wind, the temperature, or the humidity, ...). Very importantly, we impose that p > 0, meaning that p is a
positive semi-definite matrix, see for example [6, Sec. 2.2].

We can then define a new covariance matrix

n"f Pyp— s, — n’f
Pyl impo bl = (p(p )P (p,ixp',i')) '
(p.0)(p">1")
The Hadamard product o, also called pointwise product, has the property that given two matrices A and B
with A > 0 and B > 0, then one has A o B > 0. As a result, since p is positive semi-definite and since Pf s
positive definite, the resulting matrix PZ’f is also positive semi-definite. As a result of this construction, the

correlation coeflicient (Pf,’f )p.i)(p',iry 18 going to be O or very small if p and p” are far apart.
If we assume now that H is linear, then the expression Pff,’f can be introduced in the expression of the Kalman
gain matrix, namely one gets
-1 : -1
K" =Py H'(HPyH" +R) = (po P"")H" (H(po P"))H" +R) . (4.3.3)

In addition, if C; does not depend on i and i’ (which means that p(p, i\ i)=c(lp-p'l)=p,,, ) and if H is local, then
one can go one step further. Here H local means that H, ;i) = hpi 0,y forall p € Qy, p" € Qx,i € Iy,
i’ € Ix, and ¢, represents the Kronecker delta function. In other words, the entry H, ;) of he matrix H
is 0 whenever p is not equal to p’, and when p = p’ the entry is the number £,,; . With this assumption, one
gets:

, T _ n,f
((p o P")H )(p,i)(P’,i’) - ZquP (i i ii0p'q
q.j

_ nf .
= Prq Z Pl into i
J
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_ (,0 o (Pn’fHT))(p,,’)(p’,i’)'

Similarly, one gets
H(po P""HT = p o (HP"/HT)

which leads to the final expression
-1
K"=po(P"H")po (HP"/H") + R") (4.3.4)

which is often the formula provided for the covariance localisation in the literature.

Remark 4.3.1. 1. If H is not linear, we can either consider its linearization, as in the EKF approach, or
adapt the approach provided in Algorithm 4.2.1.

2. If H is not local but only approximately local, meaning that H(,, ;i = 0 as soon as ||p — p’|| is bigger
than a fixed constant, then formula (4.3.4) can be adapted.

3. In ETKE, in which P does not play any role, this approach can not be applied.

4.3.2 R-localisation

As mentioned in the last remark, the covariance localisation can not be used (of justified) when P"™/ does not
appear explicitly in the analysis step. On the other hand, even in Algorithm 4.2.3 about ETKF, the observation
error covariance matrix R" appears, and we shall use it for the localisation process. The name R-localisation
comes from this matrix.

Recall from (4.2.7) that the analysis ensemble at time n for ETKF is given by
X = \/m[xmfﬁ ul. (4.3.5)
j
with

2= 2 X T RY TG0 - HEY )
wf T oL ] (4.3.6)
T := (Lyxs + FH T RYIH) " € Myns(R).

With the notations introduced above and for each p € Ax and i € J, let us also introduce a diagonal matrix
D(p,i) € Myxm(R) with
D(p, )y .irypr.ry = Cir(llp = P'll) (4.3.7)

with C;» : Ry — [0, 1] a decreasing function. As before, in the simplest case, this function does not depend
on i and i’, which means that D(p, i), i) = C(lp — p’ll) for some decreasing function C : Ry — [0, 1].
Note also that only the diagonal element of D(p, i) are defined in (4.3.7) since the off-diagonal term are 0.

Clearly, the matrix D(p, i) provides an information about the distance between a fixed point p and another
point p’. If we consider p, p’ € Ay, the set of points where observations are taken, and if i,i" € Iy, the set
related to the measured quantities at each observation points, then the matrix D(p,i) is a M X M diagonal
matrix, see also (4.3.1). Thus, when computing (x;f’“)(p’i) (the component (p, i) of the random variable X?’“
corresponding to the j member of the analysis ensemble at time 1) with formula (4.3.5), one can replace
(R")™" by D(p, i)(R")™" in the formula for ¥ and T, see (4.3.6). Since R" is often diagonal, it follows that the
computations of (R”)_] and of D(p, i)(R”)_1 are usually quite simple. As a result, when computing (x’;.’“)(p’i),
only quantities close to the point p matter, and in particular, only the information of the innovation term
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Yops — H (&', n) close to the point p is taken into account. This happens to be true since this expression will
be preceded by D(p, i)(R”)_l.

This R-localisation procedure leads to the so-called local ensemble transform Kalman filter or in short LETKF.
Very briefly, it corresponds to a ETKF applied locally to each component of X;.””.

4.4 Parameter estimation

Quite often a model involves some unknown parameters and one aim of data assimilation techniques is to
evaluate them. Let @ € R? denote these parameters, which can be time (n) dependent or not. We review
some of the algorithms considered so far, and emphasize how these parameters can be evaluated.

In the framework of particle filters, as developed in Section 3.4, an initial value for ®° is provided according
to an initial distribution or according to some prior knowledge. As a consequence, the evolution of the J
particles begin with independent values for the unknown parameters ®°. At the forecast step, a new value for
the parameters is obtained with the equation @7” = G);? +{ ;’, where 4 7 usually follows a distribution of mean 0.
Depending on the system and on the knowledge for the evolution of the parameters, some information can be
encoded in the distribution for £". If J is large enough, “all” possible values of the parameters will be visited,

and the weight w;? will select the particles with the most suitable parameters. As developed in Section 3.4, a

J

resampling process is often necessary for tracking the correct values. Finally, the set {G)?, w”}j= 1

E provides a

distribution of ®" and its mean value is given by ZJJ.:] ®’]1.w’]1..
For the Kalman filter or for its extensions, we consider the parameter ® as a new random variable ®" with
values in R?. If the correlation between the observations and the parameters is strong enough (this can usually

be checked with a scatter plot) then the parameter can be estimated together with the data assimilation process.
The suitable framework is the so-called “augmented state space” consisting in the system

X" = (X" n) + €

®n+1 =@" + én

Y'=HX",n)+¢",
where " is a random variable following a prescribed distribution, usually of mean 0. As for particle filter,
some information can be encoded in the distribution for ", depending on the system and on the knowledge
for the evolution of the parameters, Even if the evolution of ®”" is essentially trivial, it will be updated with
the assimilation process. Note that " should neither be too small (in which case the evolution of ®”" is not
possible or too slow), nor too big (in which case arbitrary values will be taken at every time step). In other

words, the role of " is to increase the spread of ®” as n increases. Note that this approach works for ensemble
Kalman filter as well, an augmented state space can also be considered.

Let us finally and briefly come back to the general framework of filtering processes, as introduced in Section
3.1, and consider an additional random variable ®". In this framework the analysis distribution (3.1.8) reads

xna gra(X", 0") = My goyin(x", 6" | y')
from which one infers the marginal distribution for the parameters:
H@n.u(Q") = f Hxn,gn(_xn, 011 | ylZ")dx".
RN

This computation can be performed with a MCMC (Markov chain Monte Carlo) algorithm, and even more
efficiently with a pseudo-marginal MCMC method, see [5, Sec. 9.2] for additional information.

39



Chapter 5

Conclusion

Data assimilation consists in a set of techniques for emulating models and observations. Both are necessary,
there is no data assimilation without model, and reciprocally no data assimilation without data! There exist
many variants of data assimilation techniques, they have been developed for different purposes and according
to many physical or technical constraints. Applications in environmental sciences, atmosphere sciences, geo-
sciences, biology, chemistry, social sciences are for example presented in [1, Ch. 8 - 12]. For understanding
the material presented in these notes, and for getting used to the algorithms, it is now highly recommended to
start implementing some of them and to solve some problems. Many examples and exercises are presented in
the reference books provided in the bibliography.

Good luck, and thank you.
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