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1. Introduction  

 

1.1. General Background  

 

1.1.1. Increasing renewable energy generation in the world 

 

In the face of the climate crisis, 136 countries around the world have pledged to reach net 

zero carbon emissions by 2050. In order to achieve this goal, one of the most promising 

solutions is the massive installation of renewable energy sources (RES). Therefore, the 

world is experiencing a remarkable increase in the adoption and expansion of RES, marking 

a significant shift in the global energy landscape. As of the most recent data available, the 

global capacity of renewable energy installations has witnessed substantial growth. As of 

the year 2022, the total installed capacity of RES including the conventional hydro power 

reached an impressive 3372 GW worldwide which represents about 40% of the total 

installed capacity of all power supply resources [1]. This increase can be attributed to the 

remarkable progress made in various RES, including solar, wind, geothermal, and biomass. 

 

Photovoltaic power generation (PV) system installations have experienced a particularly 

notable increase in global capacity. As by the end 2021, the global PV installed capacity 

represented 945 GW, playing a significant role in the renewable energy mix [2], [3]. Factors 

contributing to this expansion include the declining costs of PV panels, advancements in 

PV inverters’ technology, and supportive government policies. Likewise, the installations 

of wind turbine have seen impressive growth. As of 2022, the global installed capacity of 

wind power stood at approximately 906 GW, with both onshore and offshore wind farms 

contributing to this progress [4]. Technological advancements, increased investments, and 

favorable policies promoting wind energy have been instrumental in driving this expansion. 

 

Looking towards the future, experts and industry forecasts suggest that the global renewable 

energy sector will continue to grow. Projections indicate that the worldwide energy supply 

is expected to reach 60% of the global electricity in 2050, representing a substantial increase 

compared to current levels [5]. In the coming three decades, PV system is expected to 
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become the largest source of renewable electricity generation worldwide in terms of the 

installed capacity. By 2050, the capacity of installed PV power is expected to surpass 4.6 

TW and wind power is expected to rank second after the PV system, with about 2.3 TW, 

followed by hydropower [6]. These projections consider anticipated advancements in 

renewable energy technologies, the expansion of supportive policies and regulations, and 

the growing global demand for clean and sustainable energy sources.  

 

1.1.2. Increasing renewable energy generation in Japan 

 

In order to realize a carbon neutrality by 2050, Japanese government has stated an interim 

goal of reducing greenhouse gas (GHG) emissions by 46% compared to 2013 levels by 

2030 [7]. One reason is that after the Fukushima nuclear accident in 2011, most of the 

nuclear power plants have been suspended, and replaced with fossil fuel generation. 

Another reason is that the increase in energy self-sufficiency is also important, and hence 

RES will be introduced in a large scale into power systems.  

 

In Japan, to accelerate renewable energy deployment, Renewable Portfolio Standard (RPS) 

policy was once introduced in 2003. The policy requires electric power companies to 

provide a certain amount of renewable energy to electricity users [8]. As a result, electric 

energy provided by RES increased from 50,000 GWh in 2004 to 130,000 GWh in 2011, 

while RES capacity rose from 3 GW to 9 GW [9]. The policy was eventually called off due 

to low targets. After that, FIT (feed-in-tariff) was introduced in 2012. FIT policy is the most 

widely used policy around the world. Unlike the RPS policy, FIT policy guarantees an 

above-market price for renewable energy producers, which gives them incentives to 

introduce renewable energy into the power system [8].  

 

In Figure 1-1, the left-hand column shows the 2019 power-generation shares of renewable 

energy (including hydro), nuclear, natural gas, coal, and oil (which includes oil products) 

in Japan. Specifically, Japan’s current capacity of PV system is approximately 70 GW while 

wind power capacity currently reached 5 GW. The second column portrays the 2030 goals 

and in the far right-hand column, the figure provides a break-down of renewable energy via 

a summary of the relative contributions from geothermal, biomass, and other 

https://climateactiontracker.org/countries/japan/
https://climateactiontracker.org/countries/japan/
https://climateactiontracker.org/countries/japan/
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renewables. This figure indicates that the current Strategic Energy Plan goals for 2030 

project a moderate increase in renewables to about 40% where the PV power contributes to 

the highest percentage among the other renewables [10]. 

 

With more progression in the future, the maximum technical potential of PV system in 

Japan can be 542 GW by 2050 [11]. The target capacity is 300 GW by Japan Photovoltaic 

Energy Association (JPEA) while wind is predicted to reach almost 88 GW in 2050 [12]. 

PV systems are introduced as the main RES in Japan, due to less restriction like land use 

and weather, compared with wind power and geothermal power generation [13].  

 

1.2. Power system control 

 

1.2.1. General overview of power system control 

 

Voltage and frequency control are essential aspects of power system operation and 

stability. The power system operator ensures that the voltage levels and frequency of the 

power system are maintained within acceptable limits for the reliable and efficient 

operation of the system. Voltage control involves regulating the voltage levels at various 

points in the power system to ensure they remain within acceptable limits. The standard 

 

 Figure 1-1 Breakdown of total power generation facilities by 2019 and 2030 [10] 
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voltage level for most power systems is typically defined as the nominal voltage. Voltage 

control is necessary due to variations in the electricity demand, changes in power 

generation, and transmission losses. The primary methods of voltage control include, 

generator voltage control, transformer tap changers, reactive power source including both 

conventional type and inverter based voltage regulators, etc. [14]. 

 

Frequency control involves not only maintaining the power system frequency at the 

nominal value, usually 50 Hz or 60 Hz, depending on the region, but also recovering the 

frequency quickly in disturbances. The frequency is determined by the balance between 

the total generated power and the total consumed power in the system. Frequency control 

is critical because violation from the acceptable frequency range can lead to 

synchronization issues, equipment damage, and instability in the power system [15].  

 

The difficulty lies in the fact that electricity demand changes both in the short and long 

term. To maintain the above balance, the frequency deviations must be controlled within 

certain limits [15]. However, renewable energy systems, such as PV and wind power, can 

increase fluctuations in the power system due to their inherent variability. Thus, this will 

increase the difficulty in maintaining the frequency deviations within these certain limits  

in various factors shown by the following subsections; the operation on the day, unit 

commitment scheduling and the future situation of power system with increased PV 

systems.  

 

1.2.2. Operation on the day 

 

 Supply and demand balancing controls 

In a power system operation, it becomes an important issue to keep supply and demand 

balance with proper frequency due to the uncertain renewable energy output fluctuation. 

For this, various control methods, i.e. economic dispatching control (EDC), load-

frequency control (LFC), and governor-free (GF) control have been considered to 

properly manage the balancing issue. The relation between these methods is explained as 

follows by using Figure 1-2, which is called AGC30 model and developed by the Institute 

of Electrical Engineers of Japan (IEEJ) in 2016 for analyzing and developing the 
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advanced supply and demand control considering EDC, LFC and GF [16]. 

 

This model consists of element models such as conventional power plants, inertia model, 

tie-line power flow, and time domain data about fluctuation of load and renewable energy 

output together with the control block of LFC, EDC and GF. 

 

Against long-period demand fluctuation whose time cycle is longer than 20 min, EDC 

will dispatch the least-costly generation as soon as possible to adjust the imbalance 

fluctuation based on the short-term loading forecasting. Against short-period demand 

fluctuation during the control cycle of EDC in several minutes, LFC is applied to 

compensate the supply/demand imbalance based on the measurement of frequency 

deviation and tie-line power flow. LFC mainly works to compensate the short-period 

fluctuation whose time cycle is from several minutes to 20 minutes. Finally, GF control 

is used to suppress instant frequency violations. Figure 1-2 shows the range in demand 

fluctuation cycle in which each method mainly work. The following paragraphs are 

representing the specific mechanisms of EDC, LFC and GF [17]. 

 

Figure 1-2 AGC30 Model [16] 
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 EDC 

EDC is a method used by power system operators to optimize the allocation of available 

power generation resources in order to meet electricity demand at the lowest possible cost. 

It involves determining the most cost-effective combination of power plants to operate, 

considering factors such as fuel costs, generation capacities, and transmission constraints. 

By utilizing EDC, operators can ensure efficient utilization of resources, minimize 

operational costs, and maintain grid reliability while meeting the electricity demand in 

real-time.  

 

 LFC 

LFC is a control mechanism in the power system that uses a central regulator to adjust 

the active power set points of generating units. Its purpose is to restore power interchanges 

with adjacent control areas to their programmed values and bring the system frequency 

back to its set-point value.  

 

Under normal operating conditions, LFC continuously adjusts power based on varying 

power demand with few minutes as shown in Figure 1-3. It requires a central regulator, 

systems for measuring interchanged power and system frequency, and a means to transmit 

regulator signals to relevant generating units. The central regulator minimizes the system 

 

 

Figure 1-3 The timing of the GF, LFC and EDC ranges in a power system  
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control error in real-time, considering factors such as measured power interchanges on 

tie-lines, system frequency, and set-point frequency. 

 

For effective LFC, the generating units involved must have sufficient power reserve to 

respond to regulator signals by adjusting generated power and the rate of change. The rate 

of change in the power output at the generator terminals significantly depends on the 

generation technique. Typically, for oil or gas-fired power stations this rate is about 8% 

per min, for hard-coal-fired power stations it is up to 2% and 5% per min, respectively, 

and for nuclear power stations this rate is up to 5% per min. Even in the case of reservoir 

power stations the rate is 2.5% of the rated plant output per second [19]. 

 

 GF control  

GF control is a control mechanism in the power system that adjusts a generating unit's 

power output in response to frequency deviations. GF provides regulation, when the 

turbo-generator is on bars, by controlling the steam inflow to the turbine. The regulation 

is envisaged by various control logics and by operating the control valves in the turbine. 

The speed or power of the steam turbine is controlled by varying the steam flow to the 

turbine. The GF control action occurs within 0 to 30 seconds after a disturbance affects 

the power balance as shown in Figure 1-3. 

 

In steady state, GF maintains the system frequency at the nominal value by adjusting the 

power output. This is done by sensing the rotational speed, comparing it to the desired 

value, generating a control signal, and adjusting the governing mechanism to correct the 

frequency deviation. 

 

In non-steady state conditions, the GF responds to transient events like load changes or 

faults. It detects rotational speed deviations, generates an error signal, and adjusts the 

governing mechanism to restore the generator's rotational speed and power output. This 

helps stabilize the system frequency and minimize deviations caused by transient events 

[20]. This continues until a new balance between power generation and consumption is 

achieved. Once the balance is restored, the system frequency stabilizes at a quasi-steady-
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state value, which differs from the nominal frequency due to generator droop. Then, the 

controller of that system activate appropriate LFC power to restore the nominal frequency 

and scheduled power exchanges. 

 

The quasi-steady-state frequency deviation is determined by the disturbance amplitude 

and the system's stiffness. The effectiveness of GF control relies on the generator's droop 

characteristics and the availability of GF control reserve in the system. It is essential to 

have an adequate level of GF control reserve distributed across numerous generating units, 

ready to be activated within seconds of detecting rotational speed deviations from the 

nominal value. 

 

1.2.3. Unit Commitment (UC) scheduling 

 

To maintain the electricity supply/demand balance properly throughout the day, the 

suitable number of operating units should be turned on and off as needed. Scheduling for 

what units should be online during the day are made in advance based on demand 

forecasts. Such a scheduling is called a unit commitment (UC) [21]-[23]. Hence, the 

control variables that are determined a day-ahead are the output of power plants, the 

amount of GF, LFC and EDC reserves, the charge/discharge power of storage batteries, 

and the amount of PV and wind power output curtailment, the planned power flow of the 

interconnection line, and the amount of control power interchanged with the 

interconnector.  

 

Specifically, requirement of flexibility reserve is determined based on the forecasting of 

the electricity demand variability in the LFC time zone, which is assumed as the 

representative value of ±2% of the hourly value of forecasted demand according to the 

Power System Working Group government committee [24]. In addition, PV and wind are 

considered as a negative demand because they are forms of renewable energy that are 

variable and intermittent in nature, and when they generate excess power that exceeds the 

demand and this excess power cannot be stored is it referred to as negative demand. The 

variability of PV power output is assumed as ±10% of the corresponding output and the 

variability of wind power output is assumed as ±5% of the installed capacity [24]. The 
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requirement of flexibility can be determined in terms of these variabilities of the demand, 

PV and wind power outputs. 

 

The available reserve flexibility analyzed is the balancing capacity in the LFC time zone 

is represented in several studies [21]-[24]. For example, as for conventional generators, 

LFC capacity is a total of ±5% of the rated capacity in operation, ±20% of hydro power 

plant in operation, ±20% of pumped storage hydro at power generation and ±20% of 

pumped storage hydro with variable speed pump during pumping.  

 

In UC scheduling, when the surplus power supply is anticipated based on the forecast of 

demand and renewable power supply, the rule of priority of power supply in Japan as 

shown in Figure 1-4 is implemented to reach the supply/demand balance and to preserve 

the margin for flexibility that is used to maintain the grid frequency [24]. When the 

electricity demand is forecasted within a certain period of time, firstly the thermal power 

plants power output will be adjusted at the minimum operation limit in consideration to 

providing a margin of flexibility reserve. If thermal power plants at the minimum 

operation limit are providing more power than that needed for achieving the 

supply/demand balance, the interregional interconnections and bioenergy will be reduced 

for the adjustment of power. After that comes the curtailment of PV and wind power 

 

Figure 1-4 Simplified presentation of the rule of priority of power supply in Japan [24] 
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outputs and finally the nuclear, hydro and geothermal power adjustments. Refer to the 

appendix for a detailed example regarding the demand variability and cases where the 

supply balance out the demand as well as preserve LFC flexibility.  

 

Power curtailment is an important tool for operational planning which enables the power 

system operators manage the variability of RES such as PV, wind and bioenergy as 

mentioned above. As PV systems abundancy is witnessed in Japan as mentioned in 

Subsection 1.1.2, fluctuating PV power output will increase the variability of the system 

frequency, which increases the requirement of flexibility reserve. Hence, curtailing the 

fluctuating PV power output can be used to reduce the required flexibility reserve.  

 

In the Kyushu area, 11.4 GW of PV power plants have already been connected to the 

power grid under the FIT system as of the end of December 2022, and together with 630 

MW of wind power plants, the variable RES connected capacity exceeds 12 GW as shown 

in Figure 1-5. While maximum and minimum demand is realized to be 16 GW and 7 GW, 

respectively [25].  

 

 

Figure 1-5 Grid Connection Status by Area (End of Dec. 2022)  

Source: Compiled from data of general transmission and distribution companies 



 

 

11 

 

These statistical figures are highlighting the abundance of RES in Kyushu area especially 

the PV power output that usually encounters curtailment. Therefore, in Japan, in the 

Kyushu area, variable RES curtailment has been taking place since 2018 among all areas 

in Japan, and the variable RES curtailment rate for the whole year of 2022 was 1.4%. 

Figure 1-6 shows an example when the power output curtailment occurs as the share of 

PV power has reached a maximum of 104.9% during the peak hourly period at 11:00 a.m. 

on May 4th, 2022. At this time, wind power accounted for 0.3%, and the RES share 116% 

[25]. Power curtailment actions are expanding to be implemented in other regions such 

as the central region where the electricity demand is high. As of 2023, PV power 

curtailment is applied in Chubu area and next year it will be applied in Tokyo and Kansai 

areas.  

 

1.2.4. Future situation of power system with increased PV systems 

 

As mentioned in Subsection 1.1.2, Japanese government has set targets to achieve a 

substantial increase in renewable energy capacity by 2030, encouraging the development 

of renewable projects and the deployment of advanced technologies. In addition, towards 

 

Figure 1-6 Kyushu Area Electricity Supply and Demand (May 4, 2022) 

Source: Prepared from Kyushu Electric Power Transmission and Distribution's electricity supply and demand data 
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2050, the most abundant expected RES which is PV system is anticipated to reach a 

capacity of 300 GW [12]. 

 

The extreme increase of PV system penetration will lead to various challenges for stable 

operation [12]. Preserving the requirement of flexibility resources for maintaining grid 

frequency is one of the challenges. The requirement of flexibility resources would be 

increased, because PV systems currently undergo the maximum power point tracking 

(MPPT) control and its unstable power output property depending on irradiance 

fluctuation will increase the fluctuation of residual electricity load in overall power 

system [26].  

 

As high penetration rate of intermittent PV power output becomes more prevalent, there 

is a growing concern about the potential for significant power output curtailment, leading 

to a wastage of energy. This issue arises due to various challenges associated with 

managing the variability and intermittency of PV power output [27]. 

 

Addressing these challenges associated with the increased penetration of PV system into 

the power system requires a combination of technological advancements. By adopting a 

holistic approach that considers grid flexibility, forecasting, and inverters’ control upgrades, 

it is possible to ensure the stable operation of the power system while maximizing the 

benefits of PV systems.  

 

One potential solution to minimize PV power output curtailment and optimize the use of 

PV system is to utilize PV power for frequency regulation. Frequency regulation is a 

critical aspect of grid stability, ensuring that the supply and demand of electricity remain 

balanced. Traditionally, this role has been fulfilled by conventional power plants, but with 

the increasing adoption of PV systems, PV systems can also contribute to frequency 

regulation [28]. 

 

To implement PV-based frequency regulation effectively, it requires the integration of 

smart grid technologies and advanced control systems. These technologies allow for real-
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time monitoring and control of PV systems, enabling them to respond rapidly to grid 

frequency fluctuations. Additionally, appropriate market mechanisms and regulatory 

frameworks need to be in place to incentivize and facilitate the participation of PV 

systems in frequency regulation services. This approach not only optimizes the use of PV 

power but also contributes to the stability and reliability of the power system [29].  

 

1.3. PV systems supporting grid frequency control  

 

1.3.1. Current functionalities of PV inverter 

 

Conventional PV inverter scheme employ a maximum power point tracking (MPPT) 

control to continuously optimize the power output of PV panels. By tracking the MPP of 

the I-V curve and P-V curve of a PV module shown in Figure 1-7, MPPT control ensures 

that the system operates at its peak efficiency, even under varying weather conditions or 

shading [30]. The parameters in this figure are short-circuit current (ISC), open-circuit 

voltage (VOC), The MPP is at the knee of the I-V curve where the product of voltage and 

current reaches the maximum. The voltage at MPP is VR, and the current at MPP is IR. 

The aim is that PV module operate at MPP to extract the highest amount of power from 

it. 

 

As the grid infrastructure is advancing, power system operators may employ advanced 

 

 

Figure 1-7 I-V curve and P-V curve for a PV module [30] 
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control strategies, energy storage systems, or grid support functionalities within the PV 

inverter schemes to enhance the stability and resilience of the grid during periods of 

varying PV power output. Generally, the power system operators need to adhere to 

relevant regulations, policies, and interconnection standards imposed by regulatory 

authorities. Compliance with these guidelines ensures the safe and efficient integration of 

PV systems into the existing power infrastructure [31]. 

 

Therefore, advanced PV inverter scheme has the ability to operate efficiently and 

autonomously with limited operator intervention required. This scheme implemented in 

some countries where it offers a range of advanced functionalities that enhance the 

performance and efficiency of PV more than the interactive inverter scheme, however this 

control scheme is still not widely implemented [32]-[33]. Key functionalities of this PV 

advanced inverter include: 

 Monitoring and Data Communication: PV inverters come equipped with monitoring 

capabilities that provide real-time data on system performance, energy production, 

and other key parameters. Many inverters offer built-in communication protocols to 

enable remote monitoring and control of the PV power system. 

 Demand Response and Grid Services: Certain PV inverters have the capability to 

participate in demand response programs or grid services. They can receive signals 

from utilities and adjust their power output accordingly, helping to manage grid load 

and support the grid. 

 

1.3.2. Future functionalities of PV smart inverter  

 

Smart inverters can enable more dynamic and flexible grid management. Through 

communication and coordination with power system operators, smart inverters can 

respond to real-time grid conditions and adjust their operation accordingly. This dynamic 

grid management can help manage frequency fluctuations, voltage fluctuations, and 

enhance overall grid performance. 

 

Smart inverters, equipped with advanced control capabilities can set the upper limit of 

PV power (i.e. curtail PV power output) and utilize the curtailed power to apply droop 
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characteristics similar to synchronous generators [26], [34]. Droop control is an important 

feature offered by smart inverters to enhance the stability and coordination of distributed 

energy resources within a grid-connected system or a microgrid. Droop control, also 

known as droop frequency control or droop voltage control are shown in Figure 1-8, is 

used to regulate power output and maintain grid frequency or adjust the reactive power 

and to regulate the voltage, respectively [35]. 

 

Typically, droop control is implemented using a proportional control scheme. The power 

output of each smart inverter is modulated based on the difference between its local 

frequency or voltage measurement and the reference frequency or voltage. The droop 

characteristic is defined by a slope or a droop coefficient, which determines the rate of 

change in power output in response to variations in frequency or voltage [36]. 

 

Another advancement of smart invert is the virtual inertia control that involves the use of 

power electronics and advanced control algorithms in inverters to emulate the inertia 

response of traditional generators. When a disturbance occurs, these systems can 

dynamically adjust their power output to provide an instantaneous response and support 

the grid frequency. By injecting or absorbing power in response to frequency deviations, 

virtual inertia control helps regulate the system frequency and dampen oscillations, 

enhancing grid stability [37], [38]. 

 

One of the advantages of droop control over virtual inertia control is that the droop control 

 

 

Figure 1-8 Simple droop frequency control and droop voltage control 
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does not require complex algorithms or communication protocols. The control action is 

based solely on the local measurements of voltage or frequency and the predetermined 

droop slope. This simplicity eliminates the need for sophisticated control algorithms or 

extensive communication infrastructure [39]. Also, another advantage of droop control 

by smart inverters is its decentralized nature. Each inverter autonomously adjusts its 

power output based on local measurements, reducing the need for centralized control 

systems. This decentralized approach enhances the flexibility of small-scale distributed 

generators such as residential PV systems [40].  

 

Studies have shown the efficiency of droop control in mitigating the sudden frequency 

deviations that are detected by the wind smart inverter in case of emergency such as 

sudden load change or conventional generator dropout. In [41], the fast primary frequency 

regulation mechanism is triggered within a wind farm system, resulting in a significantly 

improved frequency response. The involvement of wind power in providing primary 

frequency regulation through its reserved capacity has been explored in previous works 

[42]-[44]. In contrast, the contribution of PV inverters to fast frequency response control 

schemes is comparatively limited when compared to wind power's capabilities in this 

aspect. 

 

The main reason for the disparity in contributions between wind power and PV inverters 

is the inherent nature of the two technologies. Wind turbines can initially use the rotor’s 

inertia to provide extra power. Moreover, Wind power can emulate the behavior of inertia 

to contribute to grid stability and frequency control. This concept is known as synthetic 

inertia [44]. 

 

The following studies represented active power-frequency (p-f) droop control providing 

fast frequency response by PV inverters. For instance, [45] has focused on providing 

frequency reserve using autonomous p-f functions that modify active power during 

contingencies only. It also discussed the design of the p-f curve for the curtailment, dead 

band and droop setting. Moreover, [46] investigated the use of grid support functions to 

improve grid frequency response using a frequency-watt function for an island grid. The 
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proposed approach dampens frequency disturbances associated with contingency events. 

These studies confirmed the importance of p-f droop control of PV to regulate frequency 

during contingencies, yet they lack p-f droop control designed to mitigate normal 

frequency deviations caused by frequent disturbances in load or generation [47].  

 

The idea of smart-inverters contributing the normal changes in grid frequency lacks in 

recent studies. Thus, modern inverter-interfaced PV generators should respond to normal 

frequency changes i.e., they should be fully capable of providing various forms of active 

power control and in time frames even faster than conventional generators [48].  

 

Therefore, the challenge here is the formation of a p-f control that can accommodate both 

normal and emergency changes in frequency. That leads to different mechanisms of 

measuring the frequency deviations and forming a corresponding controls to these 

different measurements. Another issue will be how these controls will work in coherence 

without affecting the impact of one another. 

 

Another aspect that has been addressed in prior studies is that the implementation of these 

p-f control schemes is primarily focused on large-scale PV systems. For instance, in [49], 

large-scale PV systems are utilized to perform simultaneous fast frequency control and 

power oscillation damping, effectively enhancing frequency regulation. Additionally, the 

feasibility of achieving fast frequency response by a 300 MW PV plant in California, 

controlled by the power system operator, is examined in [50]. However, to make a more 

comprehensive contribution to the grid's stability, it is essential for frequency control to 

be extended beyond large-scale PV systems. Medium and small-scale PV systems should 

also be able to provide such control, allowing for a more widespread integration of PV-

generated power and ensuring a robust and resilient power system. 

 

The number of installed small-scale PV systems in urban areas has increased along with 

the growth of the global PV market [51]-[53]. Hence, increased PV installations may 

require less dependence on the operator to provide control signals to adjust the magnitude 

of their response to disturbances and this independence can cause a more efficient and 
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economical operation of the power system. Therefore, active power should be adjusted 

autonomously by an effective control scheme in response to the frequency deviation 

challenge in renewable integrated power systems.  

 

With the expansion of the global PV market, there has been a notable rise in the 

installation of small-scale PV systems in urban areas [51]-[53]. As a result of this trend, 

there is a potential for reduced reliance on operators to supply control signals for adjusting 

the response magnitude to disturbances. This greater independence can lead to a more 

efficient and cost-effective operation of the power system. Consequently, it becomes 

imperative to develop effective control schemes that allow active power to be 

autonomously adjusted in response to frequency deviations, especially in renewable 

integrated power systems. 

 

1.3.3. Increasing the effectiveness of PV power output curtailment  

 

The current PV power output curtailment scheme in Japan is that the power system 

operators forecast the PV power output and plan PV power output curtailment in a day-

ahead UC scheduling. They communicate the curtailment plans to PV plant operators to 

ensure coordinated curtailment. Particularly, the power system operator will randomly 

communicate with PV plants to be disconnected based on the curtailment plan. 

Consequently, the aggregated PV power output will be reduced meanwhile, the aggregated 

PV fluctuations characteristics will still exist. However, in the future, the curtailment 

scheme will be changed to determine the upper limit of PV smart inverters power output. 

This will reduce the aggregated PV power output as well as the aggregated PV fluctuations. 

Hence, reduced aggregated PV fluctuations will reduce the required flexibility capacity [54].  

 

Therefore, it is essential to determine the curtailment level (CL) of each PV power output 

so that the fluctuations in the aggregated PV power output are further minimized as it is a 

major cause of frequency fluctuations. When the required flexibility capacity is reduced, 

the requirement of curtailment can be reduced, hence mitigating the waste of PV power 

output. Refer to the example in appendix 3 showing as example of PV power curtailment 

that reduced required flexibility capacity by the demand. 
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Forecasting the PV power output is used a tool for determining the CL. Many studies 

have been conducted to a day-ahead forecast PV power output from different perspectives, 

including various forecasting models based on statistical, mathematical, physical, 

machine learning or hybrid [55]–[59]. With higher PV penetration, the short-term 

forecasting becomes more crucial for guaranteeing the achievement of the required PV 

power output on each hour on the operation day. Highly accurate short-term forecasting 

can lead to further adjustment of CL compared to the pre-determined CL by the UC 

scheduling. Currently, the forecasting of the average value of PV power output in short-

term, ranging from few minutes to few hours, is feasible and different methods are 

discussed in [60] to be mainly divided into physical and data-driven methods. Whereas 

[61] followed data-driven methods to cooperate neural network model with deep learning 

technology to predict the short-term average value of PV power output, achieving a high 

level of accuracy. 

 

On the other hand, the forecasting of time-series change in PV power output still remains 

challenging with a considerable amount of error even though machine learning algorithms 

and other advanced modeling techniques are used [62]–[66]. However, the fluctuation 

characteristics such as fluctuation range can be practically feasible. If available, the 

forecasted fluctuation characteristics of each region can be used to allocate optimal CL 

value for each region. Depending on the number of regions to which the optimal CL value 

is allocated, the allocation process can still be time-consuming, and needs a sophisticated 

but practically feasible approach.  

 

1.4. Objectives of this dissertation  

 

To enhance the involvement of PV systems in grid frequency regulation and further 

promote their integration, a more effective approach would entail integrating diverse 

control schemes into a single PV-based control synthesis problem. Additionally, 

optimizing the curtailment of PV power output can play a pivotal role in achieving 

seamless grid integration. By combining these strategies, the contribution of PV systems 

to grid stability can increase. 
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As described above, The PV system has the capability to incorporate two control schemes. 

The first one is aimed at mitigating frequent fluctuations caused by load or generation 

disturbances. The second scheme focuses on suppressing frequency deviations during 

contingencies. The crucial aspect is to implement both control schemes simultaneously 

for optimal performance. Therefore, the first objective of this dissertation is to develop 

an autonomous active power control based on a dual active power–frequency (p–f) droop 

control which can respond to normal and sudden frequency fluctuations, and to 

demonstrate that it can work well without a negative dynamic conflict by using a 

numerical simulation. 

 

The second objective is to propose PV power curtailment scheme so that CL in each 

region is optimally allocated to minimize the fluctuation of aggregated PV power output 

without precisely forecasting the time-series of PV power output. In this proposal, a more 

simple straightforward approach should be adopted assuming that the fluctuation 

characteristics can be predicted in the short-term forecasting and be expressed in several 

typical patterns. Thus, instead of using huge accurate forecasted time-series PV power 

output for each region, each region will be given a typical prepared pattern that reflects 

its level of fluctuations based on the short-term forecasting. 

 

1.5. Structure of the dissertation 

 

The structure of this thesis is as follows: 

Chapter 2 presents an active power control mechanism for PV systems, contributing to 

both fast and slow frequency responses in a power system. The proposed approach 

involves an autonomous active power control based on a dual active power-frequency (p-

f) droop control, which can dynamically adjust the droop characteristics depending on the 

magnitude of frequency change. The primary goal of this study is to introduce an efficient 

PV system control that can effectively respond to both slow and fast frequency 

fluctuations. Notably, the proposed dual p-f droop control demonstrates harmonious 

operation without any negative dynamic conflicts. To evaluate its performance, two 

simulation tests are conducted. The first test examines load-generation imbalance using a 
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simplified version of the AGC30 model [29], while the second test simulates generation 

dropout. In each test, the PV systems are assessed under the application of the dual p-f 

droop control, demonstrating its simplicity and effectiveness as a control scheme. 

 

Chapter 3 introduces a proposal of optimal allocation of CL levels among different 

regions using typical prepared patterns that reflects their PV power output behaviors. The 

study involves the preparation of these patterns through the formation of statistical 

relations of average value and maximum fluctuation against different CL, respectively, 

these relations are used to distinguish each region PV power output behavior in short-

term. Secondly, using these relations, this study proposes an optimization of different CL 

to be allocated to each region. In this approach, the optimal CL in each region will 

minimize the fluctuation of aggregated PV power output without precisely forecasting the 

time-series of PV power output. As a result, the proposed method can contribute to the 

reduction of the control burden needed to eliminate the frequency fluctuations and hence 

reducing the required resources for frequency control in the power system.  

  

Chapter 4 describes the summary of conclusions of this study and the applications of these 

studies and suggested improvement of the studies. Finally, suggested build up ideas of 

the studies are proposed as well. 

 

Figure 1-9 Structure of the thesis 

 

Abundancy of PV systems installations in the 
future

Curtailment of PV power by the utility to 
meet supply/demand balance

Use of curtailed PV power for frequency 
control 

One approach is: Use of curtailed PV power
enable autonomous PVs to support normal
and emergency disturbances
Assumption: Same curtailment level is 
applied to the aggregated PV systems in this 
study

Different PV power curtailment application
schemes
• reduce the total fluctuations in different

regions of the power system
• provide further flexibility for frequency

regulation
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2. An Autonomous Dual Active Power-Frequency Control in a 

Grid with Small-Scale Photovoltaic Power Generation 

 

2.1. Introduction 

 

As mentioned in Chapter 1, the contribution of PV systems to frequency control had 

generally not been considered until a few years ago, since PV system using MPPT control 

as shown above in Figure 1-7 is not controllable generator and had not been expected to 

be installed in such a significant proportion as it is today. Therefore, in few studies [1]-

[3], PV systems are currently only obliged to adjust their power output when severe power 

system instabilities occur. This is currently the only technical requirement for PV systems 

concerning frequency control. In the normal operating state of the power system, where 

control reserve is applied in order to stabilize grid frequency, PV systems have not been 

involved yet [4].  

 

To enhance the role of PV systems in grid frequency regulation and accommodate the 

further increase in PV active power penetration, a more advanced approach involves 

implementing multiple control schemes simultaneously within single PV systems using 

smart inverters. By employing various control schemes, PV inverters can effectively 

respond to both normal frequency fluctuations and emergency situations. This capability 

is not limited to large-scale PV systems; it should also be extended to medium-scale and 

small-scale PV systems.  

 

As the number of small-scale PV installations continues to grow, their combined capacity 

can become substantial. Small-scale PV systems are often dispersed across the grid, 

bringing power generation closer to the point of consumption. This decentralization 

improves grid resilience and reduces the risk of large-scale grid disruptions. Also, Small-

scale PV systems can respond rapidly to changes in grid conditions due to their simple 

and modular design. This agility allows them to provide frequency support quickly when 

needed. 



 

 

28 

 

 

Considering the expected surge in installed small-scale PV systems in the future, PV 

systems may require less dependence on the operator to provide control signals to adjust 

the magnitude of their response to disturbances and this independence can cause a more 

efficient and economical operation of the power system. Therefore, active power should 

be adjusted autonomously by an effective control scheme in response to the frequency 

deviation challenge in renewable integrated power systems.  

 

As a result of this trend, there is a potential for reduced reliance on operators to supply 

control signals for adjusting the response magnitude to disturbances. This greater 

independence can lead to a more efficient and cost-effective operation of the power 

system. Consequently, it becomes imperative to develop effective control schemes that 

allow active power to be autonomously adjusted in response to frequency deviations, 

especially in renewable integrated power systems. 

 

The main goal of this study is to develop an autonomous active power control system for 

small-scale PV systems, capable of contributing to both normal and emergency frequency 

changes in a power system. To achieve this, the study proposes an autonomous active 

power control based on a dual active power-frequency (p-f) droop control, wherein the 

droop characteristics are dynamically adjusted depending on the magnitude of frequency 

change. This chapter aims to demonstrate the effectiveness of the proposed dual p-f droop 

control for PV systems, showcasing its ability to respond to both slow and fast frequency 

fluctuations while ensuring seamless coordination between the fast and slow control 

mechanisms.  

 

To achieve this objective, two simulation tests are conducted to compare two methods of 

dual p-f droop control, aiming to derive an efficient control scheme. The first simulation 

test, employing the simplified AGC30 model [5], illustrates how the power 

supply/demand balancing can be improved. The second test demonstrates how the 

frequency drop resulting from the disconnection of conventional thermal power plants 

can be mitigated. By conducting these simulation tests, the study seeks to validate the 
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efficacy of the dual p-f droop control scheme for small-scale PV systems, showcasing its 

potential in effectively contributing to grid frequency regulation under both normal and 

emergency scenarios. 

 

This study is divided as follows, Section 2.2 represents the two advanced methods to 

realize dual P-f droop control supporting the grid frequency. Sections 2.3 and 2.4 are the 

simulation tests to evaluate the effect on the power supply/demand balancing and the 

inertial supporting generator dropout. In each test, the two enhanced methods of p-f droop 

control are applied, followed by their results. Section 2.5 represents some parameters that 

affects the p-f droop control. Finally, Section 2.6 summarizes the outcomes of the study. 

 

2.2. Proposals of dual p-f droop control for supporting grid frequency 

 

2.2.1. Basic idea of dual p-f droop control 

 

The proposed control is based on the power output curtailment control, which maintains 

the pre-set point of active power output P0 at a lower level that the expected maximum 

power output Pmpp using maximum power point tracking (MPPT) control. The difference 

between Pmpp and P0 can be utilized as a control reserve for adjusting the active power 

output according to the fluctuation of the grid frequency. 

 

Forecasting Pmpp of PV systems can be a challenging task due to the intermittent and 

highly dependent nature of solar energy generation. Accurate Pmpp forecasting is crucial 

for efficient grid integration and reliable energy management. Several state-of-the-art 

approaches have been developed to address this challenge. Physical equations to simulate 

the behavior of PV systems under varying environmental conditions. They consider 

factors like solar irradiance, temperature, and panel characteristics. While physical 

models can provide accurate predictions, they require detailed data and can be 

computationally intensive. Also, Statistical approaches use historical data of PV system 

performance and environmental conditions to identify patterns and trends. Integrating 

real-time weather forecasts into forecasting models allows for better predictions, as it 

considers future changes in solar irradiance and weather conditions. 
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The proposed control scheme aims to optimize the P0 of the PV system by using the 

difference between the Pmpp and P0 as a control reserve. Instead of setting a fixed P0, the 

control algorithm estimates prospective Pmpp based on the PV system's predetermined I-

V characteristics. It utilizes additional sensors to observe short circuit current (Isc) and 

open-circuit voltage (Voc) that are influenced by irradiance and module temperature, 

respectively. This approach is expected to provide a more accurate estimation of Pmpp 

compared to using PV irradiance or Isc alone.  

 

In the proposed dual p-f droop control, the large frequency change of frequency can be 

detected immediately by the direct measurement (fast frequency measurement), while 

small frequency change of frequency within the regulation range is measured with low-

pass filter for the stable measurement (slow frequency measurement). According to these 

measurements, in case of small fluctuations within regulation range, slow response 

control is activated, and PV system should respond properly, which should be addressed 

by LFC in power system. In case of detection of fluctuations exceeding the regulation 

range, fast response control becomes essential however, fast response control might cause 

higher fluctuations after the suppression of occasional violation of frequency threshold. 

Hence, slow frequency response will be required to operate simultaneously with fast 

response control to avoid these violations. 

 

The proposed control is based on switching between different droop characteristics 

according to the magnitude of frequency deviation. In this study, a combination of two 

different droop characteristics for slow-frequency and fast-frequency responses is 

proposed through three designs, e.g., Method-0 is a basic initial design proposal and 

Method-1 and Method-2 are the enhanced design proposals. 

 

2.2.2. Initial proposal of dual p-f droop control (Method-0) 

 

Figure 2-1 shows a dual p-f droop control of Method-0, where df is the measurement of 

the change of frequency. The frequency deviation for slow-frequency droop control dfslow 

is calculated based on the observed terminal voltage using several hundred previous 
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cycles through a low-pass filter. On the other hand, large frequency fluctuation within a 

short time span is caused by power plant failures or the disconnection of large loads. In 

this situation, the immediate activation of fast-frequency response is desirable to mitigate 

the maximum frequency deviation. Therefore, the frequency deviation used in the fast-

frequency control dffast is calculated based on the observed voltage in the last few cycles.  

 

This is a simple combination of two droop characteristics operating in two different 

modes in terms of frequency deviation separated between small and large frequency 

deviation ranges determined by the threshold values of ±dfth. Method-0 is a simple design 

proposal where the two droop controls are placed together and changes based on ±dfth of 

±0.15 Hz. The simplicity of this method comes from when one control is operating, the 

other will not be operating.  

 

Based on the measured frequency deviation used in slow-frequency control dfslow and fast-

frequency control dffast, the corresponding active power change is given as follows. 

 

   𝑑𝑃𝑓𝑎𝑠𝑡 = −
1

𝐷
∙

𝑃𝑚𝑝𝑝

𝑓0
∙ 𝑑𝑓𝑓𝑎𝑠𝑡                           (2.1) 

𝑑𝑃𝑠𝑙𝑜𝑤 = −
1

𝐷
∙

𝑃𝑚𝑝𝑝

𝑓0
∙ 𝑑𝑓𝑠𝑙𝑜𝑤                          (2.2) 

 

Figure 2-1 Dual p-f droop control of Method-0 
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where dPslow and dPfast are the power deviations due to dfslow and dffast, respectively; D is 

the droop setting of 4%; Pmpp is the power due to MPPT control; and f0 is the nominal 

frequency of the power grid, which is 60 Hz in this study. Although the formulas of dPslow 

and dPfast are the same, the time-series change in dPslow and dPfast is different because of 

the difference in measurement method of dfslow and dffast.  

 

The frequency deviation for slow-frequency droop control dfslow is calculated based on 

the observed terminal voltage using several hundred previous cycles through a low-pass 

filter. In this study paper, 400 cycles are used. The frequency measurement dfslow slowly 

follows the system frequency. This measurement will not be as quick as frequency 

variations which can detect all changes in the system frequency. While, the frequency 

deviation used in the fast-frequency control dffast is calculated based on the observed 

voltage in the last few cycles. In this study, 20 cycles are used. The frequency 

measurement dffast quickly follows the system frequency and it is used to detect any 

changes in the system frequency. 

 

Figure 2-2 shows the time-series assumption of frequency deviation and the 

corresponding measurements of frequencies dfslow and dffast. df is changed to -0.25 Hz at 

2 s, recovered to -0.05 Hz at 10 s, and returned to 0 Hz at 20 s. Figure 2-3 shows the 

corresponding change in dPslow and dPfast applying Method-0. dffast overlaps df due to a 

small delay of measurement and dfslow follows df with about 7 s delay. During such a 

change in df, the slow-frequency control, the fast-frequency control, and the switching 

from slow to fast and from fast to slow work as described below. 

 

 Method-0 uses the slow frequency measurement to activate the slow-frequency 

control when the frequency deviation is within the range of ±0.15 Hz. These 

deviations are caused by the change in electricity demand. The normal frequency 

deviation range is reported to be ±0.2 Hz in the power system in Japan [6]. However, 

in this study, a slightly lower range, i.e., ±0.15 Hz is selected, to reduce the possibility 

of its violation beyond the agreed-upon frequency range. Generally, the frequency 
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thresholds can be decided by the system operator based on the grid code. The 

frequency threshold divides the region between the normal and abnormal frequency 

deviations, hence the value of the frequency threshold determines which frequency 

control operates within or beyond that threshold. 

 

 The quick response of frequency measurement is used to activate the fast-frequency 

control when the frequency deviation exceeds the range of ±0.15 Hz as shown in 

Figure 2-2. In other words, the droop characteristics of fast-frequency control contain 

 

Figure 2-2 Time-series assumption of frequency deviation 

 

Figure 2-3 Time-series operation of dual droop control (Method-0) 
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a large dead band to prevent the fast-frequency control when the frequency deviation 

is small. When the fast-frequency control is activated, the droop setting in the slow-

frequency control becomes zero, resulting in no contribution by the slow-frequency 

control.  

 

 In Figure 2-3, the response to large frequency deviation that occurred at 2 seconds 

becomes fast because the fast-frequency is activated immediately for large frequency 

deviation. Regulation power dPreg which is the sum of dPfast and dPslow will only be 

equal dPfast as only fast-frequency control is activated. 

 

 The same droop setting (D) is used for both slow-frequency and fast-frequency 

controls. In the case of switching from fast-frequency to slow-frequency controls in 

the recovery phase that starts from 10 seconds, there is a difference between the 

measured frequency for dfslow and dffast. If dPslow is suddenly activated when dffast is 

below 0.1 Hz and the fast-frequency control is deactivated, there will be a sudden 

change in dPreg. This sudden change in power output should be avoided in the 

recovery phase to normal operation. To reduce this sudden change in dPreg, an 

enhanced control design is introduced. 

 

2.2.3. Enhanced proposal of dual p-f droop control (Method-1) 

 

Method-1 is enhanced compared to Method-0 in two points. At first, to prevent frequent 

switching between fast- and slow-frequency controls at ±0.15 Hz, a hysteresis is 

implemented as shown in Figure 2-4 under the switching condition from fast- to slow-

frequency responses as recovery phase. This is done by replacing the droop characteristics 

of Figure 2-1 with that of Figure 2-5(b) for the recovery phase. The droop characteristics 

under the switching condition for slow-frequency to fast-frequency responses is the same 

as Method-0 as shown in Figure 2-5(a). In these figures, arrows are added in to show the 

switch of frequency deviation threshold ±dfth in terms of the direction of frequency 

deviations.  

 

As described in Method-0, in the case of switching from fast-frequency to slow-frequency 
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controls, the sudden change in power output should be avoided in the recovery phase to 

normal operation because of the difference between the measured frequency for dfslow and 

dffast. Note that dPslow is determined by (2.1) without any limitation (or threshold), 

although dPslow is still zero when dffast decreases to ±0.1 Hz in Figure 2-5(b). In Method-

1, to reduce the aforementioned sudden change in dPreg, the proposed control approach 

introduces that the temporal power output dPtrans is the power deviation due to transition 

mode signal as: 

 

Figure 2-4 Change of frequency threshold in Method-1 

 

 

(a) df within ±0.15 Hz              (b) after df exceeds ± 0.15 Hz 

 

Figure 2-5 Dual P-f droop control of Method-1 
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            𝑃𝑡𝑟𝑎𝑛𝑠 = (1 −
1

𝑥
𝑡) × 𝑃𝑓𝑎𝑠𝑡 +

1

𝑥
𝑡 × 𝑃𝑠𝑙𝑜𝑤                 (2.3) 

The sudden change in dPreg can be avoided by changing the addition into a temporal time-

variant equation in terms of dPfast and dPslow. Then dPreg will be called dPtrans in the 

transition phase only. Accordingly, dPtrans will lead to a smooth transition from fast-

frequency to slow-frequency controls without any step increase. Since an equation is 

created to achieve a smooth transition from fast- to slow-frequency controls, it should be 

an equation that has a proportional distribution between dPfast and dPslow. The ratio 

between dPfast and dPslow keeps changing according to the time of transition t until dP 

trans shifts gradually from dfslow towards dPfast. 

 

 

Figure 2-6 Flowchart of Method-1 of dual p-f droop control 
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The operation of Method-1 is explained in Figure 2-6 including the change of frequency 

thresholds and the calculation of dPreg which can be calculated as dPtrans during the 

recovery phase. 

  

2.2.4. Enhanced proposal of dual p-f droop control (Method-2)  

 

Although Method-1 seems to be simple as it just switches between the two modes, some 

complications are observed at the PV regulation power output. These complications 

include the variations of threshold depending on the measured dffast after switching from 

slow-frequency to fast-frequency responses and vice versa in the recovery phase. 

Therefore, this design is proposed to avoid these complications. 

 

The combination of the two droop characteristics is expressed in the following manner, 

where only the slow-frequency response is activated within the threshold value ±dfth and 

both fast- and slow-frequency responses operate beyond this threshold as shown in Figure 

2-7. In particular, when dffast exceeds the threshold, dPfast is expressed as a linear equation 

as stated in (2.1) while dPslow is expressed with a similar equation in (2.2) but dfslow will 

be equal to dfth. Hence, dPslow will be a constant value beyond the threshold. Finally, dPreg 

will be represented in terms of both dPfast and dPslow.  

 

 

Figure 2-7 Dual p-f droop control of Method-2 
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One of the complications involves time settings of t in Eq. (2.3) for transient signal in 

Method-1. To prevent this and provide smooth recovery phase, Method-2 has only dfslow 

being activated within the threshold ±dfth, and both dffast and dfslow are enabled when dffast 

is more than dfth. A transient signal is not necessary since there is no discrete change in 

the fast-droop and slow-droop characteristics, and the design of the control scheme 

becomes simpler than that in Method-1. Compared to Method-1, Method-2 is anticipated 

to have a delay when at sudden frequency violation of the threshold as both slow and fast 

frequency controls are operating and this delay will be tested in the next section. 

 

2.2.5. Curtailment method assumed in this study 

 

As for the pre-set point of active power output P0, (or curtailed power output in other 

words), the upper limit control of power output relative to the rated inverter capacity can 

be used. However, in this scheme, the difference between Pmpp and P0 cannot be utilized 

as a control reserve when the irradiance fluctuation is very large. Therefore, the proposed 

control assumes to employ the setting of P0 based on the estimation of prospective Pmpp 

on the actual operation by employing the predetermined I-V characteristics for PV system 

to be controlled, and the observations of the short circuit current Isc and the open-circuit 

voltage Voc by using additional silicon sensor with the same I-V characteristics. A similar 

method using an additional measurement of PV irradiance is proposed by [7]. Because, 

Isc and Voc dominantly dependent on the irradiance and the module temperature, 

respectively, the estimation of Pmpp is expected to be more accurate than the estimation 

solely by the PV irradiance or Isc. Based on the assumption that the setting of P0 based on 

the estimation of Pmpp, in the following studies, the time-series data of PV power output 

curtailed by fixed ratio to the power output MPPT is used. 

 

2.3. Contribution of slow response of dual p-f droop control to support 

load-frequency control (LFC) 
 

The PV system with the enhanced dual p-f droop control of Method-1 and Method-2 is 

expected to contribute to both frequency controls in a normal situation and fast inertial 

response in case of severe disturbances. In the following sections, these situations will be 
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tested to conduct a comparison between both methods. Specifically, the interaction 

between the slow-dynamic and fast-dynamic responses in the two enhanced methods will 

be compared. The first simulation test highlights the importance of slow-frequency 

response in both methods whereas the second test shows the influence of fast response. 

 

2.3.1. AGC30 model by the Institute of Electrical Engineers of Japan (IEEJ)  

 

The IEEJ has developed a simulation model for frequency regulation called AGC30, 

which is possible to simulate the supply and demand balance control considering both 

EDC and LFC, as shown in Figure 1-2 in Chapter 1.  

 

AGC30 model consists of each element model such as conventional power plants, LFC, 

EDC, inertia, tie-line power flow, and time domain data about fluctuation of load and 

renewable energy output.  

 

In AGC30 model, two sets of power demand data are prepared with consideration of 

average characteristics of fluctuations of ten power system areas in Japan on the days 

 

 

Figure 2-8 Supply-demand frequency simulation model 
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with a large power demand in the summer season and a small power demand in spring 

and autumn season.  

 

As for irradiance, six sets of time-series data with different weather conditions are 

prepared. Six patterns of large fluctuations are extracted for different weather conditions 

during the daytime and used as standard data. Since the PV power output data is usually 

inaccurate, smoothing effect is considered to remove the influence of local cloud 

movements. However, it is extremely difficult to measure all the power outputs of many 

individual PV power plants installed in the area and add them up. Therefore, it is desirable 

to create the standard data, which are used in this chapter since PV power output are 

multi‐point PV radiation data acquired from the Ministry of Economy, Trade, and 

Industry’s subsidized project [8]. In addition, the standard data are the average PV 

radiation intensity in the area where the smoothing effect is taken into consideration, and 

the power generation output is calculated by multiplying the assumed installed capacity 

and the system efficiency. 

 

2.3.2. Simulation model in this study 

 

This study utilizes a simplified AGC30 model shown in Figure 2-8 where the PV power 

with the proposed dual p-f droop control block is added. The model is simplified in a way 

that there is one block generator block representing the parameters of different generators 

in an averaged manner, and EDC is simply a constant input signal in the simplified model. 

The proposed control is introduced to investigate the contribution of regulation power 

dPreg of the dual p-f droop control when the demand and PV power output data are 

fluctuating. 

2.3.3. Time-series data of demand and PV power output 

 

In this case study, the semi-clear day pattern time-series data of PV have been prepared 

by IEEJ [5]. Figure 2-9 shows the time-series data of demand, residual load, and PV 

power for 600 s from 10:00 to 10:10 of semi-clear day in summer. The simulation interval 
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of running this model is 0.1 s, which is the same as that of the original AGC30 model. 

Although the demand is nearly constant as shown in Figure 2-9(a), the fluctuations of the 

PV power output in Figure 2-9(c) have yielded changes in the residual load as in Figure 

 

(a) Demand 

 

(b) Residual load 

 

(c) PV power 

 

Figure 2-9 Time-series data of demand, residual load, and PV power.  
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2-9(b) hence the measured frequency of this system is anticipated to be fluctuating. 

 

The power system operator can set the duration of the power output of aggregated PV 

system using dual p-f droop control. The duration can be for several minutes during 

certain time of a day. Therefore, the time-series data are almost smooth and steady for 

this short period. If the irradiance is changed, the time-series data can be obtained at 

higher or lower steady power output for that short period. 

 

As shown in Figure 2-9(a), the power demand is almost constant at 16.8 GW with small 

fluctuations ranging between 16.75 and 16.90 GW. The maximum output data can be 

obtained from (2.4). When the maximum PV radiation is 1000 W/m2, PV irradiance I is 

multiplied by the installed capacity of PV power S and PV power system output 

coefficient η = 0.8 to get Pmpp, which is the PV data in Figure 2-9(c). The residual load, 

i.e., Pmpp data subtracted from demand data, is shown in Figure 2-9(b). 

 

𝑃𝑚𝑝𝑝 = 𝜂 ∙ 𝑆 ∙
𝐼

1000
                        (2.4) 

 

The capacity of the PV system is 10 GW and the average PV output Pmpp is 5800 MW, 

which is the yield of irradiance. The prospective Pmpp is estimated by employing the I-V 

characteristics for PV system, and the observations of the short-term Isc and the open 

circuit Voc by using silicon sensor with the same I-V characteristics. This Pmpp is curtailed 

by 20% using the generation of a fixed portion of available production approach to 4600 

MW [9], thus it is assumed that 10% of the curtailed PV power which is 464 MW is 

available to be used for dual p-f droop control. Specifically for this amount of PV power 

penetration, only 10% is sufficient to contribute to frequency regulation, whereas the 

increase in this percentage is expected to cause more violations in the power system. 

Therefore, the variations in this percentage and its influence on the model can be 

investigated in future work. 

 

The droop setting D, which determines the p-f characteristic of a generating unit, is 

generally expressed as a percentage [10]. The speed drooping characteristic is obtained 
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by adding a steady-state feedback gain, 1/D, in the turbine-governor transfer function. 

The action of droop in a generating unit is to decrease the power reference of the prime 

mover as the frequency increases. The grid codes of various countries stipulate governor 

droop settings between 3% and 6%, for all units participating in the system frequency 

regulation [11]. The droop setting used in the turbine-governor is 4% which is considered 

to be a typical value of droop setting for thermal generators [12]. The same setting is 

chosen for the proposed control.  

 

2.3.4. Setting of components 

 

Figure 2-10 shows the inertial model with a set of parameters given in Table II, which are 

previously set by the AGC30 model [5]. They are considered to be a mixture of thermal 

power generation model. Each one has an inertia ranging from 8 MWs/MVA to 11 

MWs/MVA. Therefore, the assumed inertia is 9 MWs/MVA which is the average of that 

range. 

 

Figure 2-11 shows the generic governor model but the transfer function of 1/(1 + 0.2s) 

will be omitted to eliminate any delay in the simulation. In this simplified AGC30 model, 

the capacity of aggregated synchronous generator model is set to be 20 GW, it is assumed 

that each generator has a rated capacity of 1 GW and which means that 20 generation 

units are used. 

 

The LFC system model in Figure 2-12 is applied to compensate the supply/demand 

imbalance by using the frequency deviation and tie-line power flow. The inputs of this 

model are the actual frequency deviations. These signals will undergo area requirement 

(AR) calculation, and then the output will be smoothed. The control signal might have 

some delay causing the system to be unstable as a result of increasing oscillations. This 

is often avoided by providing a dead zone to the extent that the system can tolerate it. 

Also, a proportional-integral (PI) controller is used to eliminate any steady-state deviation. 

To avoid overshooting, the appropriate values for PI controller parameters are stated in 

Table III. Then, the signal will follow a ramp rate of 2% per minute, and it is assumed 
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that the majority of used thermal generating units are coal power plants. Afterwards, the 

LFC signal is fed back to the generator model. Finally, the EDC is considered as a constant 

signal. The EDC is equivalent to the value of the average residual load (11 GW) divided 

by the capacity of generators (20 GW), which is 0.55. 
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Figure 2-10 Block Diagram of Inertial model  

 

TABLE Ⅱ 

 INERTIA PARAMETERS SETTING 

Variables Set Value 

Inertia M 9 [MW*s/MVA] 

Selected power base in volt-amperes SB 1000 [MVA] 

Load frequency capacity KL 2 [%MW/%Hz] 

Nominal frequency f0 60 [Hz] 

Time increment Δt 0.01 [second] 
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Figure 2-11 AGC30 turbine-governor model  
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The chosen LFC ramp rate is 2% per minute, which means that 2% of the generator 

capacity, which is 400 MW of the synchronous generator per minute, is available to sup‐ 

port the LFC. In the first case study when the frequency fluctuation rate is higher than 

400 MW/min, the fast-frequency control of dual droop control is able to provide 

frequency regulation so that the frequency fluctuations are mitigated when the 

fluctuations violate the frequency threshold value. 

 

The slow-frequency control is activated within the frequency threshold region to support 

the LFC and mitigate the small fluctuations further to diminish the chances of higher rates 

of frequency deviations that cross the threshold and are beyond the region where the LFC 

can be applied. It is also preferable to always contain the fluctuations in this region, since 

the fast-frequency control might cause fluctuations by changing the response of 

generators after being activated. 

 

Figure 2-12 Block Diagram of LFC model  

 

TABLE Ш 

 LFC PARAMETERS SETTING 

Variables Set Values  

AR Calculation Control cycle Ts 5s  

System constant K 10%MW/Hz  

AR smoothing Smoothing factor α  0.3  

Dead zone Dead zone width ±10MW  

Δf  dead zone ±0.01Hz  

PI Controller Proportional gain 1.0  

Integral gain 0.003  
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2.3.5. Results of Method-1 

 

Figure 2-13 shows frequency deviation with and without the proposed dual p-f droop 

control. In all cases, the system frequency fluctuates due to the imbalance between PV 

power output and demand while the power output of generators is adjusted to compensate 

for the imbalance. Without the proposed dual p-f droop control, the maximum frequency 

deviation reaches 0.284 Hz at 5354 s. Then, the operation of 464 MW of PV power with 

the proposed dual p-f droop control results in further mitigation of the frequency to 0.178 

Hz due to the influence of the fast-frequency response of Method-1 and Method-2. The 

frequency fluctuations are small within ±0.15 Hz, the fluctuations are generally mitigated 

by the slow-frequency response of the proposed control. Method-1 and Method-2 have 

almost the same values of frequency deviation, due to their overlapping responses 

 

In Figure 2-14, the application of the proposed control enables the distinction between 

the frequency measurements due to fast-frequency and slow-frequency responses The 

measured frequency due to fast-frequency response almost follows the actual frequency 

of the system while the measured frequency due to slow-frequency response has a delay 

from the actual frequency by a few seconds. 

 

Figure 2-13 Frequency deviation with and without the proposed dual P-f droop control 

methods 
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Figure 2-14 Measured Frequency Deviation due to slow and fast response of Method-1 

 

Figure 2-15 PV power output deviation due to slow and fast response applying Method-1 
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When Method-1 is implemented in this model, it will result in dPreg, as shown in Figure 

2-15. dPslow is the output as long as the frequency deviation is within ±0.15 Hz. Once the 

deviation exceeds ±0.15 Hz, which occasionally happens, dPfast is activated and the new 

±dfth becomes ±0.1 Hz. Therefore, dPfast will have an output from the time when it exceeds 

±0.15 Hz until the frequency reaches the new threshold of ±0.1 Hz. The maximum 

frequency deviation of 0.178 Hz at 5354 s will lead to a maximum power deviation of -

34.4 MW due to the activation of fast-frequency response only.  

 

The reduction below the threshold point of ±0.1 Hz will enable slow-frequency response 

again and only dPslow contributes to the output. It is also observed that at the frequency 

recovery phase, when switching between fast-frequency and slow-frequency modes occur 

in Figure 2-15, dPreg is no longer equal to the sum of dPslow and dPfast. However, it is the 

yield of the dPtrans where dPfast will change to dPslow as stated in Section 2.3 for only 3 

seconds. During this period, dPreg increases slightly from -19.6 MW to -21.4 MW instead 

of -25.4 MW if no transition signal is introduced. After 3 s, dPreg is calculated as the sum 

of dPslow and dPfast again.  

 

Figure 2-16 PV power output with regulation applying Method-1 
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Figure 2-16 shows the PV power output, the curtailed PV power output and curtailed PV 

power in addition to the changes of dPreg. Although the demand is nearly constant as 

shown in Figure 2-9(a), the fluctuations of the PV power output have yielded changes in 

the measured frequency as in Figure 2-14. These changes in frequency is mitigated as 

shown in Figure 2-13 by the dPreg of the dual p-f droop control 

2.3.6. Results of Method-2 

 

Figure 2-17 shows PV power output deviation due to slow-frequency and fast-frequency 

responses applying Method-2. In Figure 2-14, when ±df is within ±0.1 Hz, dPreg will be 

a result of slow-frequency response. Once the frequency crosses the threshold of 0.1 Hz, 

both the slow-frequency and fast-frequency responses will be activated so the maximum 

power deviation is -34.4 MW at 5354 s. Method-2 is proposed to prevent the switching 

of PV power outputs between slow-frequency and fast-frequency responses and 

eliminates the time detection used for the transition mode signal at the recovery period. 

 

Figure 2-17 PV power output Deviation due to slow and fast response applying Method-2 
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Thus, dPreg is always expressed in terms of the sum of both dPslow and dPfast. Accordingly, 

when the frequency recovers, dPreg shows a gradual decrease to -19.33 MW at 5370 s due 

to the influence of slow-frequency response when it operates simultaneously with fast-

frequency response. Figure 2-18 also shows the PV power output in addition to the 

changes of dPreg that mitigated the frequency as shown in Figure 2-13. This is similar to 

Figure 2-16 to prove that Method-2 operate similarly as Method-1 in providing the same 

regulation power but in a simpler operation mechanism. 

 

2.3.7. Effect of slow response in dual p-f droop control 

 

Power output has a quicker increase in dPreg than Method-1 in an abnormal situation. This 

is caused by the sole operation of fast-frequency response in Method-1 in an abnormal 

situation whereas both slow-frequency and fast-frequency responses occur 

simultaneously in Method-2, which slows down the operation of Method-2 at that phase. 

The slightly delayed response of Method-2 in abnormal situations leads to conduct 

another simulation that detects whether such delay is significant or not. 

 

Referring to Figure 2-19, at the infrequent incidents of violating dfth, only fast-frequency 

 

Figure 2-18 PV power output with regulation applying Method-2 
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response will reduce the frequency deviation to 0.182 Hz. As stated previously, Method-

2 further mitigates the frequency deviation to 0.178 Hz. After 5380 s, the occasional 

mitigation of frequency by the fast-frequency response generates higher variations in 

frequency following that mitigation. These variations are even more than the case without 

control. That is because the operation of the thermal generator has changed after that 

mitigation by fast-frequency response, hence the frequency fluctuation becomes different 

and larger than the case without control. This negative effect is suppressed by slow-

frequency response using Method-2 to witness a lower frequency deviation, emphasizing 

the importance of slow-frequency response of the proposed dual p-f droop control. This 

affirms the idea that slow-frequency response working along with the fast-frequency 

response can maintain the frequency deviation at a lower level compared to the other 

studies mentioned in Subsection 1.3.2 where fast-frequency response only where used. 

 

2.4. Support of fast response of dual p-f droop control to inertial 

response of synchronous generators  

2.4.1. Simulation Model 

 

The proposed control is tested when the generator trips and it is assumed that demand and 

PV input data are constant in this scenario by using the model in Figure 2-20 which is a 

more simplified model of AGC30 than that used in the previous section. This model 

 

Figure 2-19 Frequency deviation due to fast response only and with dual p-f droop control of 

Method-2. 
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involves the same components as the previous test model but LFC controller is excluded 

so that this test model is concerned on the primary frequency response only. The 

simulation time interval is 0.01 s to realize the sudden incident of generator tripping and 

frequency drop.  

 

The constant demand is rated to be 16.8 GW. The capacity of the PV is 10 GW and the 

power utilized by the dual p-f droop control is equivalent to 464 MW. The droop setting 

of the dual p-f droop control is also 4%. These are the same assumptions as considered in 

the previous test of Section 2.3. 

 

The settings of parameters of the inertial model are the same as those shown in Table II. 

Both generators in the model have a total capacity of 20 GW. The capacity of generator 

2 corresponds to 5% of the overall capacity which is equivalent to 1 GW in this test. The 

generator model is slightly different from that used in the previous model because when 

the generator trips, we have to observe a few seconds that immediately follow this drop. 

Accordingly, the generic model of the turbine governor will be used without the omission 

of the transfer function to observe the reaction of the frequency in a shorter time interval 

and distinguish the influence of dual p-f droop control. In this model, the frequency is not 

restored to its nominal value of 60 Hz due to the absence of the LFC system. 
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Figure 2-20 Supply-Demand Frequency Simulation Model 
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2.4.2. Results of Method-1 and Method-2 

 

In Figure 2-21, without implementing the proposed control, which emulates the test of 

free-governor control only, the frequency deviation of the system will drop to -0.435 Hz 

and the frequency is recovered to a deviation of -0.162 Hz due to the absence of the LFC. 

While the mere application of slow-frequency control results in a frequency deviation of 

-0.397 Hz and recovers to -0.117 Hz quicker than the proposed control. The power due to 

slow-frequency response will be higher since the slow-frequency measurement is slightly 

delayed. Therefore, it detects higher frequency change. 

 

When dual p-f droop control is implemented, the frequency deviation is mitigated to -

0.353 Hz and -0.360 Hz by Method-1 and Method-2, respectively, and it is recovered to 

-0.117 Hz. It is also observed that the frequency deviation values of both methods are 

almost the same, which leads to the values overlapping from 115 s. 

 

Fast-frequency response of Method-1 causes regulation power to increase steeply to 71 

MW, as shown in Figure 2-22. Regulation power due to fast-frequency response is 

supposed to stop when it hits dfth of -0.15 Hz. However, regulation power continues till 

dfth of -0.1 Hz, which is the new value of dfth, following the characteristics of Method-1. 

The power starts to decrease, hitting the peak when the largest frequency occurs. 

Contrarily, due to the slow-manner of frequency detection of slow-frequency control, it 

will still be activated even though df is less than -0.1 Hz (dfth), resulting in a significant 

power increase in dPreg. It reaches 544 MW. Eventually, the power due to slow-frequency 

response will drop to zero power deviation that will lead to a slightly steep decrease in 

dPreg as shown in Figure 2-23. 

 

The application of Method-2 of dual p-f droop control has shown that power output due 

to fast-frequency response in Figure 2-22 will increase to 53 MW. Regulation power due 

to slow-frequency response is provided when df decreases below -0.1 Hz. Fast- and slow-

frequency responses will operate concurrently beyond dfth which results in the fact that 

dPreg is the sum of power due to fast- and slow-frequency responses equivalent to 536 
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MW. As a result, dPreg in method-2 in Figure 2-23 seems to have a smoother increase than 

that in Method-1. Then, the supply of dPreg due to both methods almost overlaps since the 

droop settings used in both methods are the same.  

 

 

Figure 2-21 Frequency deviation response in the absence of LFC system 

 

Figure 2-22 PV power output due to the slow and fast responses of Method-1 and Method-2 

 

Figure 2-23 Total PV regulation power output using Method-1 and Method-2 
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The maximum frequency deviation occurs when no control is applied which simulates 

the condition of the inertial response of the existing generator. When the slow-response 

suppresses the frequency deviations, it is further suppressed by the proposed control due 

to the activation of the fast-frequency response. The positive influence of fast-frequency 

response in the proposed control confirms a rapid recovery and further a reduction in 

frequency deviation. 

 

There is a slight difference between frequency deviation due to the application of Method-

1 and Method-2 at 103 s. The reason is that the activation of only fast-frequency response 

in Method-1 and the simultaneous operation of slow-frequency response along with fast-

frequency response in Method-2 in abnormal operation state delays the quick action of 

fast-frequency response to be marginally slower than that of Method-1. However, this 

slight difference is considered insignificant since Method-2 still has a quicker reaction 

compared with the inertia of the generator in the system without the proposed control. 

 

Moreover, the results of dPreg have revealed a surge of power output when using method 

1 due to the switching from fast- to slow-frequency responses. Therefore, the proposal of 

a simple control scheme such as Method-2 proves a smooth PV power output due to the 

operation of slow-frequency and fast-frequency responses, simultaneously. 

 

2.5. Parameters affecting dual p-f droop control 

 

In the numerical simulations of Sections 2.3 and 2.4, some parameters’ values were 

assumed within a reasonable range. However, it is necessary to adjust these parameters. 

These parameters are: 

 The slope of the droop characteristics which is the droop setting and it is expressed 

in the proposed control by dP/df. The droop setting (D) was assumed to be 4%. If the 

droop setting is reduced, the reaction of the dual p-f droop control is expected to be 

faster and the frequency deviations will be mitigated faster. However, by realizing 

such a quick response of the dual p-f droop control, the dual p-f droop control can 

cause unexpected disturbances in the system hence it is preferable to conduct a 

sensitivity analysis for the purpose of testing the most effective range of the droop 
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setting. 

 The frequency threshold where the two control changes that was ±0.15 Hz. However 

if less threshold value is used, fast response will be frequently activated to suppress 

these frequency deviations. However, the quick and frequent activation of fast 

response of the dual p-f droop control can cause unexpected disturbances in the 

system which lead to the idea of conducting a sensitivity analysis for the purpose of 

testing the most effective frequency threshold value. 

 The number of measured cycles for fast and slow controls, i.e. for fast control, it is 

20 cycles and for slow control, it is 400 cycles. The number of cycles for fast control 

is already considered as a rapid measurement. On the other hand, if the number of 

cycles of frequency measurement to a lower for slow control measurement, it might 

further mitigate the normal frequent fluctuations. The slow response supports the 

LFC and in the actual LFC scheme, the signal is dispatched to generators every 5 

signals to adjust their power, while time of slow control measurement is about 6.5 

seconds. However, further investigation can be conducted to find the optimum 

number of cycles that does not disturb the system meanwhile support the LFC 

efficiently. 

 The dual p-f droop control in this study is primarily created using portion of the 

curtailed PV power output to provide regulation power. PV power output curtailment 

of 20% was applied to the average of the aggregated PV power output rather than 

application of curtailment to each region in the power system which can be an 

optimistic assumption. In addition, 10% of the curtailed PV power was used for the 

dual p-f droop control. Another investigation should be done to test the impact of 

dual p-f droop control against different power curtailment approaches. 

 

Chapter 2 introduced a simplified idea of PV using the dual p-f droop control that involves 

different parameters. Since these parameters should to be further investigated, the next 

study is used to deepen the investigation of PV power curtailment which is one of the 

aforementioned parameters by proposing different curtailment application schemes. 
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2.6. Conclusion 

 

Autonomous active power control for supporting LFC and the inertial response of 

synchronous generators is proposed by creating two different characteristics for slow- and 

fast-frequency dynamic responses provided by small-scale PV systems. Two simple 

control methods of dual p-f droop control are designed to achieve a smooth transition 

between slow- to fast-frequency responses according to the change in frequency. 

 

Firstly, a basic idea that combines fast-frequency and slow-frequency droop controls is 

proposed. In literature, fast-frequency droop control is already implemented as discussed 

in Subsection 1.3.2. However, slow-frequency control is preferably added to enhance the 

droop control in tackling normal disturbances in the power system, and a dual p-f droop 

control can be formed. Method-1 is an enhanced design of dual p-f droop control where 

besides the simple turning on one frequency control while turning off the other, as the 

frequency deviation changes, it has an additional control such as transition signal as well 

as switching of frequency thresholds. However, Method-2 provides a complementary 

simpler idea to improve the operation of fast-frequency and slow-frequency controls, i.e., 

both frequency controls can operate simultaneously. A summary of advantages and 

disadvantages of these methods is shown in Table I. 

 

Two simulation models are conducted to highlight the importance of slow- and fast-

frequency responses of enhanced proposed methods. The results reveal that the slow- and 

fast-frequency controls can work independently. The switching between slow- and fast-

frequency controls in emergency and recovery phases has shown that Method-2 of the 

proposed control provides smoother transitions than method 1. This proves that method 

2 outperforms method 1 as an effective control for supporting frequency by small-scale 

PV systems. 

 

As future work, the proposed dual p-f droop control should be tested using a detailed 

model in consideration of the existence of various types of generators, different irradiance 

fluctuations among different regions, different control schemes such as dual p-f droop 

control and other direct controls by the system operator, etc. Then, a sensitivity analysis 
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will be also done for some factors such as the used frequency threshold, and the degree 

of changing the PV power experiencing dual p-f droop control. Accordingly, the impact 

of this variability on the system frequency deviation will be investigated. Finally, various 

changes in demand data especially their surge will reflect the future inflation of demand, 

thus the effectiveness of the proposed control under this condition should be tested. 

  

TABLE Ⅰ 

SUMMARY OF DUAL P-F DROOP METHODS 

Methods 

of dual P-f 

droop 

control 

Advantages Disadvantages 

 Basic 

idea 

 fast frequency control is solely 

activated when |𝑑𝑓𝑓𝑎𝑠𝑡| > 𝑑𝑓𝑡ℎ 

 The regulation power 

(𝑑𝑃𝑟𝑒𝑔) increase immediately when 

frequency drops. 

There is a difference between dffast and 

dfslow which will lead to a step increase 

in dPreg 

 

Method-1 

 

 same as the basic idea 

 smoother transition from dPfast to 

dPslow than that of Method-0 

To solve the step increase in method-

0, dPreg will be calculated as dPtrans for 

few seconds to create a smooth 

transition from dPfast to dPslow. In 

addition, switching of frequency 

thresholds is used. These two 

additional mechanisms complicate 

this method 

Method-2 

 

 Since both fast frequency control and 

slow frequency control are operating, 

switching between the two control-

modes (switching from dPfast to dPslow 

and vice versa) does not exist. 

 Therefore, dPreg will always be 

calculated as the summation of dPfast 

and dPslow which makes Method-2 a 

simpler dual P-f droop control 

 Both fast frequency control and 

slow frequency control are 

operating when |𝑑𝑓𝑓𝑎𝑠𝑡| > 𝑑𝑓𝑡ℎ 

 The regulation power increase 

slowly: This slow increase is to be 

investigated in the second case 

study to prove its insignificance 
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3. Optimal Allocation of Curtailment Levels of PV Power 

Output in Different Regions in Consideration of Reduction 

of Aggregated Fluctuations 

 

3.1. Introduction 

 

As mentioned in Chapter 1, in a day-ahead UC scheduling of required generation 

resources based on a day-ahead forecast of electricity demand and various renewable 

power generation, the curtailment level (CL) of the aggregated PV power output is 

determined [1]–[3]. The curtailed PV power output deliberately contributes to 

maintaining the supply-demand balance of the power system as well as to providing 

adequate capacity for the frequency control [4], [5]. In the actual application of PV power 

output curtailment in Japan and many studies regarding UC scheduling, the CL of the 

aggregated PV power output is determined regardless of the distinctive fluctuating 

behavior of each region in the power system service area [1]-[3]. However, different CL 

among each region should be applied to reduce the fluctuations in the aggregated PV 

power output. This will contribute to maintaining the frequency variations within the 

acceptable ranges determined by the grid codes, reducing the requirement of frequency 

regulation. Therefore, the main objective of this study is to propose an optimal allocation 

of CL among each region.  

 

Here, in consideration of the optimal CL allocation, there are two major challenges, i.e., 

the improvement of short-term forecasting of power output fluctuation characteristics as 

well as the power output average value and the development of method to optimize CL 

based on the short-term forecasting. This study tackles the later one as described below.  

 

As for the former one, numerous studies have been conducted to a day-ahead forecast PV 

power output from different perspectives, including various forecasting models based on 

statistical, mathematical, physical, machine learning or hybrid [6]–[11]. With higher PV 

penetration, the short-term forecasting becomes more crucial for guaranteeing the 
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achievement of the required PV power output on each hour on the operation day. Highly 

accurate short-term forecasting can lead to further adjustment of CL compared to the pre-

determined CL by the UC scheduling. Currently, the forecasting of the average value of 

PV power output in short-term, ranging from few minutes to few hours, is feasible and 

different methods are discussed in [12] to be mainly divided into physical and data-driven 

methods. Whereas [13] followed data-driven methods to cooperate neural network model 

with deep learning technology to predict the short-term average value of PV power output, 

achieving a high level of accuracy. On the other hand, the forecasting of short-term 

fluctuations of PV power output still remains challenging with a considerable amount of 

error even though machine learning algorithms and other advanced modeling techniques 

are used [14]–[18]. 

 

Short-term forecasting data with high accuracy can be challenging. Yet, if available, each 

region short-term time-series power output data can be used to allocate an optimal CL 

value. Yet this approach that involves huge time-series data can be a sophisticated and 

time-consuming. Therefore, this study tackles this issue through a more straightforward 

novel approach assuming that the fluctuation characteristics can be predicted in the short-

term forecasting and be expressed in several typical patterns. Thus, instead of using huge 

accurate forecasted time-series data for each region, each region will be given a typical 

prepared pattern that reflects its level of fluctuations based on the short-term forecasting. 

 

Therefore, the objectives of this study, firstly is the formation of statistical relations of 

average value and maximum fluctuation against different CL, respectively, these relations 

are used to distinguish each region PV power output behavior in short-term. Secondly, 

based on the short-term forecasting, each region will have a specific relation, thus, using 

these relations this study proposes an optimization of different CL to be allocated to each 

region. In this approach, the optimal CL in each region will minimize the fluctuation of 

aggregated PV power output without precisely forecasting the time-series of PV power 

output. As a result, the proposed method can contribute to the reduction of the control 

burden needed to eliminate the frequency fluctuations and hence reducing the required 

resources for frequency control or secondary control in the power system.  
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This chapter is divided as follows, Section 3.2 describes the irradiance data used in this 

study. Section 3.3 discusses the concept of five different methods of CL adjustment 

together with three methods for comparison. Section 3.4 demonstrates an example used 

to show the procedure of data preparation and calculation process for the proposed 

methods of CL adjustment. Using the example of Section 3.4, Section 3.5 represents the 

application of all the adjustment methods on the day of operation. Finally, Section 3.6 is 

dedicated to the results and discussion of the application of all methods over an entire 

year data. 

 

3.2. Data under investigation 

 

Although the numbers of PVs are installed in each region of the power system service 

area, the time-series data of either PV power output or irradiance of fine temporal 

resolution might be available only at specific sites in each region. Therefore, in order to 

estimate the aggregated power output data observed at the limited number of location, a 

low-pass filter (LPF) model should be applied [19]. In the LPF model, a so called 

 

Figure 3-1 Location of multi observation points of PV power output in Chubu region, Japan. 
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smoothing effect among different fluctuations in a certain region is taken into account 

according to the geographical size of the representative region of each observation point, 

in which the aggregated fluctuations becomes smaller than that at single point. 

 

To calculate the aggregated PV power output, this study utilizes the irradiance data 

observed at 61 points shown in Figure 3-1. The 61 observation points are dispersed almost 

evenly according to the population distribution with mountain areas excluded in the 

central region of Japan which is called Chubu region, except for Nagoya City that is 

enlarged in Figure 3-1. The distance between each pair of the neighboring observation 

points varies between 4.2 km and 138 km, and the average distance is 22 km. The 61 

representative regions of each observation point is determined by applying Voronoi 

decomposition [19]. 

 

The irradiance data are observed in 363 days from September 2010 to August 2011.The 

data have a fine temporal resolution of one minute for an entire year. As these data are 

obtained from 61 points in one specific region in Japan, it is considered to be an 

advantageous point of this study. The aggregated time-series data of curtailed PV power 

output for a certain period is Pagg
CL (t) and it is expressed as the weighted sum of PV power 

output of each region after the curtailment application as shown in  

 

                      

6 1 6 1

1 1

( )
( ) ( )CL CL i

agg i i i i

i i max

I t
P t P t CL

I
 

 

                     (3.1) 

 

where, Pi
CL(t) is the time series curtailed PV power output for individual region i, ωi is 

the weighted factor based on each region’s installed capacity, Ii (t) is the time series 

irradiance of each region, Imax is the maximum irradiance, thus 1000 W/m2, and CLi is the 

curtailment level applied for each region. Because ωi is determined in consideration to 

the aggregated capacity of PV in the power system service area,  Pagg
CL  and Pi

CL  are 

expressed in per unit (p.u.). 
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Considering that the curtailment will be applied when PV power output is high usually in 

the period from 10:00 to 14:00, the proposed methods are tested for one hour from 12:00 

to 13:00 for the entire days of the year. This one hour gives a reasonable representation 

to the different PV power output behaviors of the 61 regions for every day at every season. 

For instance, in Japan, the temporal resolution of irradiance forecast is one hour, and in 

one hour time horizon, variability and uncertainty of PV power output still exist. In this 

hour, 61 regions can exhibit high average PV power output and low fluctuations in few 

days of summer season or low average PV power output and low fluctuations in few days 

in winter or wide ranges of low average PV power output and fluctuations in spring and 

autumn. Therefore, the statistical analysis on the performance of proposed method is 

available even with the data of one hour for each day instead of using data of longer period 

for each day. The following sections will demonstrate the different methods of CL 

adjustment. 

 

3.3. CL adjustment methods 

 

The unit commitment scheduling is proceeded a day-ahead to determine the supply 

requirements of different generation resources based on the forecasted demand for the 

next day. In the current day-ahead UC scheduling, the CL of the aggregated PV power 

output is determined regardless of the distinctive fluctuating behavior of each region in 

the power system service area. However, different CL among each region should be 

applied to reduce the fluctuations in the aggregated PV power output. Therefore, as 

explained below, the proposed method further adjust the CL in the real-time operation of 

the day based on the short-term forecasting of PV power output in each region. 

3.3.1. Proposed CL adjustment methods 

 

Method-1: Short-term adjustment of CL based on short-term forecasting of hourly 

average output  

The main purpose of CL adjustment in Method-1 is to obtain hourly average value of 

resultant Pagg
CL , which is referred to as 𝐴𝑣𝑔𝑎𝑔𝑔

𝐶𝐿
 equal to the predetermined average by the 

system operator (Avgpre) in the short-term. Although Method-1 is not intended to reduce the 
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fluctuations of the aggregated PV power output, Method-2, which is the main proposal in 

this study, is developed based on Method-1. Therefore, Method-1 is explained as a part of 

proposed method. 𝐴𝑣𝑔𝑎𝑔𝑔
𝐶𝐿  is simply defined in Eq. (2) where T is 60 minutes.   

                          
59

0

1
( )CL CL

agg agg

t

Avg P t
T 

                         (3.2) 

Considering the fluctuations within one hour, 𝐴𝑣𝑔𝑎𝑔𝑔
𝐶𝐿  is not a simple linear function of 

CL. Therefore, in the proposed Method-1, when short-term (i.e. few hours ahead) 

forecasting of PV power output in each region takes place, the adjusted CL is allocated to 

each region distinctively based on the relation between CL and the corresponding hourly 

average curtailed PV power output for each region (Avg
i

CL
) where Avg

i

CL
 is simply defined 

in Eq. (3). The relations between Avg
i

CL
 and CL are called Avg-CL patterns and the 

concept of these patterns is shown in Figure 3-2(a) 
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The Avg-CL patterns are prepared based on the analysis of the observed PV power output 

in the past. The three patterns of Avg-CL can be expressed to range from high Avg to low 

Avg modes. Thus, instead of exact Avg
i

CL
 forecasting, the prediction of the mode to 

which the value can be categorized is enough for the proposed method. By predicting Avg 

 

(a) Avg-CL                             (b) MF-CL  

Figure 3-2 Concept of hourly average and maximum fluctuation of PV power output as a 

function of CL 
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mode, CL is adjusted and the 𝐴𝑣𝑔𝑎𝑔𝑔
𝐶𝐿  can be more accurate compared to the Avgpre 

determined a day-ahead. 

 

It is noted that Method-1 indirectly gives an insight into the characteristics of PV power 

output fluctuations. For instance, the medium Avg mode reflects the case when 

fluctuations are high at either low or high PV power output. Therefore, to precisely adjust 

CL, more information about the fluctuations becomes crucial and hence the next method 

is proposed. Figure 3-3 includes the CL adjustment procedures of Method-1 in blue. They 

are composed of two main steps: preparation of Avg-CL patterns in Section 3.3, and the 

utilization of these patterns to apply CL adjustment methods on the day of operation in 

Section 3.4. 

 

Method-2: Short-term adjustment of CL based on short-term forecasting of hourly 

average output and maximum fluctuations 

The main purpose of CL adjustment in Method-2 is to minimize the maximum 

fluctuations of the aggregated PV power output (MFagg
CL ) as long as the predetermined 

Avgpre is met. MF is basically the difference between the maximum and minimum time-

series PV power in 20-minute moving window. The approach of calculating MF is further 

elaborated in Section 3.4.2. CL adjustment in this method undergoes a more advanced 

approach than Method-1 by considering the PV power output fluctuations directly. 

Despite the fact that the forecasting of actual fluctuations is challenging, this study 

assumes that the forecasting of typical fluctuation patterns can be available. 

 

The relations between hourly maximum fluctuations of PV power output for each region 

MFi
CL and CL are called MF-CL patterns and the concept of these patterns is shown in 

Figure 3-2(b). They are also prepared for typical four PV power output characteristics 

based on the analysis of the observed PV power output in the past. The four patterns of 

MF-CL can be expressed to range from high MF to no MF (i.e. uniform output) modes. 

Thus, instead of forecasting the exact MFi
CL and Avg

i

CL
, the prediction of the modes to 

which these values can be categorized are needed. By predicting the PV power output 

behavior (i.e. Avg and MF modes), CL is adjusted and the resultant 𝐴𝑣𝑔𝑎𝑔𝑔
𝐶𝐿  can even be 
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closer to the Avgpre. The short-term forecasting of Avg modes and MF modes are 

addressing a simple categorization of the regions from high Avg to low Avg modes and 

high MF to no MF. The entire Figure 3-3 shows the two main steps of preparation of Avg-

CL and MF-CL in Section 3.3, and the utilization of both Avg-CL and MF-CL patterns to 

apply the CL adjustment methods on the day of operation in Section 3.4.  

 

 

 

 

Figure 3-3 High level schematic of the procedures of the preparation of data and usage of the 

data on the operation day for the proposed methods of CL adjustment. 

Preparation of representative patterns of Avg-CL and MF-CL

Solar radiation 
time-series data 

1. Calculation of the 
average solar 

radiation at every 
CL (Avg-CL)

1. Calculation of the 
MF of solar 

radiation at every 
CL (MF-CL)

2. Stacking all 
the patterns 

of Avg-CL 
and MF-CL 

respectively

3. Dividing all Avg-CL 
actual patterns into 4 

modes
1- high average 
2- moderate average
3- low average
4- no average (no output)

3.Dividing all MF-CL actual 
patterns into 4 modes

1- high MF
2- moderate MF
3- low MF
4- no MF (uniform output)

4. Average the actual Avg-CL 
patterns that lies with each 
mode to formulate 4 Avg-CL 

representative patterns, 
each representing the 

actual patterns within each 
mode.

4. Average the actual MF-CL 
patterns that lies with each 
mode to formulate 4 MF-CL 

representative patterns, 
each representing the 

actual patterns within each 
mode.

On the operation day

• Prediction of the mode of the average (Method-1)
• Prediction of the mode of the average and MF (Method-2)

Based on the prediction, the right representative pattern will be picked to 
represent the region mode 

CL optimization for each region will be applied 
• based on the Avg-CL representative pattern of each region (Method-1)
• based on the Avg-CL and MF-CL representative pattern of each region 

(Method-2)
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3.3.2. Comparative CL setting methods 

 

Method-0: No curtailment  

Method-0 represents the case when no curtailment is enforced. This is when the entire PV 

power output is used to balance out the demand along with other generation resources. 

Whereas frequency regulation can be achieved effectively by mechanisms such as battery 

energy storage and demand response, without any requirement for PV power curtailment. 

 

Method-3: Same CL for all regions 

When the curtailment of PV power output is requested by the current UC scheduling a 

day-ahead, it merely applies the same CL to all the regions in the power system regardless 

of each region’s behavior of PV power output for each hour on the next day, and no 

adjustment of CL is applied. Consequently, this might lead to unsatisfying the Avgpre 

scheduled by the UC to meet the demand especially when the PV power output is 

fluctuating. This method can be efficient in situations where the PV power output is 

uniform only. 

 

Method-4: Short-term adjustment of CL based on perfect forecasting of average and 

fluctuations  

In Method-2, short-term forecasting of Avg modes and MF modes are addressing a simple 

categorization of the weather mode of each region. In Method-4, it is assumed that the 

perfect short-term forecasting of the time-series of PV power output in each region is 

available. This kind of zero-error forecasting is challenging and nearly impossible. 

Therefore, Method-4 is assumed to be an ideal situation and merely used for the 

comparison with the proposed methods. 

 

3.4. Data preparation for the representative Avg-CL patterns and MF-

CL patterns 

 

The data preparation procedure of the proposed methods is applied to the 61 regions for 

every hour in each month. As an example, this section shows the data preparation of the 

representative patterns for one hour (from 12:00 to 13:00) in September. In each step, an 
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example of four regions was used to demonstrate the concept and calculation output in 

each method. Figure 3-4(a) shows the raw PV power output time-series data of the four 

regions on 1st September and their 𝐴𝑣𝑔𝑎𝑔𝑔
𝐶𝐿 . The different PV power output behaviors of 

the four regions for corresponding weather modes are identified as the following: 

 

 Region (R) 1 has a high Avg and moderate MF. 

 R11 has a high Avg and no MF, i.e. uniform PV power output. 

 R29 has a moderate Avg and low MF. 

 R51 has a low Avg and high MF. 

 

3.4.1. Method-1 

 

Step 1: Application of LPF to past measured PV power output time-series data. 

As described in 3.2, each of the 61 points represents the spatial average PV power output 

in each of the 61 regions. In Figure 3-4 (b) the filtered PV power output data of the four 

regions on 1st September and their 𝐴𝑣𝑔𝑎𝑔𝑔
𝐶𝐿  are also shown. The filter gain of the LPF 

depends on the area of each region, i.e. the smaller the area, the smaller the filter gain 

applied and hence less reduction of fluctuations is witnessed. As R51 is a region with 

small area, the raw data and LPF data in Figure 3-4(a) and Figure 3-4(b) are almost similar. 

 

Step 2: Application of different CL. 

For the 61 regions, different CL are applied on their observed time-series PV power output 

data ranging from 0 to 1.0 p.u. with an increment of 0.01 p.u. No curtailment is applied 

at 1.0 p.u. level, and 100% of curtailment is applied at 0 p.u. level. Figure 3-5 shows an 

example of this step using the time-series data of R51 with an increment of 0.1 p.u. only.  

 

Step 3: Computation of 𝐴𝑣𝑔𝑖
𝐶𝐿 for each region. 

The Avg
i

CL
 will be computed at each CL for every hour of interest at every day of the 

month. The actual Avg-CL patterns for 61 regions at one hour (here, from 12:00 to 13:00) 

for the entire days of September are plotted in Figure 3-6(a). The actual Avg-CL patterns 

of the four regions on 1st September are shown separately in Figure 3-6(b).  
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Step 4: Formation of the representative patterns of Avg-CL. 

The Avg-CL patterns of the 61 regions for 30 days for one hour are stacked. Figure 3-6(a) 

shows the Avg-CL patterns (1,830 patterns) of the 30 days of September for one hour 

(from 12:00 to 13:00). The maximum and minimum Avg-CL patterns are detected, then, 

all the patterns that lie within them are divided into three equal parts horizontally. These 

parts represent three modes; mode 1, mode 2 and mode 3 indicate low Avg, moderate Avg, 

and high Avg, respectively. The patterns that lie in each mode are averaged to get a single 

representative Avg-CL pattern for each mode, as shown in Figure 3-6(c). Figure 3-6(c) is 

shown as a dotted line as it reflects a prepared table of representative values of Avg against 

each increment of CL. 

 

Since predicting the actual pattern of Avg-CL for the next hours can be challenging, then 

by just acknowledging the behavior of PV power output for the next hour, the Avg-CL 

representative patterns of Figure 3-6(c) can be used instead of the actual patterns in Figure 

3-6(a). After that, optimization will be operated using these Avg-CL representative 

patterns.  

 

As shown in Figure 3-6(c), it is difficult to express the relation between Avg and CL by 

using a simple function. Therefore, as described below, the optimization problem is 

formulated with a mixed-integer linear programming (MILP) by preparing a look-up table 

regarding the relation between Avg and CL. Therefore, in Figure 3-6(c), plots showing 

the relation between Avg and CL are used instead of lines used in Figure 3-6 (a) and 

Figure 3-6 (b). 
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    (a) Raw data 

 

   (b) LPF data 

Figure 3-4 PV power output of the 4 regions on the 1st September 

 

Figure 3-5 Different CL applied on R51 data on 1st September. 
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(a) The stacking of the actual patterns of the 61 regions for the entire month of September 

 

(b) The actual patterns of the four regions only on 1st September 

 

 (c) The representative patterns used for 61 regions from 12:00 to 13:00 for the month of 

September 

Figure 3-6 Avg-CL patterns. 
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3.4.2. Method-2 

 

Step 1: Application of LPF to past measured PV power output time-series data. 

The procedure in this step is the same as that in Method-1 described above. 

 

Step 2: Application of different CL 

The procedure in this step is the same as that in Method-1 described above. 

 

Step 3: Application of high-pass filter (HPF) on every curtailed PV power output data. 

HPF function with a cut-off frequency of 32 minutes is applied to the time-series data 

calculated in steps 1 and 2. This is implemented to highlight the fluctuations and hence, 

maximum fluctuation of the HPF data will be calculated in the next step. Figure 3-7 shows 

an example of the HPF data applied on the curtailed data of R51 on 1st September.  

 

Step 4: Computation of MFi
CL  using the HPF data of each region based on a few 

parameters. 

The MF is the difference between the maximum and minimum points of fluctuations 

calculated in 20-minute-moving-window, and this parameter represents the short-cycle 

fluctuation in the time-series data. It varies with days and is independent of the season, 

because the movement of clouds is the reason for the short-cycle fluctuations. 

 

Figure 3-7 Application of HPF to different curtailed PV power data of R51 on 1st September 
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To consider whether a region’s PV power output behavior is fluctuating or not, this study 

sets some parameters to distinguish the fluctuating behavior such as threshold, count and 

range. Firstly, the threshold is an initially assumed value of PV power output. When the 

fluctuations cross this value for a number of times (count) shown in Figure 3-7, they get 

recorded. In addition, the range is the sum of the heights of crossing fluctuations shown by 

the red arrows in Figure 3-7. Crossings can be frequent as it can be very short in terms of 

power changes, then the sum of the heights of crossings becomes a crucial parameter and 

it gets recorded instead. The total number of times the threshold is passed and the sum of 

heights of these crossings contain essential information to capture the fluctuations. 

 

When the PV power output changes comply with the pre-set number of count and range, it 

is characterized as fluctuating. Consequently, MFi
CL is calculated and plotted against each 

corresponding CL. When the threshold is 0.1 p.u., count is 3, and range is 0.1 p.u., the 

MFi
CL for the 61 regions at every CL is plotted in Figure 3-8(a). The actual MF-CL patterns 

of the four regions on 1st September are shown separately in Figure 3-8(b).  

 

Step 5: Formation of representative patterns of MF-CL. 

The MF-CL patterns of the 61 regions for 30 days for one hour are stacked. Figure 3-8(a) 

shows the MF-CL patterns (1,830 patterns) of the 30 days of September for one hour (from 

12:00 to 13:00). The maximum and minimum start of MF-CL patterns are detected, then, 

all the patterns that lie within them are divided into three equal parts vertically. These parts 

represent three modes; mode 1, mode 2, and mode 3 indicate low fluctuations, moderate 

fluctuations, and high fluctuations, respectively. While, mode 0 is representing regions with 

no fluctuations (uniform output). We average the patterns that lie in each mode to get a 

single representative MF-CL pattern for each mode as shown in Figure 3-8(c). Figure 3-8(c) 

is shown as a dotted line as it reflects a prepared table of representative values of MF against 

each increment of CL. 

 

Since predicting the actual pattern of fluctuation for the next hours can be challenging, 

then by just acknowledging the characteristics of fluctuations for the next hour, the MF-

CL representative pattern of Figure 3-8(c) can be used instead of the actual pattern in  
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(a) The stacking of the actual patterns of the 61 regions for the entire month of September 

 

(b) The actual patterns of the four regions only on 1st September 

 

(c) The representative patterns used for 61 regions from 12:00 to 13:00 for the month of 

September 

Figure 3-8 MF-CL patterns. 
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Figure 3-8(a). After that, optimization will be operated using these representative patterns. 

As mentioned below, the proposed optimization method is formulated with MILP in 

consideration of complicated relation between MF and CL. In Figure 3-8(c), therefore, 

plots are used instead of lines as in Figure 3-6(a) and Figure 3-8(a) due to the same reason 

for Figure 3-8(c) so as to show the discrete relation between MF and CL. 

 

3.5. Application of CL adjustment methods in the actual operation 

period 

 

3.5.1. Proposed CL adjustment methods 

 

 Method-1  

The distinctive representative Avg-CL patterns for each region are used for the actual 

operation period. Hence, the CL will be optimized among each region so that 𝐴𝑣𝑔𝑎𝑔𝑔
𝐶𝐿  

equals to the predetermined average by the system operator. For practical application, 

discrete values of CL are applied as the values of Avg
i

CL
 and MFi

CL corresponding to CL 

in Figure 3-6 (c) and Figure 3-8(c) are also discrete. The MILP problem is expressed in Eqs. 

(4) to (8) where the objective is to minimize the gap between the Avgpre and resultant 

𝐴𝑣𝑔𝑎𝑔𝑔
𝐶𝐿   per hour. Although any kinds of solver for MILP problem can be used, in this 

study, the optimization process is operated by MATLAB Intlinprog function. 

 

min CL

pre aggAvg Avg                    (3.4)  

It is formulated into linear optimization equations 

                      min
CL

aggpreAvg Avg                      (3.5a) 

 min
CL

agg preAvg Avg                      (3.5b)         

i.e.                     pre
Avg constant                        (3.6) 
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6 1 1 0 0

1 0

CL k k

agg i i i

i k

Avg n Avg
 

                  (3.7) 

Subject to               

100

0

1k

i

k

n


 ,     0,1k

in                    (3.8) 

In the proposed method, one of the Avg-CL pattern is selected based on the short-term 

forecasting of weather mode for each region i. Therefore, Avg
i

CL
(k = 0 – 100) in (7) 

corresponds to individual plots of the selected Avg-CL pattern. The number of possible CL 

applied is referred to as k and there are 101 candidates ranging from 0 to 1.0 p.u. with an 

increment of 0.01 p.u. By using the constraint in (8), one of the k values is selected and 

hence Avg
i

CL 
is selected among the 101 candidates. In (7) and (8), n is a decision variable. 

The lower bound of n is 0 meaning that one of the possible CL is not selected and the upper 

bound is 1 meaning that one the possible CL is selected. At every iteration for each region, 

only one CL is chosen to be 1 leaving the other possible CL with 0. Hence, the sum of the 

decisions will always be 1. 

 

For the four regions, R1, R11, R29 and R51, the short-term forecast of Avg-CL patterns 

from 12:00 to 13:00 on 1st September provides information that R1 and R11 have a high 

Avg, R29 has a moderate Avg and R51 has a low Avg. Hence, they are given the 

corresponding representative Avg-CL patterns that were prepared previously in Figure 3-6 

(c).  

As a result of the optimization assuming Avgpre value of 0.5 p.u., Figure 3-9(a) shows CL 

allocated on the four regions where R1 and R11 of the high Avg had the highest CL while 

R29 and R51 of lower Avg had lower CL. The resultant 𝐴𝑣𝑔𝑎𝑔𝑔
𝐶𝐿  is 0.54 p.u. and it is 

close to the Avgpre. 

 

 Method-2  

Both the distinctive patterns of MF-CL and Avg-CL for each region are used for the actual 

operation period, and the CL is optimized among each region. The optimization objective 

is to minimize the MFagg
CL  based on the different candidates of allocated CL as long as the 

Avgpre is achieved. A buffer of 0.01 p.u. is added to the Avgpre as CL are applied at an 
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increment of 0.01 p.u. In this step, the optimization problem is also a MILP problem and it 

is shown in (9) to (11) to minimize the MFagg
CL . MFagg

CL  is expressed as the root mean square 

(RMS) of MF of each region per hour. The RMS value is used in this optimization as the 

MFi
CL  values are not dependent or coherent. 𝐴𝑣𝑔𝑎𝑔𝑔

𝐶𝐿  and 𝐴𝑣𝑔𝑝𝑟𝑒  are expressed 

previously in (6) and (7). 

61 100

1 0

2
min ( )k

i i

i k

CL k

agg iMF n MF
 

                 (3.9) 

Subject to              0.01
pre

CL

aggAvg Avg                       (3.10)                                                 

100

0

1k

i

k

n


 ,     0,1k

in                       (3.11) 

In the same manner with Avg-CL pattern, one of the MF-CL pattern is selected based on 

the short-term forecasting of weather mode for each region i. Then, MFi
k (k = 0 – 100) in 

(9) corresponds to individual plots of the selected MF-CL pattern. By using the constraint 

in (11), one of the k value is selected and hence MFi
k is optimally selected among the 

101 candidates. 

 

For the four regions, R1, R11, R29, and R51, the short-term forecast of fluctuations from 

12:00 to 13:00 on 1st September provides information that R5 has high MF, R1 has 

moderate MF, R29 has low MF and R11 has no MF. Hence, they are given the 

corresponding representative MF-CL patterns that were prepared previously and their 

patterns are shown in Figure 3-8(c).  

 

As a result of the optimization in the case where Avgpre is equal to 0.5 p.u., CL allocated on 

the four regions are as shown in Figure 3-9(b); where R11 of the no MF had the highest 

CL; R51 of highest MF had a lower CL. The resultant 𝐴𝑣𝑔𝑎𝑔𝑔
𝐶𝐿  is 0.53 p.u. and it is close 

to the Avgpre. 
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(a) Method-1 

 

(b) Method-2 

Figure 3-9 Application of the proposed CL adjustment methods. 
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3.5.2. Comparative CL setting methods  

 

 Method-3  

This method allocates the same CL to each region for the actual operation period. For the 

four regions, R1, R11, R29, and R51, from 12:00 to 13:00 on 1st September, when the Avgpre 

is 0.5 p.u., the result is as shown in Figure 3-10(a). The same CL led to a resultant 𝐴𝑣𝑔𝑎𝑔𝑔
𝐶𝐿  

of 0.41 p.u. lower than Avgpre, this is because, except for R11, the available output is below 

0.5 p.u. 

 

 

(a) Method-3 

 

 (b) Method-4 

Figure 3-10 Application of the comparative methods. 
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 Method-4  

The CL allocation is carried out perfectly using the actual patterns of MF-CL and Avg-

CL for the actual operation period. For the four regions, R1, R11, R29, R51, from 12:00 

to 13:00 on 1st September, the actual patterns of Avg-CL and MF-CL as shown in Figure 

3-6(b) and Figure 3-8(b) are used for optimization. The result is shown in Figure 3-10(b). 

The resultant 𝐴𝑣𝑔𝑎𝑔𝑔
𝐶𝐿  is 0.51 p.u. and it is extremely close to the Avgpre. 

 

3.5.3. Comparison of all methods for the sample day 

 

The time-series of curtailed PV power output on 1st September in the four regions were 

shown above for method-0 to method-4. The resultant 𝐴𝑣𝑔𝑎𝑔𝑔
𝐶𝐿  and 𝑀𝐹𝑎𝑔𝑔

𝐶𝐿  of each 

method are plotted in Figure 3-11. This gives a general overview on the differences between 

each method prior to the demonstration of the results of the 61 regions.  The summary of 

the results when the target Avgpre is 0.5 p.u. is as follows: 

 Method-0 has the highest deviation from 𝐴𝑣𝑔𝑎𝑔𝑔
𝐶𝐿  and the highest 𝑀𝐹𝑎𝑔𝑔

𝐶𝐿 . That is 

when no curtailment is applied at high PV power output, the resultant  𝐴𝑣𝑔𝑎𝑔𝑔
𝐶𝐿   

deviated from the target Avgpre and fluctuations were not suppressed. 

 Method-1 has a very low deviation from 𝐴𝑣𝑔𝑎𝑔𝑔
𝐶𝐿  and lower 𝑀𝐹𝑎𝑔𝑔

𝐶𝐿  than Method-0. 

This proposed method focused mainly on reducing the gap between the resultant 

𝐴𝑣𝑔𝑎𝑔𝑔
𝐶𝐿  and Avgpre along with that fluctuations were reduced. 

 Method-2 has a sufficiently low deviation from 𝐴𝑣𝑔𝑎𝑔𝑔
𝐶𝐿   and very low 𝑀𝐹𝑎𝑔𝑔

𝐶𝐿  that 

is very close to the ideal Method-4. This proposed method focused on reducing the 

fluctuations as well as the gap between the resultant 𝐴𝑣𝑔𝑎𝑔𝑔
𝐶𝐿  and Avgpre. 

 Method-3 has a very high deviation from 𝐴𝑣𝑔𝑎𝑔𝑔
𝐶𝐿  and very low 𝑀𝐹𝑎𝑔𝑔

𝐶𝐿 . When severe 

curtailment suppressed the fluctuations, the resultant 𝐴𝑣𝑔𝑎𝑔𝑔
𝐶𝐿  majorly deviated from 

the target Avgpre. 

 Method-4 is the closest to 𝐴𝑣𝑔𝑎𝑔𝑔
𝐶𝐿   and it has the lowest MFagg

CL . Due to the perfect 

short-term forecasting, the CL was precisely allocated to reduce the fluctuations and 

achieve the closest resultant 𝐴𝑣𝑔𝑎𝑔𝑔
𝐶𝐿  to Avgpre. Despite the perfect forecast used in 

Method-4, a deviation is witnessed between the resultant 𝐴𝑣𝑔𝑎𝑔𝑔
𝐶𝐿  and the Avgpre. This 

is because CL applied in this method have an increment of 0.01 p.u. and the actual 
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patterns of MF-CL and Avg-CL are plotted based on this incremental value. To achieve 

less deviation, less incremental value can be utilized, however, the assumed value of 

0.01 p.u. proved to be effective in forming reasonable MF-CL and Avg-CL patterns. 

 

3.6. Case study of CL adjustment using 61 regions in central Japan 

 

In the practical operation, requested Avgpre is set based on the load forecasting for each hour 

of the next day. In this study, we directly assume different levels of requested Avgpre that 

indirectly reflects various levels of electricity demand that has to be met by the Avgpre and 

other generation resources. Thus, we test the effectiveness of the proposed methods at 

different levels of Avgpre without necessarily deducing the exact electricity demand levels. 

  

In Japan, the four common weather seasons exist, and September is considered to be in the 

autumn season. The autumn season tends to have many semi-cloudy days, i.e. fluctuating 

PV power output days. All the methods are applied on all the regions of all days of 

September at one hour from 12:00 to 13:00. In the proposed method, Avg-CL and MF-CL 

patterns are prepared for each hour in every month, accordingly for each hour under 

investigation, the prepared Avg-CL and MF-CL patterns will be used in the operation 

period. Therefore, for 12:00 to 13:00 in the entire days of September, the previously 

 

Figure 3-11 MFagg
CL - Avg

agg
CL of all the CL adjustment methods. 
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prepared patterns in Figure 3-6(c) and Figure 3-8(c) will be used. The resulting 𝑀𝐹𝑎𝑔𝑔
𝐶𝐿  and 

𝐴𝑣𝑔𝑎𝑔𝑔
𝐶𝐿  for all the methods are plotted in Figure 3-12 at different Avgpre such as 0.7 p.u., 

0.5 p.u., and 0.3 p.u. 

 

It is noted that at some data points such as the 12th Sep and 13th Sep, Method-1, Method-2 

and Method-4 results are similar to that of Method-0. That happens when the 𝐴𝑣𝑔𝑎𝑔𝑔
𝐶𝐿  

before CL application is lower than the Avgpre, meaning that there is no adequate PV power 

output to reach the Avgpre requested in advance. Accordingly, the methods used for 

adjusting CL in short-term such as Method-1, Method-2 and Method-4 will not be required 

in such cases, and their output will be similar to Method-0. However, Method-3 where the 

CL application determined a day-ahead can still apply. Hence, Method-3 seems to be 

performing the best as it has the lowest MF, however, due to its severe curtailment resultant 

𝐴𝑣𝑔𝑎𝑔𝑔
𝐶𝐿  becomes the furthest. Apart from these cases, Method-4 is shown to perform that 

best on days where the short-term CL adjustment is needed. 

 

For the 𝑀𝐹𝑎𝑔𝑔
𝐶𝐿  data in Figure 3-12, Method-3 mostly has the lowest 𝑀𝐹𝑎𝑔𝑔

𝐶𝐿 due to the 

severe CL applied, while the 𝑀𝐹𝑎𝑔𝑔
𝐶𝐿  of Method-0 without CL is always the highest. The 

𝑀𝐹𝑎𝑔𝑔
𝐶𝐿  of the proposed Method-2 is almost overlapping the ideal Method-4 trends, which 

proves that Method-2 can replace the usage of Method-4 which is based on challenging 

perfect forecasting. While, the proposed Method-1 is constantly lower than Method-0, the 

proposed Method-2 is closer to the ideal Method-4. Since September days are mostly 

fluctuating, Method-2 suppresses fluctuations along with maintaining the requested Avgpre. 

Method-1 is less effective than Method-2 at higher Avgpre however, the overall 𝑀𝐹𝑎𝑔𝑔
𝐶𝐿  is 

decreased as the Avgpre decreases from 0.7 p.u. to 0.3 p.u. 

 

For the 𝐴𝑣𝑔𝑎𝑔𝑔
𝐶𝐿  data in Figure 3-12, while the ideal Method-4 always has the closest 

resultant 𝐴𝑣𝑔𝑎𝑔𝑔
𝐶𝐿 to the Avgpre, the least deviation in the other methods is found to be by 

the proposed methods. The lowest 𝐴𝑣𝑔𝑎𝑔𝑔
𝐶𝐿 is Method-3 due to the severe CL applied. As 

the Avgpre decreases from 0.7 p.u. to 0.3 p.u., the resultant 𝐴𝑣𝑔𝑎𝑔𝑔
𝐶𝐿

 of all methods except 

Method-0 are having less deviation from the ideal Method-4. 
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The proposed methods are evaluated by the difference between the 𝐴𝑣𝑔𝑎𝑔𝑔
𝐶𝐿

 of the CL 

adjustment methods respectively and the ideal Method-4 (△𝐴𝑣𝑔𝑎𝑔𝑔
𝐶𝐿 ). △𝐴𝑣𝑔𝑎𝑔𝑔

𝐶𝐿  is plotted 

against the difference between the MF of the CL adjustment methods respectively and the 

ideal Method-4 (△𝑀𝐹𝑎𝑔𝑔
𝐶𝐿 ) in Figure 3-13, Figure 3-14 and Figure 3-15 for Avgpre of 0.7 

p.u., 0.5 p.u., and 0.3 p.u., respectively. The data points in the figures show the relationship 

between △𝐴𝑣𝑔𝑎𝑔𝑔
𝐶𝐿  and △ MFagg

CL  for the one hour from 12:00 to 13:00 in the entire year 

in all the regions. It is noted that more data points are found as the 𝐴𝑣𝑔𝑎𝑔𝑔
𝐶𝐿  decreases from 

0.7 p.u. to 0.3 p.u. This is because the proposed methods are not required when the reliable 

output before the curtailment is lower than the Avgpre. Generally, Method-1 has a slightly 

right-leaning horizontal distribution. This means that Method-1 does not suppress the MF 

as the ideal Method-4. Method-2 has a distribution centered at the origin, which indicated 

a small deviation between the proposed method-2 and the ideal Method-4 in terms of both 

𝐴𝑣𝑔𝑎𝑔𝑔
𝐶𝐿  and 𝑀𝐹𝑎𝑔𝑔

𝐶𝐿 . Method-3 has longitudinal distribution, which means that the 

application of equal CL to all the regions majorly deviates the 𝐴𝑣𝑔𝑎𝑔𝑔
𝐶𝐿  from Avgpre. 

 

Therefore, Figure 3-13, Figure 3-14 and Figure 3-15 indicate that Method-2 can reduce 

the fluctuations and be close to the ideal Method-4. While centralized data points of 

Method-1 represent the less fluctuating days that do not necessarily need the operation of 

Method-2. In Figure 3-13, Figure 3-14 and Figure 3-15, as the Avgpre decreases from 0.7 

p.u. to 0.3 p.u., the data points of the proposed methods, Method-1 and Method-2, become 

concentrated on a horizontal ellipse centered around the origin because more severe CL 

is applied. Hence, less 𝑀𝐹𝑎𝑔𝑔
𝐶𝐿  is expected and the requested Avgpre is easily reached. 

 

Figure 3-16 gives an overview on the resulting △𝑀𝐹𝑎𝑔𝑔
𝐶𝐿  and △𝐴𝑣𝑔𝑎𝑔𝑔

𝐶𝐿  of each method 

respectively against the changing Avgpre using the entire data points of the year. Figure 3-

16 is also used a collective representation of Figure 3-13, Figure 3-14 and Figure 3-15 

including additional results at different Avgpre values. Figure 3-16(a) reflects the ratio of 

the data points that lie within |△𝑀𝐹𝑎𝑔𝑔
𝐶𝐿 | of 0.01 p.u. and the total data points at a certain 

Avgpre (MFagg
CL  ratio). Figure 3-16(b) reflects the ratio of the data points that lie within 

|△𝐴𝑣𝑔𝑎𝑔𝑔
𝐶𝐿 | of 0.04 p.u. and the total data points at a certain Avgpre (𝐴𝑣𝑔𝑎𝑔𝑔

𝐶𝐿  ratio). 
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As the trends of the resulting 𝑀𝐹𝑎𝑔𝑔
𝐶𝐿  and 𝐴𝑣𝑔𝑎𝑔𝑔

𝐶𝐿  ratios of any method approach 1, it 

implies that this method is close to ideal Method-4 output.  The trends in Figure 3-16(a) 

show that Method-2 is the most efficient at reducing the 𝑀𝐹𝑎𝑔𝑔
𝐶𝐿  at any Avgpre. Method-3 

shows its efficiency at reducing 𝑀𝐹𝑎𝑔𝑔
𝐶𝐿  as the Avgpre decreases, i.e. when severe CL is 

applied, MFagg
CL  is reduced drastically. Method-1 is mostly deviated from ideal Method-4 

at every Avgpre as reduction of MFagg
CL  is the least priority of this method and it works the 

best in non-fluctuating days. The trends in Figure 3-16(b) show that Method-1 and Method-

2 are the most effective in meeting the target Avgpre at the medium and low Avgpre. In 

addition, Method-3 has the most deviation from ideal Method-4, however, this deviation 

reduces as Avgpre decreases, making this method more feasible at low Avgpre.  

 

 

 

 (a) At Avgpre
 0.7 p.u. 

Figure 3-12 Comparison between all the methods from 12:00 to 13:00 for the 30 days of 

September 2010. 
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(b) At Avgpre
 0.5 p.u. 

 

(c) At Avgpre
 0.3 p.u. 

Figure 3-12 Comparison between all the methods from 12:00 to 13:00 for the 30 days of 

September 2010. 

 

0.00

0.02

0.04

0.06

0.08

0.10

0.12

31-Aug 5-Sep 10-Sep 15-Sep 20-Sep 25-Sep 30-Sep

M
F 

[p
.u

.]

Date

Method-0 Method-1 Method-2

Method-3 Method-4

0.10

0.30

0.50

0.70

0.90

31-Aug 5-Sep 10-Sep 15-Sep 20-Sep 25-Sep 30-Sep

A
vg

ag
g

[p
.u

.]

Date 

[p
.u

.]
[p

.u
.]

0.00

0.02

0.04

0.06

0.08

0.10

0.12

31-Aug 5-Sep 10-Sep 15-Sep 20-Sep 25-Sep 30-Sep

M
F 

[p
.u

.]

Date

Method-0 Method-1 Method-2

Method-3 Method-4

0.10

0.30

0.50

0.70

0.90

31-Aug 5-Sep 10-Sep 15-Sep 20-Sep 25-Sep 30-Sep

A
vg

ag
g

[p
.u

.]

Date 

[p
.u

.]
[p

.u
.]



 

 

87 

 

 

 

(a) Method-1 and Method-4 

 

(b) Method-2 and Method-4 

 

(c) Method-3 and Method-4 

Figure 3-13 Comparison between CL adjustment methods at Avgpre 0.7 p.u. from 12:00 to 

13:00 in one year. 
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(a) Method-1 and Method-4 

 

(b) Method-2 and Method-4 

 

(c) Method-3 and Method-4 

Figure 3-14 Comparison between CL adjustment methods at Avgpre 0.5 p.u. from 12:00 to 

13:00 in one year. 
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(a) Method-1 and Method-4 

 

(b) Method-2 and Method-4 

 

(c) Method-3 and Method-4 

Figure 3-15 Comparison between CL adjustment methods at Avgpre 0.3 p.u. from 12:00 to 

13:00 in one year. 
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(a) MFagg
CL  ratio 

 

 
(b) Avg

agg

CL
 ratio 

Figure 3-16 Ratio of the data points of the resultant △MF
agg

CL
 and △Avg

agg

CL
 within a 

certain threshold, respectively, to the total data points at every Avgpre. 
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3.7. Conclusion 

 

This study proposes methods for the optimal short-term allocation of CL among each region. 

The allocation of the CL is based on the short-term forecasting of the fluctuation mode of 

individual PV power output. The proposed method can also reduce the fluctuations in 

aggregated PV power output. 

 

The proposed method employs two functions, i.e. the relationship between CL and MF, and 

between CL and Avg prepared for typical fluctuation modes based on statistical data of past 

PV irradiance observations. Accordingly, the optimal CL is allocated to minimize the 

fluctuations in aggregated PV power output by merely identifying the region’s MF and 

average modes instead of precisely observing the short-term time-series PV power output.  

 

The proposed methods were tested using the time-series of PV power output at 61 

observation points in the central region of Japan for one year. The main results are as 

follows: 

 The proposed methods resulted in optimal CL allocation that majorly reduced 𝑀𝐹𝑎𝑔𝑔
𝐶𝐿  

and targeted the requested PV output by the operator Avgpre. This will reduce the 

fluctuations of aggregated PV power output, which contributes to the reduction of the 

requirement of frequency regulation and required CL of aggregated PV power output 

itself. 

 The results of the proposed methods were found to be almost as effective as the method 

using perfect short-term forecasting of PV power output. This has been shown through 

the calculation of the deviation of the proposed methods from the ideal Method-4 and 

the gaps are manifested to lie within |△ 𝑀𝐹𝑎𝑔𝑔
𝐶𝐿 | of 0.01 p.u and |△ 𝐴𝑣𝑔𝑎𝑔𝑔

𝐶𝐿 | of 0.04 p.u. 

 The proposed methods becomes functional when there are regions with different 

modes of power output ranging from fluctuating to non-fluctuating, and high average 

to low average regions meaning that different modes of MF-CL and Avg-CL are 

utilized for optimizing the CL allocation. However, for days with similar modes among 

different regions, for instance in summer days with high and uniform power output, 

the same CL application in Method-3 can be sufficient.  
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Additional study can be conducted to use statistical data for creating more classifications 

of MF-CL and Avg-CL patterns to reflect more different PV power output behaviors, hence, 

providing highly accurate CL allocation. Also, by enhancing the short-term forecasting 

accuracy, more specific MF-CL and Avg-CL patterns can be chosen among the various 

patterns available.  

 

Another issue which is the interconnection between PV power curtailment and grid 

congestion can be a potential issue that can be investigated in future work. As congestion 

management can impact PV power curtailment when transmission capacity is limited. 

Curtailment of some PV systems will then be required to avoid overloading transmission 

lines. 
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4. Conclusion and future work 

 

4.1. Conclusion 

 

4.1.1. Autonomous dual active power-frequency control in power system with 

small-scale photovoltaic power generation  

 

In order to realize a carbon neutrality by 2050, Japanese government has set targets to 

achieve a substantial increase in renewable energy capacity by 2030, encouraging the 

development of renewable projects and the deployment of advanced technologies. As PV 

will be most dominant renewable energy source, it is expected to provide ancillary services 

in the power system to support the grid frequency 

 

To improve the contribution of high penetration of PV systems to the grid frequency 

regulation, it would be more effective to perform a combination of different control 

schemes in a single PV-based control synthesis problem. The PV system can contribute 

to the power system by firstly, to mitigate frequent fluctuations of load or generation 

disturbances and secondly, to suppress frequency deviations in contingencies.  

 

As the number of small-scale PV systems are increasing in the future, they can provide 

ancillary services to support the grid frequency as contributing to the normal and 

emergency operations in a power system. To create a simple and autonomous active 

power control for these small-scale PV systems, an active power control based on a dual 

power-frequency (p–f) droop control is proposed which is capable of changing the droop 

characteristics depending on the magnitude of frequency change. Two simple control 

methods (Method-1 and Method-2) of dual p-f droop control are designed to achieve a 

smooth transition between slow to fast responses according to the change in frequency. 

 

Method-1 is an enhanced design of dual p-f droop control where besides the simple 

turning on one frequency control while turning off the other, as the frequency deviation 

changes, it has an additional control such as transition signal as well as switching of 
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frequency thresholds. However, Method-2 provides a complementary simpler idea to 

improve the operation of fast-frequency and slow-frequency controls, i.e. both frequency 

controls can operate simultaneously.  

 

Two simulation models were conducted to highlight the importance of slow and fast 

responses of both methods. The first simulation test highlights the importance of slow-

frequency response in mitigating the normal frequency fluctuations over a period of time. 

Whereas the second test shows the influence of fast response in both methods in the case 

of a dropout of one generator in the system. 

 

The results revealed that the slow and fast frequency controls can work in coherence. As 

for Method-1, the fast frequency control enabled the mitigation of the frequency 

deviations that violated the frequency threshold in a quick manner. However, during the 

recovery of frequency, this method was effective in leading a smooth recovery due to the 

introduction of the transition signal and the switching of the thresholds. Whereas, 

Method-2 of dual p-f droop control that was anticipated to have a delay of reaction to the 

frequency violation, proved that that delay was insignificant in the simulation tests. It also 

provided smoother transitions than Method-1 from slow to fast controls in the recovery 

phase. That proves that Method-2 outperforms Method-1 in its simplicity as the main 

purpose of this study is creating the simplest version of dual p-f droop control. 

 

4.1.2. Optimal allocation of curtailment levels of PV power output in different 

regions in consideration of reduction of aggregated fluctuations  

 

The contribution of PV system to the grid frequency regulation is based on the curtailed 

power output operation of PV system. The curtailment level (CL) of the aggregated PV 

power output is determined in a day-ahead UC scheduling of required generation resources 

based on a day-ahead forecast of electricity demand and various renewable power 

generation. Currently, in the actual application of PV power output curtailment in Japan, 

the CL of the aggregated PV power output is determined regardless of the distinctive 

fluctuating behavior of each region in the power system service area. However, different 
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CL among each region should be applied to reduce the fluctuations in the aggregated PV 

power output. This will contribute to maintaining the frequency variations within the 

acceptable ranges determined by the grid codes, reducing the requirement of frequency 

regulation.  

 

On the other hand, the forecasting of time-series change in PV power output still remains 

challenging with a considerable amount of error even though machine learning algorithms 

and other advanced modeling techniques are used. However, the fluctuation 

characteristics such as fluctuation range can be practically feasible. If available, the 

forecasted fluctuation characteristics of each region can be used to allocate optimal CL 

value for each region. Depending on the number of regions to which the optimal CL value 

is allocated, the allocation process can still be time-consuming, and needs a sophisticated 

but practically feasible approach.  

 

Therefore, the main objective of this study is to propose methods for the optimal short-term 

allocation of CL among each region. The allocation of the CL is based on the short-term 

forecasting of the fluctuation mode of individual PV power output. The proposed method 

can also reduce the fluctuations in aggregated PV power output. 

 

The proposed method employs two functions, i.e. the relationship between CL and MF, and 

between CL and Avg prepared for typical fluctuation modes based on statistical data of past 

PV irradiance observations. Accordingly, the optimal CL is allocated to minimize the 

fluctuations in aggregated PV power output by merely identifying the region’s MF and 

average modes instead of precisely observing the short-term time-series PV power output.  

 

The proposed methods were tested using the time-series of PV power output at 61 

observation points in the central region of Japan for one year. The main results are as 

follows: 

 The proposed methods resulted in optimal CL allocation that majorly reduced 𝑀𝐹𝑎𝑔𝑔
𝐶𝐿  

and targeted the requested PV output by the operator Avgpre. This will reduce the 

fluctuations of aggregated PV power output, which contributes to the reduction of the 
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requirement of frequency regulation and required CL of aggregated PV power output 

itself. 

 The results of the proposed methods were found to be almost as effective as the method 

using perfect short-term forecasting of PV power output. This has been shown through 

the calculation of the deviation of the proposed methods from the ideal Method-4 and 

the gaps are manifested to lie within |𝑀𝐹𝑎𝑔𝑔
𝐶𝐿 | of 0.01 p.u and |𝐴𝑣𝑔𝑎𝑔𝑔

𝐶𝐿 | of 0.04 p.u. 

 The proposed methods becomes functional when there are regions with different 

modes of power output ranging from fluctuating to non-fluctuating, and high average 

to low average regions meaning that different modes of MF-CL and Avg-CL are 

utilized for optimizing the CL allocation. However, for days with similar modes among 

different regions, for instance in summer days with high and uniform power output, 

the same CL application in Method-3 can be sufficient.  

 

 

4.2. Practical Aspects of the Proposed Ideas 

 

4.2.1. Autonomous dual active power-frequency control in power system with 

small-scale photovoltaic power generation  

 

The deployment of smart inverters with droop control has significant impacts on both the 

practical and business aspects of the energy sector. Here are some key implications: 

 Practical Impact 

 Grid Stability: Smart inverters with dual p-f droop control help maintain grid 

frequency, ensuring a balanced distribution of power and reducing fluctuations. 

 Enhanced Grid Resilience: The increased number of small-scale PV systems can 

provide ancillary services such as regulating the grid frequency through a simple 

and autonomous control.  

 Business Impact 

 Ancillary Services: Smart inverters with dual p-f droop control can provide 

ancillary services, such as frequency regulation, creating new revenue streams 
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for distributed energy resource owners. 

 Grid Services Market: The participation of smart inverters in grid services 

markets opens up opportunities for energy resource owners to monetize their grid 

support capabilities. 

 Business Models: The adoption of smart inverters may drive changes in business 

models, encouraging the growth of energy service providers that offer 

aggregated control and optimization of distributed energy resources. 

 Regulatory Adjustments: Regulatory frameworks may need to be adjusted to 

accommodate the functionalities of smart inverters and ensure fair compensation 

for grid services. 

In summary, the deployment of smart inverters with droop control brings practical 

benefits such as grid stability and enhanced grid resilience. On the business side, it creates 

opportunities for revenue generation through ancillary services and participation in grid 

services markets, while also driving changes in business models and necessitating 

regulatory adjustments. Overall, these advancements contribute to a more reliable, 

flexible, and sustainable energy system in both the practical and business realms. 

 

4.2.2. Optimal allocation of curtailment levels of PV power output in different 

regions in consideration of reduction of aggregated fluctuations  

 

The optimized curtailment of PV power, which refers to intentionally reducing or limiting 

the power output of PV systems, can have several impacts on the business and practical 

world in the context of the energy sector. Here are some key implications: 

 

 Practical Impact 

 Grid Flexibility: Effective curtailment of PV power facilitates better integration 

of renewable energy into the grid. By strategically managing PV generation, grid 

operators can accommodate a higher penetration of PV power without 

compromising grid stability and operational efficiency. 



 

 

100 

 

 System Balancing: Curtailing PV power allows for better coordination between 

intermittent renewable sources and other controllable generation or energy 

storage systems. This enables a more reliable and balanced power supply, 

reducing reliance on conventional power sources. 

 

 Cost Optimization and Revenue Management 

 Grid Management Efficiency: Curtailment strategies can help optimize grid 

management and reduce operational costs. By curbing PV power during periods 

of low demand or grid congestion, utilities can avoid or delay expensive grid 

infrastructure upgrades. 

 Revenue Generation: In some cases, PV power curtailment can be monetized 

through various mechanisms such as grid services or demand response programs. 

This creates potential revenue streams for PV system owners or operators. 

 

 Regulatory and Policy Implications 

 Market Incentives and Regulations: Policies and market mechanisms that 

encourage or require curtailment of excess PV power can be implemented to 

ensure grid stability and incentivize efficient renewable energy integration. 

 Curtailment Limits and Compensation: Establishing appropriate curtailment 

limits and compensation mechanisms becomes important to strike a balance 

between grid management needs and the economic viability of PV projects. 

 

It is important to note that while curtailment reduces the immediate utilization of PV 

power, it can still be a valuable strategy for grid management and long-term sustainability. 

Striking the right balance between PV power curtailment and maximizing renewable 

energy utilization is a key consideration for the successful integration of PV power into 

the energy landscape. 
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4.3. Future work  

4.3.1. Autonomous dual active power-frequency control in power system with 

small-scale photovoltaic power generation  

 

There are different aspects that can be created as a progression to the idea of dual p-f 

droop control. These aspects involve the application of dual p-f droop control in 

microgrids, using the p-f droop control along with reactive power- voltage (Q-V) droop 

control and finally supporting these mentioned numerical simulation with experimental 

studies for more validation. 

 

 Impact assessment of proposed method using a more realistic power system 

model 

The proposed dual p-f droop control should be tested using a detailed model in 

consideration of the existence of various types of generators, different irradiance 

fluctuations among different regions, different control schemes such as dual p-f droop 

control and other direct controls by the system operator, etc. Then, a sensitivity analysis 

will be also done for some factors such as the used frequency threshold, PV curtailment 

ratio, numbers of cycles of frequency measurement and the droop setting. Accordingly, 

the impact of this variability on the system frequency deviation will be investigated. 

Finally, various changes in demand data especially their surge will reflect the future 

inflation of demand, thus the effectiveness of the proposed control under this condition 

should be tested.  

 

 Grid Multiple-Area Model Simulation 

Next step will consider the emulation of multiple-area model replicating the equipment 

used in single-area model. Accordingly, additional synchronizing power model is 

implemented to merge the multiple areas together. Then, this model will simulate a fault 

that might occur in a system geographically and hence separate the accident occurrence 

point and allow PV unit to supply adequate active power compensating the isolation of 

the fault and hence adjusting frequency of the system. 
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 Implementation of dual p-f droop control in microgrids 

In this study the application of dual p-f droop control proved its effectiveness in 

supporting LFC and mitigating the frequency deviations while the generators can 

eliminate the remaining fluctuations. On the other hand, virtual inertia control proved its 

effectiveness in microgrids in terms of quick reactions to frequency deviations [1]. For 

the purpose of mitigating normal and emergency frequency deviations in a microgrid, 

dual p-f droop control can be applicable, as the fast frequency response of this control can 

be realized to be of quick response as the virtual inertia and slow frequency response 

mitigate the normal frequency deviations. This proves that dual p-f droop control has an 

additional functionality over the virtual inertia control.  

 

 Voltage issue at high penetration of PV systems 

In the present work, the regulation active power (dPreg) is adjusted according to the 

increment of measured frequency using P-f droop control. The amount of active power 

injected or absorbed by the PV system may affect the voltage and reactive power 

dynamics of the network accordingly. To accommodate these changes, additional droop 

control such as Q-V must be used as more PV installations will exist in the distribution 

network where line impedance is resistive. In this droop control, the voltage changes can 

be adjusted by absorbing or injecting reactive power by the PV system and therefore 

maintain a nominal voltage level. Due to different dynamics nature and timescale, the 

overlap between frequency/active power and voltage/reactive power in power systems is 

not so strong, and this fact allows to design p-f and Q-V droops, separately. Considering 

the mentioned dynamic overlap, recently some research works have been done on the 

simultaneous frequency and voltage control design. For example, in [2], voltage and 

frequency droop controls were operating simultaneously by a new control method. 

Moreover, frequency and voltage control, including mitigation of voltage harmonics, are 

achieved without the need for any common control circuitry or communication between 

inverters. That approach has a superior behavior regarding the mitigation of voltage 

harmonics, short-circuit behavior and the effectiveness of the frequency and voltage 

control. While in [3], a technique was proposed based on the droop control method that 

uses locally measurable feedback signals. This method is usually applied to achieve good 
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active and reactive power sharing when communication between the inverters is difficult 

due to its physical location. 

 

 Experimental study supporting numerical simulation of the dual p-f droop 

control 

The proposed control should be tested by using the experimental setup described to 

approve its efficiency in realistic situations and conduct a comparison between numerical 

simulation and experimental results. Therefore, a supply-demand balancing simulation 

model using hardware-in-the-loop simulation (HILS) can reflect the frequency variation 

in the network involving one area model of grid. HILS experimental environment enables 

PV simulation power supply of a real machine to be connected to a computer simulation 

model will simulate a power system phenomenon in real-time. HILS is crucial to 

construct computer simulation model operates in real time and each area model is 

composed of generator model and an inertia model. 

 

4.3.2. Optimal allocation of curtailment levels of PV power output in different 

regions in consideration of reduction of aggregated fluctuations  

 

Optimal allocation of CL among each region is accomplished by forming statistical patterns 

of average value and maximum fluctuation against different CL (Avg-CL and MF-CL 

patterns) to distinguish each region PV power output behavior in short-term. Using these 

relations, different CL to be allocated to each region. Thus, the optimal CL in each region 

will minimize the fluctuation of aggregated PV power output without precisely forecasting 

the time-series of PV power output. 

 

By enhancing the short-term forecasting accuracy, more specific MF-CL and Avg-CL 

patterns can be prepared and chosen among the various patterns available. Based on the 

assumption that further improvement of short-term forecasting accuracy, additional study 

can be conducted to use statistical data for creating more classifications of MF-CL and Avg-

CL patterns to reflect more different PV power output behaviors, hence, providing highly 

accurate CL allocation.  



 

 

104 

 

 

Another issue is to allocate optimal CL in consideration of the transmission capacity is 

limited. This means that the congestion management plays a crucial role in determining the 

extent of PV power curtailment. In situations where the available transmission 

infrastructure is insufficient to handle the full output of PV power, congestion can occur, 

posing risks to grid stability. To prevent overloading and ensure reliable operation, grid 

operators may implement curtailment measures. PV power curtailment serves as a 

congestion management tool by selectively reducing or limiting the power generation from 

PV systems located in congested areas. This approach helps balance the power supply and 

demand within the constraints of the transmission infrastructure, optimizing the utilization 

of available transmission capacity. By strategically curtailing PV generation, grid operators 

can regulate the flow of power, minimize transmission bottlenecks, and maintain a stable 

grid. However, it is essential to consider alternative solutions, such as grid upgrades, energy 

storage systems, and demand response programs, to mitigate congestion and minimize the 

need for frequent or prolonged curtailment. A comprehensive approach that combines 

curtailment with infrastructure enhancements and innovative grid management techniques 

is necessary to effectively manage congestion, ensure reliable PV power integration, and 

maximize the utilization of renewable energy resources. 

 

4.3.3. Expansion of the proposed ideas of this dissertation  

 

Hydrogen plants and battery energy storage systems can indeed absorb the surplus power 

generated by renewable energy sources such as PV systems. The response of battery energy 

storage system can be faster than that of hydrogen plants which makes battery energy 

storage system more effective in areas with high and quick fluctuations of power. The 

system operator will have the coordinate the operation of battery energy storage system or 

hydrogen plants. Another difference between hydrogen plants and battery energy storage 

system is that hydrogen plants will have higher energy density which makes the energy 

stored for a longer time horizon and used for different applications rather than supplying 

demand. Hence, based on the application, system operator would choose the appropriate 

storage system. 
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PV systems convert sunlight directly into electricity, and this electricity can be used to 

power various applications, including hydrogen production. Hydrogen production typically 

involves a process called electrolysis, where water is split into hydrogen and oxygen using 

electricity.  

 

The electricity required for this process must come from various sources, including PV 

systems. When a PV system generates excess electricity that is not immediately needed, it 

can be used to power the electrolysis process in a hydrogen plant, which splits water into 

hydrogen and oxygen. There are major types of electrolysis available today i.e. alkaline 

type and solid polymer type. The later one has a quicker response. The hydrogen can then 

be stored and used as a clean and versatile energy carrier. It can be used for various 

applications, such as fueling hydrogen fuel cells for vehicles or as a source of energy for 

industrial processes. 

 

Based on the proposed study in Chapter 2, similar to high penetration of small-scale PV, 

high penetration of hydrogen power plants will be expected. Hence, the smart inverters of 

hydrogen power plants can adopt the same control scheme of dual p-f droop control to 

regulate the frequency. Since solid polymer electrolysis hydrogen plant has faster response, 

the droop control can be applicable to use it for frequency regulation 

 

Based on the proposed study in Chapter 3, there can be different scenarios to the utilization 

of optimal allocation of curtailment and integrating PV systems with hydrogen plants. One 

potential scenario is portrayed through this simple example. If there are two regions; one 

has fluctuating power output and the other has uniform power output, hydrogen power plant 

can be following the fluctuating PV power output to utilize the fluctuating PV power. 

However with implementing the scheme of optimal allocation curtailment levels to 

different regions, the fluctuations will be mostly eliminated that will reduce the requirement 

of hydrogen power plants utilizing fluctuating PV power and also reduce the burden of 

generators reducing the frequency fluctuations caused by high penetration of PV in the 

power system. 

 



 

 

106 

 

References  

 

[1] R. Ofir, U. Markovic, P. Aristidou and G. Hug, “Droop vs. virtual inertia: Comparison from the perspective of 

converter operation mode,” in the Proceeding of 2018 IEEE International Energy Conference (ENERGYCON), 

Limassol, Cyprus, 2018, pp. 1-6, doi: 10.1109/ENERGYCON.2018.8398752. 

[2] L. Montero, A. Bello, and J. Reneses, “A Review on the unit commitment problem: approaches, techniques, and 

resolution methods,” in Energies, vol. 15, no. 4, p. 1296, Feb. 2022. 

[3] H. Sangrody, N. Zhou and Z. Zhang, “Similarity-Based Models for Day-Ahead PV Generation Forecasting,” in 

IEEE Access, vol. 8, pp. 104469–104478, Jun. 2020. 

 

 

 

 

 

 

 

 

 

 

 

 

  



 

 

107 

 

Acknowledgments 

 

I would like to sincerely thank Professor Takeyoshi Kato for his guidance and support along every 

step of my Masters and PhD degrees. I saw a professor with vision and plan, who is able to lead 

his students on a concretely planned path to fulfill their objectives. My undeniable appreciation 

also goes to Assistant Professor Masaki Imanaka and Assistant professor Chiyori T. Urabe, who 

helped in setting a conductive atmosphere for students to enhance their knowledge and expertise, 

which is the epitome of our laboratory.  

 

I would like to express my appreciation to the PhD committee members; Prof. Naoki Hayakawa, 

Prof. Masayoshi Yamamoto, and Prof. Yuzuru Ueda for their constructive comments and revisions. 

 

I thank each and every member of my laboratory for an admirable intercultural workspace, thereby, 

facilitating constant learning among another on both academic and personal level. 

 

My research is financially supported by the Ministry of Education, Culture, Sports, Science and 

Technology of Japan through providing MEXT scholarship funding. I was able to have a good 

work-life balance for which I am grateful. The Power Energy Professional (PEP) training program, 

part of Waseda University's graduate programs, is a collaborative effort involving 13 prominent 

Japanese universities. Through this program, I have had the opportunity to delve into a diverse 

range of studies, spanning from electrical engineering to humanities and social sciences. This 

holistic approach has significantly contributed to fostering energy innovation and has greatly 

benefited my learning experience. 

 

My family, my support system, I could not have done this without them. My father who had 

always believed that whatever path you choose, you have to excel in it. He encouraged me to 

travel to pursue further education and enhance my expertise. My mother had always cared about 

my mental and physical state the entire way. My siblings, the care they gave, the phone calls they 

made, to hear them growing and prospering, it all cheered me up. My extended family member 

who made sure that I am doing well through my life abroad, I truly value their connection.  

 

My friends here in Japan, my family abroad, we have created memories of merriment and joy. 

Yet, we have each other in the hardships and difficulties. My other friends scattered all over the 

world, keeping in touch made me feel I have friends to talk to in all time zones. These connections 

were valuable in the completion of my work, thank you. 



 

 

108 

 

Submissions 

 

Paper Titles 
Method and Timing of Publication Authors 

Ⅰ．Academic Journals  

1. Optimal Allocation of 

Curtailment Levels of PV 

Power Output in Different 

Regions in Consideration 

of the Reduction of 

Aggregated Fluctuations 

 

 

2. Autonomous Dual Active 

Power-frequency Control 

in Power System with 

Small-scale Photovoltaic 

Power Generation 

 

Ⅱ．International 

Conference 

1. Optimal Allocation of 

Curtailment Level of PV 

Power Output in Different 

Regions in Consideration 

of the Reduction in 

Aggregated PV Power 

 

2. Optimal Allocation of 

Curtailment Levels of the 

PV Power Output in 

Consideration to the 

 

IEEE Access (early access, published 

July 2023) 

DOI:10.1109/ACCESS.2023.3296091 

 

 

 

 

 

Journal of Modern Power Systems and 

Clean Energy, vol. 10, No. 4, pp. 941-

953, July 2022. 

DOI:10.35833/MPCE.2020.000700 

 

 

 

 

 

International Conference on 

Renewable Energy and Power Quality 

2023 (ICREPQ’23). 

Paper No. 265, Madrid, Spain, May 

2023. 

 

 

International Council on Electrical 

Engineering (ICEE) Conference. 

Paper No. F20220315-0971, 

Online (Korea), July 2022. 

 

N. Harag, T. 

Urabe,  

T. Kato 

 

 

 

 

 

N. Harag, M. 

Imanaka,  

M. Kurimoto,  

S. Sugimoto, H. 

Bevrani, T. Kato 

 

 

 

 

N. Harag, T. 

Urabe,  

T. Kato 

 

 

 

 

N. Harag, T. 

Urabe,  

T. Kato 

 

https://doi.org/10.1109/ACCESS.2023.3296091


 

 

109 

 

Reduction of the Total 

Fluctuations in Different 

Regions 

 

3. An Experimental Study on 

Dual Power-frequency 

Droop Control of 

Photovoltaic Power 

Generation for Supporting 

Grid Frequency 

Regulations  

 

 

 

 

International Council on Electrical 

Engineering (ICEE) Conference.  

Paper No. ICEE19J-050, 

Hong Kong, July 2019. 

 

 

 

 

 

 

N. Harag, M. 

Imanaka,  

M. Kurimoto,  

S. Sugimoto and 

T. Kato 

 

 

 

 

 

 

 

 

  



 

 

110 

 

Appendix 

Example to highlight the electricity demand level and its variability, and thermal units 

needed for meeting the demand as well as providing flexibility for the anticipated 

variability of the demand, a simple example is demonstrated as follows: 

 

1. Assuming an electricity demand of 10 GW in a one hour time period and given 

that the variability of demand is 2%, then the demand variability corresponds to 

0.5 GW. Also, assuming the capacity of one thermal unit to be 0.5 GW, the LFC 

reserve flexibility will be 5% of its capacity that corresponds to 0.025 GW. Then 

the number of units needed to provide this LFC flexibility is 0.5/0.025 = 20 units. 

Since these units will be operating at 0.475 GW to provide this flexibility, their 

total power output will be 20 units x 0.475 = 9.5 GW, which leaves 0.5 GW 

shortage to balance out the 10 GW of demand. Hence, an additional thermal unit 

operating at 0.5 GW will be needed. In summary, 20 units of 0.475 GW and 1 

unit of 0.5 GW are needed to balance the demand and provide the required 

flexibility. 

 

2. Adding another supply resource to the previous example such as PV of average 

power output of 5 GW will yield the following scenario. As mentioned 

previously the variability of PV power output accounts for 10% which 

corresponds to 0.5 GW in this example. The variability of the demand and PV 

power output is independent which yields a higher flexibility requirement for the 

demand that is equal to√0.52 + 0.52 = 0.7 GW. Hence, the number of thermal 

units needed are 0.7/0.025 = 28 units. If the thermal units operate at 0.475 GW, 

the total power of thermal units will be 0.475 x 28 = 13.3 GW which exceeds the 

electricity demand level (10 GW). Then, the assumption of the minimum 

capacity of a thermal unit to be 30% is introduced, this corresponds to 0.15 GW 

of minimum capacity of a single thermal unit. However if the thermal unit 

operates at 0.15 GW, there will not be enough room for a downward flexibility 

of 0.025, then the realistic minimum capacity of single unit should be 0.175 GW. 

For 28 units operating at 0.175, the total capacity becomes 4.9 GW, adding the 
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average PV power output of 5 GW, the resultant supply power becomes 9.9 

which does not balance out the demand. Further adjustment is needed by the 

thermal units to compensate for the 0.1 GW shortage which is raising the each 

unit’s power by 0.1 GW/28 units = 0.0035 GW to balance out the demand.  

 

3. In the case where 8 units out the 28 units of the thermal units are nuclear units 

where each has the same rated capacity of thermal unit (0.5 GW), and that 

nuclear units in Japan do not provide LFC reserve, the scenario will change 

accordingly. The total power of the supply resources will be 12.5 as for 20 

thermal units) at 0.175 GW each will give 3.5 GW, 8 of nuclear units of 0.5 GW 

will give 4 GW and the average PV power output is 5 GW. This exceeds the 

electricity demand by 2.5 GW and since the thermal units are already adjusted 

to operate at their minimum capacity, the next adjustment according to the 

previously mentioned curtailment rule of power plants in Japan is the curtailment 

of PV power output. Therefore, the PV power output will be curtailed by 2.5 GW 

(from 5 GW to 2.5 GW, accounts for 50% of PV power output curtailment) for 

the supply to balance out the demand. If the average PV power output is more 

than 5 GW used in this example, more curtailment will be applied to reach the 

2.5 GW that will balance out the demand beside the other supply resources. 

 


