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Abstract

Trajectory surface hopping simulations are performed to better understand the elec-

tronic relaxation dynamics of [Fe(bpy)3]2+ in aqueous solution. Specifically, the ultra-

fast relaxation from the photo-excited singlet metal-to-ligand charge-transfer (MLCT)

to the metastable quintet metal-centered (MC) states is simulated through the surface

hopping method, where the MLCT and MC states of [Fe(bpy)3]2+ in aqueous solution

are computed by using a model electronic Hamiltonian developed previously. As a re-

sult, most of the trajectories are interpreted to show the sequential relaxation pathways

via the triplet MC states, though some are the direct pathway from MLCT to the quin-

tet MC states. In spite that the triplet MC states are involved in the relaxation, the

population transfer to the singlet MC ground state is very small and the population of

the quintet MC states reaches more than ∼96%, reasonably consistent with the unity

quantum efficiency discussed experimentally.
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Electronic relaxation dynamics of transition metal complexes has been an important re-

search subject in physical chemistry because understanding of the relaxation processes is

important not only for fundamental concepts but also for potential applications such as so-

lar energy conversion.1–5 For example, the ultrafast intersystem crossing (ISC) process of

a prototypical iron(II) polypyridyl complex, [Fe(bpy)3]2+ (bpy=2,2′-bypiridine), has been

experimentally studied6–13 to clarify the relaxation from the photo-excited singlet metal-

to-ligand charge-transfer (1MLCT) states to the metastable quintet 5T2g states, where T2g

represents the metal-centered (MC or d-d) states labeled by the Oh symmetry. Advanced

wavefunction-based ab initio calculations have been also utilized to reveal mechanism of this

ultrafast ISC in detail.14–18 Quantum-mechanical theories with the simplified picture of the

electronic structure for iron(II) complexes have been also utilized to investigate the mecha-

nism in more general sense.19,20 For the prototypical [Fe(bpy)3]2+ complex, two mechanisms

have been mainly discussed: the direct MLCT→5T2g transition7,10 and the sequential tran-

sitions via the intermediate triplet MC states (3T2g and 3T1g).9 The involvement of two

mechanisms has been also discussed both experimentally11 and theoretically.18

To understand this non-equilibrium process more clearly, non-adiabatic simulations based

on electronic structure theory calculations are also meaningful. However, to perform such

non-adiabatic simulations for ISCs in transition metal complexes, various issues have to be

taken into account in general. Potential energies of multiple excited states including different

spin multiplicities have to be computed, requiring wavefunction-based ab initio methods to

include large electron correlation effects. Spin-orbit (SO) and non-adiabatic couplings have

to be also computed during simulations. Moreover, relatively large number of vibrational

degrees of freedom should be considered because reaction coordinates to describe relaxation

processes are not always clear in advance. Therefore, various methods have been devel-

oped to take account of these issues in performing non-adiabatic simulations for transition

metal complexes.4,21,22 The trajectory surface hopping (SH) method with the linear vibronic

coupling (LVC) model is an example to simulate the ultrafast ISCs in transition metal com-
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plexes,22 where a full dimensional potential energy surface is provided by the LVC Hamil-

tonian parameterized using the harmonic oscillators of the ground state and the intrastate

and interstate coupling terms. The SH simulations using LVC have been performed for tran-

sition metal systems,22 including one of the iron(II) polypyridyl complexes, [Fe(terpy)2]2+

(terpy=2,2′:6′,2′′-terpyridine).23

On the other hand, a model effective Hamiltonian approach developed by us24,25 also

provides information on a full dimensional potential energy surface of [Fe(bpy)3]2+.25–28 The

model Hamiltonian matrix of [Fe(bpy)3]2+ is constructed by using all the electronic configura-

tions arising from (3d)6 and (3d)5(π∗)1 as basis functions. The matrix elements are modeled

by physically reasonable functions with proper parameters so that the model Hamiltonian

provides reasonable information on both MLCT and MC states in a computationally cheap

fashion.28 In this study, to better understand the ultrafast ISC of [Fe(bpy)3]2+ in aqueous

solution, trajectory SH simulations using this model Hamiltonian28 are performed. The use

of the model Hamiltonian as an alternative of first principle electronic structure calculations

is a compromise in terms of the accuracy. However, the present emphasis is to obtain in-

sights into the relaxation mechanism by explicitly dealing with the multiple excited states

and all the nuclear degrees of freedom. Note that the wavepacket quantum dynamics simu-

lations based on 9 selected vibrational modes have been recently performed for the isolated

[Fe(bpy)3]2+ to explore the relaxation mechanism.29

The model effective Hamiltonian of [Fe(bpy)3]2+ is described in the previous study,28

and the details pertinent to this study are briefly outlined here. The basis functions (all

the (3d)6 and (3d)5(π∗)1 configurations) of the model effective Hamiltonian matrix Heff are

expressed by the Slater determinants Φ composing of the metal 3d atomic orbitals and

model orbitals to represent ligand π∗, where the 3d and π∗ are assumed to be orthogonal.

The model Hamiltonian matrix is written as the sum of the metal (M) d-electron repulsion,
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the metal-ligand (M–L) interaction, and the ligand (L) interaction matrices as

Heff = HM +HES +HEX +HCT +HL (1)

where ES, EX, and CT represent the M–L electrostatic, exchange, and charge-transfer inter-

actions, respectively. The appropriate functional forms of these matrix elements are modeled

as the two-electron and one-electron terms for M and M–L, respectively. The HL matrix

is diagonal because the ligands are modeled by the general Amber force field.30 Note that

solvents can be also included in the L related terms, and effects of waters are included in the

ES term through a flexible water force field. The SO matrix HSO is further computed by

defining a one-electron SO operator, ĤSO = ζSO
∑6

i=1 l̂i · ŝi with a constant parameter ζSO.

The spin-mixed states are computed by diagonalizing Heff +HSO as

E (R) = d(R)† (Heff(R) +HSO)d(R) (2)

where E is a diagonal matrix containing the electronic energies of the spin-mixed states. The

HSO matrix is independent of the nuclear coordinates R due to the aforementioned operator

form. The wave function of the s-th spin-mixed state is written as a linear combination of

Φ as

|Ξs(r;R)⟩ =
Ndet∑
I=1

dIs(R) |ΦI(r;R)⟩ (3)

where r are the electronic coordinates and the number of the Slater determinants (Ndet) is

1722: 210 (3d)6 and 1512 (3d)5(π∗)1 configurations. The expression of the forces, used to

propagate nuclear positions and velocities in simulations, is derived from eq 2 according to

the Hellmann-Feynman theorem.

In the SH simulations, the time-dependent electronic wave function is written as a linear

combination of Ξ as

|Θ(t)⟩ =
∑
s

cs(t) |Ξs(r;R(t))⟩ (4)
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and the time-dependent coefficients, c(t), are propagated along the classical molecular dy-

namics (MD) trajectory R(t) by

c(t+∆t) = exp

[
−
∫ t+∆t

t

(
i

h̄
{Heff(τ) +HSO(τ)}+ T (τ)

)
dτ

]
c(t) (5)

which is derived by inserting eq 4 into the time-dependent electronic Schrödinger equation.

The derivative couplings Trs(t) = ⟨Ξr(r;R(t))
∣∣ ∂
∂t

∣∣ Ξs(r;R(t))⟩ can be analytically evaluated

by using the wave functions (eq 3). However, in the present target system, many spin-mixed

states are likely to be weakly coupled through the SO couplings especially around the Franck-

Condon region because various spin-free states are relatively close in energy as seen in the

potential energy curves along a symmetric [Fe(bpy)3]2+ distortion in Figure 1. Therefore,

the derivative couplings are expected to be strongly localized and overlooked unless MD time

step ∆t is very small.31 To deal with such situations with a larger ∆t, the propagation of

c(t) is performed by the three-step propagator in the surface hopping including arbitrary

couplings (SHARC) approach,32,33 with the local diabatization method.34
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Figure 1: Potential energy curves of selected low-lying spin-free states (eqs 6 and 7) along
the interpolation/extrapolation between the D3 symmetric 1A1 and 5A1 optimized structures
of [Fe(bpy)3]2+. The MLCT and the MC (labeled by the Oh symmetry) states are displayed
by solid and dashed lines, respectively. Drawn by using the data computed by the model
Hamiltonian in the previous study.28

Specifically, in addition to the spin-mixed states (eqs 2 and 3), the spin-free states are
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computed along the classical MD trajectory by diagonalizing the model Hamiltonian as

E(R(t)) = C(R(t))†Heff(R(t))C(R(t)) (6)

where E is a diagonal matrix containing the electronic energies of the spin-free states. The

wave function of the n-th spin-free state is thus given as

|Ψn(r;R(t))⟩ =
Ndet∑
I=1

CIn(R(t)) |ΦI(r;R(t))⟩ (7)

The spin multiplicities 2S + 1 and the projected values MS can be determined clearly (no

spin contamination) from the expectation values of the spin operators Ŝ2 and Ŝz by using

eq 7. Then, the matrix HMCH = E+HMCH
SO is constructed by using Ψ as the basis functions,

where the notation MCH (molecular Coulomb Hamiltonian) is employed as in the SHARC

approach.32,33 The electronic energies of the spin-mixed states computed by diagonalizing

this matrix

E (R(t)) = U(R(t))†HMCH(R(t))U(R(t)) (8)

are equal to those from eq 2, but the wave function of the s-th spin-mixed state is here

written in terms of the spin-free states as

|Ξs(r;R(t))⟩ =
Nstate∑
n=1

Uns(R(t)) |Ψn(r;R(t))⟩ (9)

The propagation of the time-dependent coefficients c(t) is based on the three-step propaga-

tor,32,33 where U , HMCH, and the overlap matrix SMCH(t, t+∆t) are utilized. The overlaps

SMCH
mn (t, t + ∆t) = ⟨Ψm(r;R(t)) | Ψn(r;R(t+∆t))⟩ are used to locally diabatize HMCH.

The further details including the actual numerical procedures are summarized in Supporting

Information, Section S2.4.

To prepare for the photo-excited states at t = 0, the absorption cross section σ(ω)
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was computed by the oscillator strengths and vertical excitation energies of the spin-mixed

states at 2000 solvated configurations as shown in Figure 2. By the similar procedure as

in literature,35 these configurations were prepared by generating 2000 [Fe(bpy)3]2+ complex

structures according to the Wigner distribution based on the normal coordinates at the

ground 1A1g state, and only water solvents were equilibrated by a NVT simulation with the

complex coordinates being frozen. For comparison, the spectra were also computed in gas

phase by using the same 2000 [Fe(bpy)3]2+ complex structures. As observed in Figure 2, the

first peak in aqueous solution is lower in wavenumber than that in gas phase, implying the

solvents stabilize the low-lying MLCT states when the complex is distorted from the sym-

metric structure. To see this further, five [Fe(bpy)3]2+ structures including water molecules

in the first solvation shell were sampled from the equilibrium MD simulation. The computed

excitation energies at these structures with and without water molecules (Table S1) show

that the solvents do not affect the excitation energies of low-lying MC states whereas the

excitation energies of low-lying MLCT states are lowered by solvents: average shift of three

low-lying MLCT states (15 states in total) is 638 cm−1. The similar tendency was reported

in the CASPT2 calculations using the polarizable continuum model,17 supporting that the

solvent effects are qualitatively properly included in the model Hamiltonian with the water

force field.

The first peak in the absorption spectrum is located at ∼18000 cm−1 (Figure 2), which

is lower by ∼1000 cm−1 than that of ∼19000 cm−1 in the experimental spectrum.6,9 Con-

sidering the experimental excitations of 580 nm (17241 cm−1)10 and 520 nm (19231 cm−1),9

the excitation energies were set to 16250±750 (case 1) and 18250±500 cm−1 (case 2). In

these energy regions, 107 and 131 initial excited states were selected, respectively, based on

a stochastic algorithm.36 In this study, the excitations were additionally restricted to the ex-

cited states dominated by the singlet character. Details of the initial excited states selection

are summarized in Section S2.2.

The SH simulations were performed from these initial excited states. The nuclear po-
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Figure 2: Absorption cross section σ(ω) computed by using 2000 solvated configurations.
Gray areas represent the energy regions where the initial excited states were selected. For
a comparison, the spectrum computed by using the same 2000 structures in gas phase are
also shown (dark-red line).

sitions R(t) and velocities v(t) were propagated for 1500 fs with ∆t of 0.5 fs without the

thermostat, whereas c(t) were propagated with a time step of 0.02 fs. The periodic system is

composed of one [Fe(bpy)3]2+ and 890 waters in the cubic unit cell. The hopping probabilities

proposed in the SHARC approach32,33 were computed at t+∆t to judge whether the hop to

the new state occurs. When a hop was decided, v(t+∆t) of only [Fe(bpy)3]2+ were scaled to

maintain the total energy of the system. Finally, an energy-based decoherence correction37

was applied for c(t + ∆t). All the calculations were performed with a program modified

from DL POLY 2.20,38 where the model Hamiltonian and the present SH procedures were

implemented. The further details of these computations are given in Sections S2.1 and S2.4.

The populations in the MCH (spin-free) representation are examined because these can

be interpreted more easily than those in the spin-mixed representation.32,33 However, the

result is still difficult to be interpreted because many spin-free states are involved (see the

populations in Figure S1). Therefore, the MCH populations summed over all the singlet,

triplet, and quintet contributions were evaluated (eq S13), where the MCH populations were

decomposed into the MLCT and MC contributions by using the MLCT and MC weights

(eqs S14 and S15). As seen in Figure 3, the 1MLCT populations decrease to ∼0.2 within
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200 fs, whereas the 5MC populations are more than 0.96 at 1.5 ps, irrespective of the initial

excitations. These results are reasonably consistent with the ultrafast deactivation to 5T2g

with the unity quantum efficiency discussed experimentally,7,10 supporting the present model

Hamiltonian approach.
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Figure 3: MLCT and MC populations P k
2S+1(t) (eq S13) after photo-excitations of (a) case

1 and (b) case 2 in Figure 2. The 5MLCT contributions are less than 0.01 and not shown.

It is also apparent in Figure 3 that both the 3MLCT and 3MC are populated during the

relaxation. The rapid population transfer to 3MLCT is consistent with the ISC transition

timescale of 28 fs evaluated by the Fermi’s golden rule using DFT and CASPT2 calculations

in ref 16. By contrast, the slower increase of the 3MC population is observed in Figure 3,

though the 1MLCT→3T2g transition was predicted to be as fast as 1MLCT→3MLCT in the

Fermi’s golden rule analysis.16 In the present model Hamiltonian, the SO couplings between

the MLCT and MC states are modeled only by the mixings of MLCT and MC characters

(no mixings between the 3d and π∗ orbitals in Φ) and thus may be underestimated when

the MLCT and MC states are relatively separated in energy.28 In this regard, it is not

conclusive as to whether the 1MLCT→3T2g pathway plays a relatively minor role. The

5MLCT populations were found to be less than 0.01, indicating that the 5MLCT states are

not involved in the mechanism.

Each population in Figure 3 is given as a sum of a few different spin-free state contribu-

tions; for example, the 5MC population may include both the 5T2g and 5Eg contributions.
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Therefore, to obtain the further insights, all spin-free states were assigned to either MLCT

or MC based on the weights of electronic configurations (|CIn|2 in eq 7) and classified into

1A1g, 1T1g, 3MC1, 3MC2, 5T2g, 5Eg, 1MLCT, and 3MLCT (see the procedure in Section S1).

Note that there is ambiguity in distinguishing 3T1g and 3T2g in particular due to the possible

mixings of these states at distorted structures. Therefore, low-lying six triplet MC states

(18 states including the MS substates), simply assigned by the order in energy, were labeled

by 3MC1 and 3MC2 hereafter, as adopted in the study on a V(III) complex.39 Because each

electronic state can be a mixture of the MLCT and MC characters and the complex struc-

ture is not symmetric during simulations, the results based on the present state assignments

should be taken as rough pictures. Figure 4 shows the populations of these states, where it

is seen that the 1MLCT populations rapidly decay and the maxima of the 3MLCT, 3MC2,

and 3MC1 populations appear in this order, irrespective of the initial excitations. These

characteristics imply the existence of the sequential pathways to 5T2g via 3MC1,2, though

the direct MLCT→5T2g pathway may coexist. To clarify this issue, the populations were

analyzed along the trajectories as in the SH study for [Fe(terpy)2]2+.23 To see the analyzed

results clearly, the most populated state along each trajectory was tracked39 as shown in

Figure 5. As a result, it is interpreted that both the sequential pathways via 3MC2 and/or

3MC1 and the direct MLCT→5T2g pathway exist. For example, the 6-th and 9-th (case 1),

and the 3-rd and 11-th (case 2) trajectories are interpreted to show the sequential pathways,

whereas the 1-st (case 1) and 7-th (case 2) trajectories are the direct pathway. The relax-

ations in the individual trajectories were roughly classified into ten types as summarized in

Table 1. Although there are some ambiguities in these classifications due to multiple state

changes in trajectories, the present classifications are rationalized by the populations along

the above-mentioned six trajectories as shown in Figure S3. It is clear from this analysis

that the sequential pathways from MLCT via 3MC2 and/or 3MC1 are dominant: 61 and 78

trajectories were classified into one of the sequential changes for the cases 1 and 2, respec-

tively. On the other hand, non-negligible trajectories (36 and 25 for the cases 1 and 2) were
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classified into the direct MLCT→5T2g change. Therefore, it is reasonable to interpret that

both the sequential and direct pathways coexist in the relaxation process of [Fe(bpy)3]2+.

This is rationalized by considering that the 1,3MLCT and 5T2g states are relatively close in

energy (Figure 1) and expected to be strongly mixed. Note that the similar analyses applied

to the populations in Figure 3 resulted in qualitatively the same results: 65 and 67 trajec-

tories were classified into the sequential MLCT→3MC→5MC, and 35 and 27 trajectories to

the direct MLCT→5MC for the cases 1 and 2, respectively. Therefore, the aforementioned

rough MLCT/MC assignments do not affect the present discussions qualitatively.
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Figure 4: Populations classified into various contributions Pn(t) (eq S12) after photo-
excitations of (a) case 1 and (b) case 2 in Figure 2. The subscript n denotes 1,3MLCT
(solid) and 1A1g, 1T1g, 3MC1, 3MC2, 5T2g, and 5Eg (dashed), respectively.

As seen in Table 1, among five types of the sequential pathways, the cascade-like pro-

cess, MLCT→3MC2→3MC1→5T2g, is dominant for both the cases 1 and 2, followed by the

MLCT→3MC1→5T2g one. By contrast, the MLCT→3MC2→5T2g pathway is very minor.

The efficient population transfer from MLCT to 3MC1 is rationalized by considering that

these states are close in energy at the Franck-Condon region as seen in Figure 1. The char-

acteristics of the population transfers based on the present assignments would be useful to

obtain insights into the relaxation process. The potential energy curves in Figure 1 show

that 3T2g (i.e., 3MC2) and 3T1g (i.e., 3MC1) are separated in energy along a symmetric

[Fe(bpy)3]2+ distortion. However, due to the surface crossing associated with the distorted
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Table 1: Classifications of relaxation pathways in individual trajectories based
on most populated states along trajectories in Figure 5.a

pathway type case 1 case 2 pathwayb

type 1 (sequential) 35 33 MLCT→3MC2→3MC1→5T2g

type 2 (sequential) 2 2 MLCT→3MC2→5T2g

type 3 (sequential) 23 27 MLCT→3MC1→5T2g

type 4 (sequential) 1 16 MLCT→1T1g→3MC2→3MC1→5T2g
c

type 5 (sequential) 0 1 1T1g→3MC2→3MC1→5T2g

type 6 (direct) 36 25 MLCT→5T2g

type 7 (other) 2 11 pathways involving 5Eg (1A1g is not involved.)
type 8 (other) 3 10 pathways involving 1A1g (5Eg are not involved.)
type 9 (other) 1 5 other pathways which reach 5T2g

others 4 1 other pathways which do not reach 5T2g

total 107 131

a The regions where the most populated state was not determined (white color region in
Figure 5) were neglected in assigning the pathway.
b Trajectories containing the characters of two types were assigned to a pathway including
more states. For example, the trajectories 7 (case 1) and 8 (case 2) were assigned to the
type 3 and 1, respectively, though they contain the type 6 character around 225 and 25 fs,
respectively. In addition, each pathway sometimes includes multiple state changes; for
example, the trajectory 3 (case 2) assigned to type 4 contains 3MC1→5T2g→3MC1→5T2g

as seen in Figure S3d.
c 1T1g→MLCT→1T1g→3MC2→3MC1→5T2g and 1T1g→MLCT→3MC2→3MC1→5T2g were
also assigned to this type.
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Figure 5: The most populated state along trajectories after photo-excitations of (a) case
1 and (b) case 2 in Figure 2. For clarity, only the results of 15 trajectories up to 800 fs
are shown: results for all the trajectories up to 1500 fs are shown in Figure S2. The most
populated states are labeled by different sizes and colors as shown in legend. White color
region corresponds to the case when the population of the most dominant state is less than
0.6. Numbers displayed in the right side denote the assigned pathway types defined in
Table 1.

motions, the internal conversion 3MC2→3MC1 was shown to be plausible with a timescale

of ∼100 fs in the previous equilibrium MD simulation using the model Hamiltonian,27 con-

sistent with the the cascade-like process mentioned above. Similarly, although the 3T1g (i.e.,

3MC1) and 1A1g are separated in energy along the symmetric distortion as seen in Figure 1,

this is not the case around the equilibrium for 3MC1. In the previous equilibrium MD simu-

lations for 3MC1, the lowest 3MC1 becomes close to both 5T2g and 1A1g in energy, strongly

implying that the 3MC1→1A1g transition cannot be ruled out if the equilibrium of 3MC1 is

assumed.27,28 However, the present results in Figure 4 indicate that the population transfer

to 1A1g is inefficient during the non-equilibrium process and hence nearly all the populations

are finally transferred to 5T2g even when the intermediate 3MC1,2 states are involved: only 4

and 1 trajectories did not reach the 5T2g states for cases 1 and 2, respectively, as summarized

in Table 1.

In an experimental study,10 the direct MLCT→5T2g process was discussed, which can

explain the unity quantum efficiency because the involvement of the 3T2g,1g states would lead
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to some leakage to the ground 1A1g state. However, the population transfer to 1A1g can be

very minor even if the intermediate 3MC1,2 states are involved as shown above. Therefore,

coexisting the direct and sequential pathways interpreted from the present simulations does

not indicate a clear contradiction to the unity quantum efficiency. As for the 1T1g and

5Eg states, these populations are very small during the relaxation for the case 1, but not

negligible for the case 2, as seen in Figure 4. This is rationalized by considering that the

1MLCT and 1T1g states are separated in energy at the Franck-Condon region in the case

1, whereas those could be mixed and the upper lying 5Eg could be also populated due to

the higher excitation energy in the case 2 (Figure 1). Nevertheless, two simulation results

indicate that irrespective of such details 5T2g is populated by more than ∼96% eventually.

Finally, the present results are compared to those in the relevant simulation studies.

In the recent SH simulation study of the isolated [Fe(terpy)2]2+, the populations along

the representative trajectories were analyzed to identify the pathways.23 In both this and

the present SH studies, the sequential pathway involving 3MC was found, supporting the

viewpoint that the involvement of 3MC is a common characteristics of the relaxations in

the iron(II)-polypyridyl complexes. However, in the simulation study of [Fe(terpy)2]2+, the

3MLCT→3T2g→5T2g pathway was also found instead of 3MLCT→3T1g→5T2g. In addition,

the role of the direct MLCT→5T2g process was concluded to be negligible. These points

are different from the present results. In the wavepacket quantum dynamics study of the

isolated [Fe(bpy)3]2+,29 the possibility of the direct pathway was excluded, and the 3T1g was

discussed to be the main intermediates. These details are also different from the present

results. However, the relative energies among three different spin multiplicities are sensitive

to the details of the models. For example, the vertical excitation energies to 3T2g lie in a

range of 15599-16042 and 19438-21132 cm−1 for the present model28 and the model in ref

29, respectively. Therefore, the differences appeared in the details of the computed pathways

may originate from the differences of computed potential energy surfaces such as the loca-

tions of the crossing points of MLCT/5T2g and MLCT/3MC, though further investigations
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are necessary to confirm this. Note that in the wavepacket quantum dynamics study,29 the

bpy C2–C2′ stretching was shown to play a role in the ISC process. Similarly, identifying the

active normal modes which drive the deactivations is also necessary in the present simulation

study, which remains an important issue to be studied.

In the time-resolved ultrafast spectroscopies, vibrational wavepackets were observed,

which have been attributed to the Fe–N related modes of [Fe(bpy)3]2+.8,10,12 To examine

the wavepacket motions associated with the transitions to 5T2g, the changes of the average

Fe–N bond length were computed for simplicity. As observed in Figure 6 (solid lines), the

average Fe–N bond lengths are ∼2.3 Å after around 500 fs, whereas those are 1.998 (case

1) and 2.012 (case 2) Å initially. This is ascribed to a consequence of the deactivation to

5T2g because the average Fe–N bond lengths were computed to be 2.027 and 2.291 Å in

the equilibrium MD simulations for 1A1g and the lowest 5T2g, respectively.28 However, in

the present result, oscillation behaviors are not distinctive: only a small oscillation behavior

seems to appear for the case 1. It is tentatively interpreted that solute-solvent interactions

are overemphasized in the present model Hamiltonian and thus the Fe–N oscillations are not

distinctive due to the overemphasized decoherence in aqueous solution. It was suggested that

the 3T states can contribute to the decoherence,12 and thus a small oscillation behavior for

the case 1 is rationalized by considering that the direct MLCT→5T2g pathway is relatively

more frequent in the case 1 than in the case 2 as observed in Table 1.

To further examine whether the lack of the Fe–N oscillation behaviors is a consequence

of other deficiencies of the present model Hamiltonian, the trajectory SH simulations were

also performed in gas phase (Section S2.4.5). This is motivated by the recent SH simulation

study for the isolated [Fe(terpy)2]2+, where coherent oscillations of Fe–N are observed.23 As

shown in Figure 6, Fe–N oscillation behaviors are distinctive in the gas phase simulations.

These oscillations are indeed ascribed to the motions associated with the transitions to 5T2g,

because similar oscillation periods were observed from the non-equilibrium MD simulations

with respect to the lowest 5T2g spin-free state (Figure S8), where the same initial coordinates
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Figure 6: Changes of average Fe–N bond length averaged over trajectories after photo-
excitations of the cases 1 and 2 in Figure 2 (aqueous solution) and in Figure S4 (gas phase).

and velocities in the SH simulations were used.

In the gas phase SH simulations, the main characteristics in the time-evolution of pop-

ulations (Figures S5 and S6) are qualitatively similar with those discussed above for the

aqueous system in Figures 3 and 4. On the other hand, the details of the pathways are

different as summarized in Table S2, where the numbers of the direct pathway are found to

be smaller than those in aqueous solution (Table 1). This result seems to be related with the

possible overestimation of solute-solvent interactions mentioned above. The solute-solvent

interactions may influence the relative energies among the MLCT and MC states, because the

diagonal and some off-diagonal elements of the model Hamiltonian are affected by solvents.

Therefore, the MLCT and MC states may have more chances to become close in energy in

aqueous solution than in gas phase. In this regard, solvents would facilitate mixing between

the MLCT and MC characters, resulting in the increase of the direct transition character.

However, a comparison among the results of present four SH simulations also implies that

the details of the pathways could be sensitive to the excitations and environments.

To conclude, the ultrafast relaxation from the photoexcited 1MLCT to the metastable

5T2g states in the aqueous [Fe(bpy)3]2+ system was explored through the trajectory SH sim-

ulations using the model Hamiltonian developed previously. The simulation results indicate

that the pathways involving the 3MC states are major, though the character of the direct
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MLCT→5T2g process also coexists to some extent in the relaxation. Importantly, it is ob-

served in the simulation results that the population transfers from the 3MC states to the

singlet ground MC state are very minor and thus the majority of the population finally

transfer to 5T2g. A comparison to the other SH simulation result for [Fe(terpy)2]2+ 23 sup-

ports that the existence of pathways involving the 3MC states is a common characteristics in

iron(II) polypyridyl complexes. However, it was also implied that the details of the pathways

could be sensitive to the excitations and environments because multiple excited states are

involved in the process. Therefore, it is likely that the details of pathways could be sensitive

to models or quantum chemical calculations employed. In this regard, to clarify the mech-

anism further, it would be meaningful to perform more simulations with other approaches

and compare simulation results.
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