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Abstract

Artificial Intelligence (Al) technology has fundamentally transformed our daily lives in
areas such as autonomous vehicles, healthcare, and gaming. For instance, AlphaGo, a well-
known Al, has proven its superiority by defeating top-tier Go players. However, applying
Al to sports analysis poses unique challenges, primarily due to the unpredictability and com-
plexity of sports, contrasting with the more contained and predictable environments of board
games. In sports, assessing play performance is vital for effective coaching decisions. While
traditional manual evaluation methods are time-consuming and struggle with complexity,
machine learning-based assessment offers an efficient and objective alternative. Thus, in this
thesis, a machine learning-based approach is employed to comprehensively evaluate games,
considering their context and dynamics. In particular, play assessment is explored in racket
sports, which, despite their widespread popularity, present unique challenges in performance
assessment due to their dynamic nature and rapid gameplay.

Utilizing deep learning techniques, two distinct frameworks are proposed to assess play
performance based on video in both singles and doubles racket sports. Firstly, for play eval-
uations in singles matches, a novel evaluation method of play performance for badminton
matches from broadcast videos utilizing deep reinforcement learning is proposed. Unlike
traditional methods that primarily focus on outcomes, this approach uses historical data,
including information about the tactical and technical performance of players, to learn the

next-score probability as a Q-function. This function is then applied to assess the value



of each stroke, offering a detailed understanding of performance on a stroke-by-stroke ba-
sis. Secondly, for play evaluations in doubles matches, a pioneering framework of deep
neural networks is proposed to estimate the control area probability map for badminton dou-
bles from drone video. This research introduces the first annotated drone dataset for bad-
minton doubles, captured from the top and back views. Additionally, a practical application
is proposed for assessing optimal positioning, providing insights that can be instrumental for
coaching.

These approaches are validated in this thesis by comparing them with various baselines
and examining the correlations between evaluation results and multiple standard success
measures. The findings indicate that the proposed frameworks could effectively provide
quantitative evaluations for singles and doubles matches. Furthermore, these assessments are
demonstrated visually, offering a nuanced and insightful approach to coaching interventions,

ultimately leading to improved outcomes for players and teams.
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1 Introduction

1.1 Background

Artificial Intelligence (Al) has led to significant advancements and has profoundly trans-
formed our lifestyles and work methods. For instance, autonomous vehicles can navigate
complex traffic scenarios without human intervention. In healthcare, Al-powered diagnostic
tools can detect and predict illnesses with unprecedented accuracy. The capabilities of Al
were vividly displayed when AlphaGo [3] astonishingly defeated top-tier Go players. Re-
cently, Japan’s Shogi AI, which provides real-time winning probabilities for players, has
enriched the viewing experience for audiences. However, sports analysis poses unique chal-
lenges for Al. The unpredictable nature of player movements, swift game dynamics, and
varying strategies in sports make them harder for Al to analyze compared to the finite moves
in board games.

In sports, evaluating player performance has always been a focal point. Athletes, regard-
less of their chosen discipline, share a common goal; the pursuit of excellence. The ability
to assess and analyze play performance has significant implications for enhancing skills,
making informed player selections, and scouting new talents.

Traditionally, performance evaluation in racket sports heavily relied on manual assess-
ments conducted by experienced experts, introducing subjectivity and potential biases into
the evaluation process [4, 5]. Additionally, manual evaluation struggles to unravel intricate

patterns owing to its inherent limitations in handling complexity. This approach often de-
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mands the involvement of multiple analysts, consuming valuable time and resources. In
contrast, machine learning-based evaluation methods offer a more objective alternative, mit-
igating human biases and excelling in managing the complexity inherent in analyzing racket
sports plays [6, 7]. Once trained and deployed, these models can rapidly evaluate extensive
volumes of data, making them highly scalable and efficient.

Deep learning, a subset of machine learning, is a powerful tool for pattern recognition and
decision-making, closely mirroring the neural networks of the human brain. Its applications
span various domains, including image recognition, computer vision, and natural language
processing, and have shown remarkable promise in sports analytics [8, 9, 10]. Therefore, it
stands out as an ideal candidate for learning-based play evaluations in racket sports owing to
its intrinsic capacity to handle and interpret vast and intricate datasets. Within sports, data
instances are manifold and often intertwined comprising positional data, motion trajectories,
and event sequences. As a result, deep learning excels in uncovering complex patterns and
relationships [11, 12] that are usually invisible to manual evaluators.

Racket sports, despite their widespread popularity, present unique challenges in play per-
formance assessments due to their dynamic nature and rapid gameplay. This gap between
the existing achievements of deep learning methods and the complexities of racket sports
underscores the need for a better understanding of game tactics and strategies. A rally in
racket sports like badminton involves a series of strokes, each contributing to the final points
and reflecting strategic thinking, just as in games like chess, Shogi, and Go [13]. In both
racket sports and these games, players must consider every move carefully from a long-term
perspective. Thus, assessing the value of each stroke can provide insights into which steps
are relatively critical in winning or losing a point. Additionally, participating in doubles
games offers a different playing experience. Even if two players possess high-level technical

skills in badminton, it does not guarantee that they can effectively cooperate to achieve a
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performance exceeding the sum of their individual skills, often described as the “1 +1 > 2”
effect. Top-class players also need to become familiar with each other and collaborate exten-
sively. To achieve an “1 4+ 1 > 2” outcome, the initial step for players is to understand where
to move based on the game situation and their partner’s position. Comprehending such dy-
namics is crucial, requiring a study of the relationship not only between the players but also
between the players and the shuttlecock/ball in a spatial context. These personal insights
into the subtleties of racket sports emphasize the importance of detailed and accurate play
analysis. However, three key challenges arise when attempting to translate these personal
insights using a deep learning method.

Firstly, data acquisition in sports such as badminton or tennis poses significant challenges
owing to the high-speed nature of these games. They require high-frame-rate recording sys-
tems to capture players’ rapid movements and ball trajectories adequately. Existing datasets
for racket sports are limited, with some providing partial game information, such as player
IDs, strokes, and match points [14, 15], while others remain unreleased [16, 17]. Addi-
tionally, conventional broadcast videos, while being a rich source of data, present several
disadvantages, notably the frequent perspective changes, occlusions, and partial view issues
[18, 19].

Secondly, in contrast to many team sports where collective movement and strategy of-
ten overshadow individual technical actions, racket sports, with fewer participants and a
heavy reliance on individual technical prowess, demand detailed pose analysis. Every stance,
swing, and step in these sports can significantly influence the match outcome [20, 21]. Con-
sequently, an integrated multi-modal data processing system is required to effectively man-
age visual, spatial, and temporal data.

Lastly, the challenge in visual analysis for racket sports lies in advancing beyond tradi-

tional discrete event analysis. While existing studies have made valuable contributions to



4 1 Introduction

@ S

Data Data
4 4
Model I Model 11
‘ Data driven ‘ Data driven
@ Study I (Temporal) ® Study II (Spatial)
E T os : T Plavert
o3
_g 0.2
E 0.(1, — — o
-0.1 1st  2nd >3rd 4th 5£h

Time

‘ Model driven

Identify key action Proposal for Positioning

3rd

N

Coach assistance

Figure 1.1: Overview of the thesis. Play performance is evaluated in both studies. Study I focuses
on the temporal dynamics of action value in a singles match, while Study II focuses on the spatial

dynamics in a doubles match to provide coaching insights.

understanding player performance and basic patterns, there is a need to explore and develop
advanced visual analysis techniques capable of capturing the intricate spatial relationships
among players, shuttlecock/ball, and court.

Fig. 1.1 provides a comprehensive overview of this thesis. Study I focuses on the temporal
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dynamics of individual player movements in a singles match, while Study II examines spatial
team dynamics in a doubles match. Temporal visual analysis helps in understanding which
actions are critical, whereas spatial visual analysis provides insights into how to achieve
effective positioning. Together, they offer a comprehensive view of performance in racket
sports. Both studies contribute to a more nuanced understanding of sports performance.
The primary objective of this thesis is to offer a quantitative assessment of play perfor-
mance in singles and doubles badminton matches through learning-based evaluation from
video. Before diving into the chosen methodologies, it is crucial to specify the challenges

primarily addressed in this thesis:

* This thesis tackles the challenge of integrating detailed players’ poses into the deep
neural networks framework. Study I incorporates these poses as components of the
‘State’ in deep reinforcement learning, while Study II utilizes graph convolutional

embeddings to integrate players’ poses.

* This thesis addresses the challenge of inadequate quantitative assessments and visu-
alizations for spatial and temporal analysis. Study I quantitatively evaluates individ-
ual strokes and offers temporal visualizations, while Study II assesses team plays in

densely distributed areas and focuses on providing spatial visualizations.

* Study II addresses the challenge of providing only partial information about the game

in broadcast videos by utilizing drone technology.

1.2 Scope of the Thesis

This thesis focuses on the quantitative analysis of plays in singles and doubles matches in
racket sports, particularly emphasizing badminton, a domain where such quantitative eval-

uation methodologies have rarely been explored. Two innovative frameworks are proposed
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for incorporating pose information into play performance analysis and quantification from
video. These frameworks utilize advanced deep learning techniques and drone technology.
Additionally, this research aims to visualize evaluation results and offer actionable coaching
insights.

Firstly, two distinct studies that advance the methodologies for play performance eval-
uation are discussed in this thesis. The challenge of quantitatively assessing play-by-play
evaluations in a singles badminton match is addressed (Study I). Secondly, the challenge
presented by the absence of quantitative assessments in densely distributed spatial domains

for racket sports is tackled (Study II). The scope of these two studies is detailed as below.

1.2.1 Study I: Action Value Assessment

Study I offers a more nuanced analysis than traditional game scores by evaluating the
action value of each play and introducing an innovative evaluation method using Deep Re-
inforcement Learning (DRL). A DRL model provides a unified evaluation criterion; Each
time a player wins a rally, they are rewarded with one point. Utilizing time series data that
captures both tactical and technical performances, the proposed method predicts the prob-
abilities of the subsequent score. As a result, a granular assessment of players’ actions is

proposed, thereby advancing performance evaluation in racket sports.

1.2.2 Study II: Control Area Estimation

Study II investigates the dynamics of teamwork in doubles matches, with a particular em-
phasis on synchronized positioning, which is crucial for winning a match. Recognizing the
significance of court control for doubles teams, the first annotated drone dataset capturing

top and back views in doubles badminton matches is created. This dataset facilitates the es-
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timation of control area probability maps. The proposed framework is based on deep neural
networks and employs a dual-stream approach to capture both tactical and technical perfor-
mances for control area estimation. Since data have been annotated for direct modeling, the
proposed method is more straightforward and accurate than reinforcement learning. Fur-
thermore, practical applications that enable optimal positioning strategies are proposed for

coaching guidance.

1.3 Thesis Overview

The remainder of this thesis is organized as follows: Chapter 2 discusses related work
on sports evaluations. Chapter 3 introduces Study I, which focuses on the development of a
DRL method for racket sports to estimate the action value of each player from an input video.
Chapter 4 introduces Study II, which includes the introduction of an annotated drone dataset
for badminton doubles matches and proposes an efficient deep neural network framework for
evaluating doubles teamwork. Finally, Chapter 5 summarizes the contributions of this thesis

and discusses future work.






2 Literature Review

The content of this thesis can be categorized into three distinct research categories. The
first category relates to play evaluation methods in sports, covering quantitative analysis
across various sports, specifically racket sports. The second category relates to research
on visual analytics, including its applications in team sports and racket sports. The third
category relates to sports datasets in team sports and racket sports. In this chapter, literature

on each category is introduced and summarized at the end.

2.1 Play Evaluation

2.1.1 Quantitative Play Evaluation in Team Sports

Traditional methods for evaluating sports plays primarily involve manual evaluation, typ-
ically obtained from video or statistical data. The manual evaluation methods through video
include the systematic review of game footage by coaches and analysts. They observe and
watch game videos multiple times to evaluate both individual and team performances. For
instance, Franks et al. [22] developed a system enabling observers to systematically record
and view the behavior of athletes during team sports competitions. Other traditional methods
relied on basic statistical data such as goals, assists, and other easily quantifiable metrics [23].
For example, the distribution of the number of batters faced and the number of runs scored in

an inning is used to model pitcher performance in Major League Baseball (MLB) [24]. An
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econometric model is developed to connect individual player statistics in the National Bas-
ketball Association (NBA) games with team wins, offering a method to measure a player’s
productivity and their marginal contribution to the team’s success [25].

Machine learning-based evaluations have been applied to various sports contexts in many
team sports. Some useful metrics have been proposed to provide a comprehensive overview
of a player’s performance in a match. For example, Cervone et al. [26] proposed the Expected
Possession Value (EPV) to evaluate players’ decisions and actions in basketball. This method
uses spatio-temporal tracking data to quantify the expected value of ball possession at any
moment, considering the positions and movements of all players and the ball.

Rather than assessing a player’s overall play performance in a match, other methods em-
ploy models to evaluate individual actions taken during the match. In soccer, the Valuing Ac-
tions by Estimating Probabilities (VAEP) method and its variants, as referenced in [27, 28],
assess the impact of individual player actions on the likelihood of scoring by calculating the
probabilities of various outcomes following a player’s action. A comprehensive survey on
these methods in team sports was conducted by Fujii et al. [29]. Additionally, to evaluate the
shooting action of players, researchers have extended the concept of Expected Possession
Value (EPV) [26, 30, 31] and the value of space [32, 33] by utilizing advanced techniques
like Voronoi diagrams [34], which partition the playing field into regions based on the prox-
imity of players to assess spatial control and influence.

In addition to these approaches, reinforcement learning frameworks have been applied
in research papers for team sports. These studies have utilized inverse planning methods
in reinforcement learning, which involves estimating the action model or reward function
from observed data using statistical learning techniques. For instance, the state-action value
function (Q-function) of a player was estimated using a recurrent neural network [35, 36],

providing insights into the effectiveness of player decisions in specific game states. This
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approach was further analyzed using a linear model tree [37] to enhance its comprehensibil-
ity for human interpretation, addressing issues of interpretability that often accompany deep
learning models. However, the broader applicability and adaptation to sports with differ-
ent dynamics, like racket sports, remain a challenge, primarily due to the unavailability of

detailed pose and movement data specific to these sports.

2.1.2 Quantitative Play Evaluation in Racket Sports

In racket sports, methods for action evaluation can be categorized into manual evaluation
and machine learning-based approaches. Manual evaluation methods are straightforward and
widely adopted by analysts. Analysts organize game videos in various ways and repeatedly
assess stroke performances based on their expertise and knowledge [4, 5, 38]. However,
manual evaluation relies on the expertise and experience of evaluators, which can introduce
subjectivity and bias into the assessment process and are also time-consuming. Other meth-
ods rely on basic statistical data including serve percentages, unforced error percentages,
aces, winners, and scores. For example, a novel test, known as the Leuven Tennis Perfor-
mance Test (LTPT), has been proposed to assess stroke performance in elite tennis players
under match-like conditions [4]. Additionally, a tennis skill test for forehand and backhand
drive strokes was developed, utilizing a pneumatic ball machine and time-based scoring, and
has proven to be both reliable and valid in assessing the skills of novice tennis players [39].
Other existing methods emphasize notational and temporal variables, using statistical data
to analyze player behavior, such as forced or unforced errors, to evaluate the likelihood of a
player’s victory [40, 41].

Despite the popularity of racket sports, only a limited number of works have offered
computer vision-based solutions for play evaluation tasks. Machine learning-based evalu-

ation, also known as data-driven evaluation, involves the extraction of stroke features from
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videos [42, 43, 44] to characterize and model the competition process in advance. Subse-
quently, it employs deep learning or other approaches to evaluate stroke performance. In
DeCoach [45], a distance-based methodology was proposed to compare a player’s pose with
that of a professional player, which is then utilized for stroke evaluation.

Pfeiffer et al. [42] pioneered in adopting the Markov model approach for play perfor-
mance diagnosis in table tennis. McGarry and Franks [46] used the Markov model to explain
championship performance in squash. However, these studies discretized the coordinates of
location and time, resulting in the loss of information and the inability to generalize the un-
observable parts of the state space. Wang et al. [47] integrated the knowledge of analysts
and trained a classifier that learned to evaluate strokes based on their assessments, yielding
quantified evaluation results. However, their approach utilized domain knowledge specific
to table tennis, which differs from the general approach used for modeling various racket
sports. More recently, Wang et al. [12] introduced a specialized badminton language to de-
scribe the process and predict the winning probability in a rally. However, their method could

not directly estimate the value of each stroke.

2.2 Visual Analytics

2.2.1 Visual Analytics in Team Sports

In general, visual analytics can be described as “the science of analytical reasoning facil-
itated by interactive visual interfaces” [48]. It has developed rapidly and is widely used in
analyzing various sports [49, 50]. In soccer, the Time-to-intercept method is used to calcu-
late a pitch control function that quantifies and visualizes the regions of the pitch controlled
by each team [51]. Another approach uses a generative model for multi-agent trajectory data

and visualizes the predicted trajectory of players in both soccer and basketball [52].
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Other game analysis methods use non-sports-specific visualizations. One of these visu-
alizations is the heatmap, which visualizes the most frequent locations of game events by
density. Recently, a deep neural network called SoccerMap has been proposed to estimate
the full probability surfaces of potential passes in soccer [53]. SnapShot [54] introduced
a specific type of heatmap called radial heatmap to display shot data in ice hockey, while
CourtVision [55] quantified and visualized the shooting range of players in basketball. An-
other commonly used visualization method is the flow graph, where the nodes’ size shows
each player’s role, and the links show the connections between them [56]. Besides, the
glyph-based visualization method has also been applied to sports. For example, Match-
Pad [57] adopted a glyph-based visual design to analyze players’ performances during rugby
games. All these works demonstrate the need for visual analytics, its impact, and its potential

in sports.

2.2.2 Visual Analytics in Racket Sports

Visual analytics in racket sports involves the use of data visualization and interactive tools
to analyze and interpret large datasets related to aspects like player performance, match
statistics, and tactical patterns.

Most previous studies focused on analyzing and assessing players in singles matches and
visualizing discrete representations such as strokes. In tennis, CourtTime [58] introduced a
novel visual metaphor to facilitate pattern detection, while TenniVis [59] visualized statisti-
cal data, such as score and service information. In table tennis, Tac-Miner [60] developed
a visual analytics system to facilitate simulative analysis based on the Markov chain, while
1TTVis [61] used a matrix to reveal the relationship among multiple attributes within strokes.
Tac-Simur [43] provided an interactive exploration of diverse tactical simulation tasks and

visually explained the simulation results. RallyComparator [62] introduced an interactive vi-



14 2 Literature Review

sualization system to analyze and compare stroke sequences in table tennis, enabling experts
to identify new, complex playing patterns efficiently. In badminton, TIVEE [63] studied tac-
tic analysis in a 3D environment and proposed immersive visual analytics. Recently, Haq
et al. [64] tracked players and visualized their position statistics on a heatmap. While pre-
vious studies have made significant strides in visualizing certain aspects of the game, such
as stroke analysis, scoring, and service information, they generally have not delved deeply
into the spatial and temporal dynamics of player movements and game events. One reason
the exploration of spatial distributions of game events in racket sports remains limited is
due to the differing importance of understanding spatial distribution in singles and doubles
matches. In singles matches, the analysis of spatial distribution, such as court coverage, is
not as critical as in doubles. This oversight leads to the neglect of dense spatial distribution

analysis, especially in doubles matches.

2.3 Sports Datasets

2.3.1 Team Sports Datasets

The development of sports datasets has significantly evolved over time, with a marked shift
towards providing more detailed and comprehensive information. Initially, datasets such as
the University of Central Florida (UCF) sports action dataset [65], Olympics Sports [66],
and Sports-1M [67] focused on categorizing different types of sports through the action
recognition of individual players. These datasets played a crucial role in the early stages
of sports analysis by enabling the recognition and categorization of various sports actions
through video analysis.

With the further advancement of sports analytics, there was a growing need for datasets

that not only recognize actions but also localize them precisely within the video frames.
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This need led to the creation of more advanced datasets. Recent efforts in this direction in-
clude the development of larger broadcast sports video datasets. In soccer, SoccerNet [68]
and SoccerNet-v2 [69] have been proposed for event spotting. Another large-scale dataset
SoccerDB [70] offers a comprehensive benchmark for video understanding, suitable for ob-
ject detection, action recognition, temporal action detection, and video highlight detection.
In basketball, the National Collegiate Athletic Association (NCAA) basketball dataset [71]
includes broadcast videos of matches and provides dense, temporal event annotations in
long videos. Northwestern Polytechnical University (NPU) RGBD Dataset [72] provides
not only RGB frames but also depth maps and the skeleton of players. In ice hockey, broad-
cast videos of National Hockey League (NHL) games have been extensively utilized to create
datasets [73, 74]. However, broadcast videos typically do not show the entire pitch, provid-
ing only partial information about the game. To overcome this limitation, a fisheye camera
has recently been used in basketball [75]. Similarly, SoccerTrack [76] utilized fish-eye and

drone cameras to capture the whole field in a single frame.

2.3.2 Racket Sports Datasets

Similarly, the evolution and characteristics of datasets in racket sports have changed over
time. Early efforts in data collection for racket sports predominantly involved manual meth-
ods, focusing on basic statistics such as scores and player movements. However, these meth-
ods often provide only partial game information, such as player IDs, strokes, and match
points.

With technological advancements, there is a shift toward automated data collection meth-
ods, notably through the use of high-definition cameras and motion-tracking systems. In ten-
nis, Zhao et al. [77] gathered data from a tennis court equipped with the PlaySight system,

consisting of six High-Definition (HD) cameras. Pulgarin-Giraldo et al. [78] collected tennis



16 2 Literature Review

data using a Motion Capture (MoCap) system. These works collected data using multiple
cameras and business data analysis systems, which are noted for their high cost and com-
plexity. THree dimEnsional Tennls Shots (THETIS) action dataset [79] contains 12 types of
tennis shots. However, this dataset was collected indoors using Microsoft Kinect, focuses on
swinging motions in an exercise context, and cannot be used to effectively capture player mo-
tions typically observed in real tennis matches. For table tennis, the TTStroke-21 dataset [80]
is composed of 129 videos at 120 fps, recorded from an egocentric perspective in real match
conditions. However, this dataset does not capture the entire table tennis scene in a single
frame. The SPIN dataset [81] is a new high-resolution, high-frame-rate stereo video dataset.
It was captured using two high-speed cameras and can be utilized for multiple tasks, includ-
ing ball tracking, pose estimation, and spin prediction. Some of these self-collected datasets
are available while others remain unreleased [16, 17]. Additionally, conventional broadcast
videos, particularly those from the Badminton World Federation (BWF) on YouTube! have
been widely used in academic data analysis studies of badminton [18, 19]. However, broad-
cast videos often suffer from challenges such as frequent perspective changes and occlusion
issues [18, 82]. Although some image processing methods are focused on addressing these
issues, recognizing and tracking the ball or multiple players on the court remains a challeng-
ing task.

Moreover, some researchers have collected and built their datasets based on specific task
requirements, thereby providing an optimal perspective for analysis. For instance, in ta-
ble tennis, TTNet [83] introduced the OpenTTGames dataset for game event detection and
semantic segmentation tasks. Blank et al. [84] utilized inertial sensors attached to rackets
to collect stroke data, while Kulkarni et al. [85] strategically positioned their cameras and

vibration sensors to capture the most optimal view for detailed stroke analysis.

"https://www.youtube.com/c/bwftv (Accessed Dec. 29, 2023)
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Meanwhile, different from ordinary cameras, drone technology offers a unique perspec-
tive for filming. Drones provide an optimal solution with superior adaptability and flexibility,
especially in capturing dynamic sporting events. Drone cameras can provide more accurate
2D coordinates without occlusion if they can capture the court from a bird-view. However,
unfortunately, there is currently no dataset available for racket sports. Thus, in this thesis, a
dataset composed of drone videos that capture the entire pitch is created, effectively mitigat-

ing the challenges of severe occlusion during analysis.

2.4 Summary

The development and current state of play evaluation methods, visual analytics, and sports
datasets across various sports, with a particular focus on racket sports have been overviewed
in the literature review above. This thesis contributes by proposing innovative solutions to
existing challenges. It addresses challenges in previous studies by proposing a method to
estimate the value of each stroke and addressing the neglect of dense spatial distribution
analysis in doubles matches by estimating the dense control area probability map. Addi-
tionally, this thesis introduces a novel dataset created from drone videos to overcome the
challenges of frequent view changes and occlusions in traditional video footage.

Compared to previous studies that focus on overall play performance in a match, this thesis
includes two studies aimed at providing detailed insights into a rally, which consists of a se-
ries of strokes. These studies aim to answer questions such as when and where improvements
can be made, and how they can be achieved. Study I is implemented to estimate the action
value of each play, identifying key moments of advantage and fluctuation, and addressing the
need for deeper insight into the extent of changes in action value during a rally. Study II fills
the gap in understanding the game’s dynamics, particularly focusing on how player position-

ing and movement influence game outcomes, which is a critical aspect in doubles matches.
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These two studies offer a comprehensive understanding of play performance in both singles
and doubles, enriching the analysis of racket sports. Moreover, the practical implications of

these insights are expected to benefit players, coaches, and analysts in real match situations.



3 Player Evaluation via Deep

Reinforcement Learning

3.1 Introduction

Player evaluation has received increasing attention as it can assess and appraise the actions
observed in a game to players, coaches, and other staff in order to facilitate decision-making
(i.e., tactics) and improve technical skills, thus providing a competitive advantage to an indi-
vidual or a team.

There are two main approaches for player evaluation. The first is to use various statistics
to sum up “the total contributions of a player to his/her team” into a numerical value. The
second approach is to assign values to the actions performed during a match. In the second
approach, traditional methods (e.g., [86]) demonstrate significant limitations as they can only
evaluate the actions that directly lead to a score (e.g., shooting), but are unable to evaluate
those actions that indirectly lead to a score. Recently, the Markov model has been used to
address this issue, which has the advantage of unified evaluation criteria (actions are evalu-
ated on the same scale by anticipating expected outcomes). These approaches are based on
the analysis of event stream data (including optical data) that describe the actions performed
in a game. However, in racket sports, the task of action value evaluation of players is almost
unexplored, because, in such a sport, technical whole-body movements have to be evaluated

in addition to the tactics.



20 3 Player Evaluation via Deep Reinforcement Learning

Action value of each stroke?
Which stroke, other than the last, is crucial for winning or losing a point?

R i = H R ) R "

1st Stroke 2nd Stroke 3rd Stroke 4th Stroke 5th Stroke

Time

Figure 3.1: Example of a rally consisting of 5 strokes, focusing on the action value of each stroke.
This analysis helps determine which stroke, aside from the last, is crucial in deciding the outcome of

winning or losing a point.

In racket sports, most previous studies on player evaluation were limited to traditional
methods. Shen et al. evaluated a single stroke type (lob) in badminton and defined a good/bad
lob on whether the subsequent action of the opponent is a smash and leads to a score [87].
This study has constraints and cannot be used to evaluate the value of each stroke in a match.
In racket sports like badminton, a rally is made up of many strokes as shown in Fig. 3.1.
Each stroke contributing to the score and involving strategies similar to chess, Shogi, and Go
[13]. In these sports and games, players need to think about every move in terms of long-
term strategy. Understanding the value of each stroke is crucial to identify key moments that
lead to winning or losing a point. While the final stroke is critical in determining the point’s
outcome, the preceding strokes also play an important role in shaping this outcome. There-
fore, it is essential to estimate the value of each stroke for a straightforward understanding.
The Q-function in the Markov model has the advantage of evaluating all actions (all stroke
types) on the same scale by looking ahead to the outcomes. Thus, inspired by this idea, the
Markov model approach (i.e., the second approach in the above paragraph) is adopted in this
chapter using technical whole-body movement and tactical information for player evaluation

in actual games.
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With the recent advances in deep learning, Deep Reinforcement Learning (DRL) [88] has
been applied in various fields [89, 90, 91, 92], and has shown significant promise in player
evaluation in complex and dynamic environments. A previous method used the Markov
model in team sports (e.g., ice hockey) to evaluate the tactical performance, but ignored
the effect of technical performance on the value of the action. As racket sports have the
characteristic of fewer participants (single- or double-player games), the result of a game
depends largely on individual technical skills. Therefore, when compared to team sports, the
specific sports-based technical performance of players should be analyzed through videos.

Most previous studies have used active Reinforcement Learning (RL) to calculate optimal
strategies for complex continuous-flow games [93, 94]. Similar to the approach proposed
by Liu et al. [35], here, a prediction (not control) problem is solved in the passive learning
(fixed policy) setting. Note that RL is used as a behavioral analytics tool for real human
agents, not to control artificial agents.

In this study, a player evaluation approach with play contexts in badminton is proposed,
which leverages historical match data containing tactical and technical information to assign
a rating to an action (e.g., smash) performed by a player in a match. For a given badminton
game, deep learning methods are used to extract the features from videos that contain in-
formation related to both the tactical and technical performance of the players. Through
experiments, the effect of technical and tactical contexts on player evaluation is examined
by applying a DRL method to a badminton dataset (videos from the Badminton World Fed-
eration (BWF)). This research aims to provide coaches with some insights into the influence
of the movements of players on the advantages and disadvantages in specific competition
situations. Therefore, concrete movements and their influence are analyzed.

In summary, the primary contributions of this study are as follows:

* A player evaluation method in racket sports based on DRL is proposed that can analyze
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Figure 3.2: Overview of the proposed method designed to estimate action values. It utilizes AlphaPose

[1] for precise player pose estimation and TrackNet [2] for accurate shuttlecock position tracking,
followed by a DRL method to compute the Q-function, thereby quantifying action values of each

player based on changes in Q-values due to player actions.

the motion of a player in more detail, instead of analyzing the outcome (i.e., scores).

* Methodologically, the proposed method leverages historical data including the tactical
and technical performance information of players to learn the next-score probability

as a Q-function, which is used to value the actions of the players.

* In the experiment, the proposed approach is verified by comparing various baselines.
Its effectiveness is confirmed through use cases that analyze the performance of the

elite badminton players in World-class events.

3.2 Player Evaluation Method

In this section, the proposed method for estimating the action value of a player is described.
An overview of the proposed method is illustrated in Fig. 3.2.

Badminton is a competitive sport, where the winner of a match is determined based on the
best performance out of three games, and each game is played for 21 points. A rally starts

with a serve and ends when a point is won. Here, to describe a badminton match, a rally as
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Table 3.1: Complete feature list used for stroke value evaluation.

Name Type Representation
X, Y Coordinate of shuttle Continuous (x5, ¥s)
X, Y Coordinate of player Continuous (Xp,¥p)
Pose Continuous 17 keypoints
Action (Stroke type) Discrete  One-hot representation

the analysis unit is considered. The course of the rally can be described as the transition from
one state to another. A rally in badminton comprises a sequence of strokes with outcomes.

By using video data of badminton games, first each game in a match is segmented into
several rallies. For each rally, the XY-coordinate values of 17 body parts, as defined in
the Microsoft Common Objects in Context (COCO) dataset [95], are estimated to identify
joint positions. These include the nose, eyes, ears, shoulders, elbows, wrists, hips, knees,
and ankles. This is achieved using AlphaPose [1], a popular, high-precision, multi-person
body-pose estimation system. Additionally, the position of the shuttlecock is detected using
TrackNet [2], an object tracking network noted for its decent tracking capability in fast-paced
games like badminton.

As a prepossessing procedure, joint positions that were not properly estimated owing to
overlap were annotated through the COCO annotator. Moreover, the midpoint of the two
ankles is assumed to indicate the position of the player, and the pose represents the coordi-
nate values relative to the position of the player. For the pose of a left-handed player, the
corresponding relative coordinate values are reversed. The list of the complete features used
in this method is shown in Table 3.1

The outputs are then combined as an input feature vector of a DRL model. The DRL
method is applied to estimate the Q-values, and finally, the action value from the Q-values

is estimated for evaluating the performance of a player. Players are labeled as front or back
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1. Serve
2. Smash
3. Drop
4. Clear
5. Lift
6. Drive
7

8

9

0

. Push
. Net shot
. Net Kill
. Block

Figure 3.3: Shuttle’s typical trajectories of different stroke types.

players based on their relative position to the camera. The player closer to the camera is
referred to as the front player, and the one farther away as the back player. In the following,

they are sometimes denoted as “front” and “back”, respectively.

3.2.1 Formulation

A reinforcement learning framework is adopted in the proposed method, specifically based
on the recent sports-related work [35]. The reward R specifies the player who wins a point
at the end of a rally. Here, the strokes are generalized into nine types, namely Serve, Drop,
Smash, Clear, Lift, Drive, Block, Net kill, and Net shot. Fig. 3.3 illustrates the shuttle’s
typical trajectories of different stroke types. Action a; is one of the stroke types.

To describe the state, the feature vector at each hit time (the moment when the racket
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contacts the shuttlecock) is considered as state representation s, at time step ¢.
The Q-function Q(s,a), represents the conditional probability that the front or back player

wins a point at the end of the rally such that

eront/back(s7a) = P(pOint = 1’S, =S,dr = (1). (3.1

The Q-function computes the expected rewards for an action taken in a given state. Different
Q-functions can be used to study different outcomes of interest, such as goals and penalties
[96]. A previous study [42] used “point” and “fault” as the expected outcomes for the model,
whereas in this study, the probability of the next score is used, ranging from O to 1. The
advantages of using the next score probability are as follows. (1) Compared to the outcome
of a rally (“point” or “fault”), the next-score probability function is highly interpretable, as it
models the probability of an event. (2) It can provide coaches with a more detailed overview

of player performance during a rally.

3.2.2 Learning the Q-function

Fig. 3.4 shows the architecture of the proposed DRL model. Dynamic two-layer Long
Short-Term Memory (LSTM) networks are used to learn the Q-function and estimate the
Q-values. The networks take a sequence of states s; and actions a; at the moment the player
hits the shuttlecock (hit frame) as the input. This model is used to simultaneously evaluate
both the front and back players in a given rally.

The LSTM networks have an input layer composed of 256 nodes, a hidden layer with 256
nodes, and a dense output layer with 3 output nodes. The three output nodes, Qgack (s, a),
OFront(s,a), and Qrally_end(s,a), represent the probability that the front/back player wins the
next point according to the present state and action and the probability that a rally ends ac-

cording to the present state and action. A rally ends when the shuttle drops on the ground.
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(QBackr QFront: QRally_end)

1 t t
LSTM ] [ LSTM ] [ ] [
C?II Cell
[LSTM LSTM LSTM LS M]
Cellllcnl_’lcnllcn

1 i

Serve Lift Drive
Isthit frame 27 hit frame 3™ hit frame

Figure 3.4: Architecture of the DRL model composed of two layers of LSTM networks. The input is a
combination of feature vectors of XY-coordinates of the positions of the front and back players, their

poses, the position of the shuttlecock, and the action at each hit time.

The Q-functions for each team share weights and the output values are normalized to proba-
bilities. The LSTM networks require four types of input data for model training, namely the
XY-coordinates of the positions of the front and back players, both their poses, the position

of the shuttlecock, and the action.
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In this study, the Q-function is learned via a neural network, which is called a function

approximation approach. It is approximated by LSTM networks as:

O(s,a) ~ q(s,a;w), (3.2)

where LSTM networks are parameterized by w. The positions of the front and back players,
both their poses, and the position of the shuttlecock are used to describe the state s, and the
action a in g(s,a;w).

The state—action—reward—state—action algorithm is applied, which is an on-policy rein-
forcement learning algorithm for estimating Q-values. The Q-value for a state—action is

updated using the following equation:

O(ss,ar) < O(sr,ar) + A [R+YQ (s111,a141) — O(s1,a1)] (3.3)

where s, and a;, | denote the state and action at time step £ + 1. « is the learning rate, and
Y is the discount factor. Instead of tabular learning, the neural networks are considered as the
function approximators.

The network in this study is trained with loss .Z as:

n

Y (Q(si,ar) —R— Y0 (si+1,ar11)) 7, (3.4)

t=1

L =

S| =

using the Adam optimizer [97] with a learning rate of 10~ for 90 epochs. The hyperparam-

eters were set to Y = 0.3.

3.2.3 Stroke Evaluation

For each action of the front/back player in a rally, the action value A can be computed as:

At+1 = Qplayer (St—i-laat—i-l) - Qplayer(staat)' (3.5)
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Here, the probability that the front/back player will win the next point (Q-value) before
service is set as 0. First, the action value of each stroke type and the corresponding number
of each stroke type that a player takes in each game are calculated, and then the average
action value of each stroke type performed by a player in a game is calculated.

A typical example is presented to demonstrate the effectiveness of this approach in Fig. 3.5.
The graph in Fig. 3.5 (a)shows the dynamic changes in the Q-values of a rally in a match
between the back player and the front player. The back player won this rally in the end. The
figure plots the values of the three output nodes.

Meanwhile, Fig. 3.5 (b)shows the action value of each stroke performed by the front and
back players. A greater action value in a rally leads to major changes in the scoring chance
and it also shows that the proposed method can capture small changes associated with every
action under different technical and tactical contexts. According to the bar chart, the fourth
stroke, which was a “smash” performed by the back player, shows the greatest action value,
and the fifth stroke, which was a “block” performed by the front player, has a minor action
value. The result of the action value is consistent with observations from the video that the
“smash” performed by the back player was significantly powerful, and the front player failed
to intercept the shuttle through the “block™ stroke.

Moreover, this figure provides more insights into the rally. The observations gained from
the video may make the coach erroneously attribute the loss of a point to the poor defensive
“block” performed by the front player. However, the result shows the action value of the
“block™ is positive, albeit a small one. Conversely, the third stroke, which was a “clear”
stroke performed by the front player, has a negative action value; after this stroke, the back
player seized the chance to attack using the offensive “smash” action. Observations of the
video identified that the front player returned the shuttle to a position closer to the back

player with the “clear” action; consequently, the back player had sufficient time to jump and
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Figure 3.5: Typical example of the front/back player scoring probability and action value analysis in

a rally.

attack with a “smash.” The figure reflects that the previous actions in a rally have an indirect

impact on the final result. Therefore, it can be concluded that the result of this approach can
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provide useful clues for further analysis over the course of multiple strokes in a rally.

3.3 [Experiments

This section presents a series of experiments designed to evaluate the proposed method.
For validation, videos from the Badminton World Federation (BWF) TV channel' are uti-
lized, focusing on assessing the impact of various input features in the LSTM networks,
player characteristics, and the relationship between stroke value, match scores, and player
rankings. Moreover, the proposed method is compared with a baseline method to highlight
its advancements in sports analytics. The goal of these experiments is to thoroughly evaluate

the proposed method in the context of high-level badminton matches.

3.3.1 Dataset

The dataset is composed of videos from the BWF TV channel'. To ignore the cross-view
problem, only videos captured from a single view were selected as shown in Fig. 3.2. Here,
the “cross-view problem” in the context of broadcast videos, particularly in sports, refers to
the challenge posed by frequent changes in camera angles and perspectives. This issue is es-
pecially relevant in dynamic sports broadcasting, where multiple cameras are used to capture
the action from various angles to enhance the viewing experience. The constructed dataset
provides information regarding game contexts and player actions for the 2018-2020 BWF
season, which contains 21 matches, covering 22 players and 320 rallies. The total length
of the video is 1,432 minutes, with the average length of each rally being approximately 10
seconds after manual clipping. 80% of the data are used for training and the remaining 20%

are reserved for testing. Points scored in each rally are employed as the ground-truth data.

"https://www.youtube.com/c/bwftv (Accessed Dec. 29, 2023)
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Table 3.2: Comparison of each input feature by eliminating it from the total input. The value of loss

function £ according to Eq. (3.4) is shown here, which was evaluated on the badminton dataset.

Error Full model —Shuttle position —Player position —Player pose

Z 0.0261 0.0289 0.0436 0.0506

Furthermore, this dataset has been published? to benefit the broader research community

and is expected to be useful for various research purposes.

3.3.2 Verification of the Proposed Method

The design choices of the proposed method are evaluated in terms of input components by
comparing the performance of the LSTM networks with different inputs.

As presented in Table 3.2, a model trained with all the input components (Full model)
achieved the best performance, indicating that all the input components contribute to es-
timating an accurate Q-function. While each input component contributes to the model’s
accuracy, the player pose appears to be especially crucial, as indicated by the significant in-
crease in the loss function value when it is omitted. The reason could be that the player pose
offers detailed insights into a player’s current actions and potential next moves, which are
vital for a precise estimation of the Q-function in the context of badminton.

Next, the effect of the stroke type is examined as shown in Table 3.3. As the action is a pri-
mary element in reinforcement learning, a fully supervised LSTM model (non-reinforcement
learning) is used to examine the effect of action (stroke types) by eliminating it from the total

input. The results show that the stroke type feature can help in improving the accuracy of the

2The dataset and related codes are available at https://github.com/Ning-D/Evaluate_

Badminton_Stroke
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Table 3.3: Comparison of LSTM model performance with and without stroke type feature.

Error With stroke type  Without stroke type

Z 0.0995 0.1274

fully supervised LSTM model when compared to a model that does not consider this feature.

3.3.3 Characteristics of Players

Analyzing the average actions of different stroke types is instrumental in helping coaches
and players identify areas of strength and weakness. This understanding facilitates targeted
training aimed at enhancing specific skills, which contributes to overall performance im-
provement. To illustrate the practical application of this study, four matches from the 2018
BWF Tour are examined. These matches include one final, two semi-finals, and one quarter-
final men’s singles matches, which are the matches in the All England Open Tournament
between Lin Dan and Shi Yuqi, Huang Yuxiang and Lin Dan, Son Wan-ho and Shi Yuqj,
and Lin Dan and Lee Chong Wei. The performance of the players is analyzed from the per-
spective of the average action value of each stroke type performed by a player in a match
(Fig. 3.6).

For example, when Lin was playing against Huang and Lee (Figs. 3.6 (b)and (d)), the
strokes performed by Lin were superior to those by his opponents. Lin had fewer stroke
types whose action values were substantially below zero, especially when he was playing
against Lee. His offensive strokes such as “smash” and “net shot” were better than those
of Lee. However, when playing against Shi (Fig. 3.6 (a)), Lin did not display significant
advantages, which would explain why he lost the final match. During the match between Shi

and Son (Fig. 3.6 (¢)), Shi showed superior performance in offensive strokes such as “smash”
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Figure 3.6: Average action value of each stroke type in four badminton finals.
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Table 3.4: Player action values in the 2018-2020 BWF Tour

Game Players Average action value Average (maximum) action value Point Rank
1 LIND. vs. LEEC. W. 0.0392 vs. 0.0387 0.2218 vs. 0.2317 10vs. 8 BWF2018 11 vs. 49
2 NGK.L.vs. NISHIMOTO 0.0169 vs. 0.1074 0.1634 vs. 0.3628 Svs.9  BWF2018 16 vs. 9
3 LIND. vs. SHI'Y. Q. 0.0519 vs. 0.0630 0.1829 vs.0.1871 5vs. 6 BWF2018 11 vs. 4
4 CHOUT.C. vs.TSUNEYAMA 0.0814 vs. -0.0030 0.2900 vs. 0.2099 4vs.3  BWF2020 6 vs. 25
5 LEEZ.J.vs. CHRISTIE 0.0414 vs. 0.0432 0.2147 vs. 0.0974 16 vs. 3 BWF2020 10 vs. 19
6 CHOUT.C.vs. AXELSEN 0.0802 vs. 0.0171 0.1530 vs. 0.2073 3vs. 3 BWF2018 1 vs. 20
7 HUANG Y. X. vs. LIN D. 0.0512 vs. 0.0482 0.2122 vs. 0.2678 9vs. 15 BWF2018 17 vs. 11
8 LEED.K.vs. LEEC. W. 0.0785 vs. 0.0354 0.2374 vs. 0.2603 6vs.8 BWF2018 30 vs. 49
9  VITTINGHUS vs. LIND. 0.0315 vs. 0.0997 0.2059 vs. 0.1905 Svs. 10 BWF2018 23 vs. 11
10 LEVERDEZ vs. KIDAMBI 0.0379 vs. 0.0940 0.1555 vs. 0.2333 12vs. 9  BWF2018 24 vs. 14
11 LEEZ.J.vs. AXELSEN 0.0594 vs. 0.2291 0.2676 vs. 0.2883 4vs.5  BWF2020 10 vs. 1
12 CHOUT.C. vs. ANTONSEN 0.0468 vs. 0.0571 0.2251 vs. 0.1094 2vs. 2 BWF2020 6 vs. 2
13 LEEZJ.vs. CHENL. 0.0829 vs. 0.0711 0.2493 vs. 0.0884 2vs.2  BWF2020 10 vs. 28
14 LUG.Z.vs. AXELSEN 0.1588 vs. 0.1097 0.3024 vs. 0.2649 10vs.7 BWF2019 19 vs. 5
15 SON W.H. vs. SHI Y.Q. 0.0431 vs. 0.0237 0.1395 vs. 0.1667 2vs. 6  BWF2018 46 vs. 23
16 ~ ANTONSEN vs. SHI Y.Q. 0.0126 vs. 0.1541 0.1274 vs. 0.2332 5vs. 10 BWF2019 27 vs. 4
17 SHI Y.Q. vs. AXELSEN 0.0184 vs. -0.0356 0.1262 vs. 0.2114 Svs. 11~ BWF20207 vs. 1
18 CHEN L. vs. GINTING 0.0627 vs. 0.1483 0.1317 vs. 0.2719 7vs. 15  BWF20194 vs. 6
19 MOMOTA vs. GINTING 0.0414 vs. 0.1211 0.1646 vs. 0.2032 15vs. 11~ BWF2019 1 vs. 6
20  GINTING vs. ANTONSEN 0.0216 vs. 0.0292 0.1141 vs. 0.1566 6vs. 4 BWF2019 6 vs. 7
21  MOMOTA vs. ANTONSEN 0.0608 vs. 0.0489 0.2121 vs. 0.1994 20vs. 20  BWF2019 1vs. 7

and “net shot.” The summary of all player action values from the 2018-2020 BWF Tour is
listed in Table 3.4, and the relationships between action value and point/rank are examined

in 3.3.4 and 3.3.5.

3.3.4 Relationship with the Score of the Match

Owing to the cross-view scenes in badminton videos, only a portion of the rallies could

be used in each match. Therefore, to further demonstrate the effectiveness of the proposed
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Figure 3.7: Correlation between the score and average action value/average (maximum) action value.

method, the relationship between average (maximum) action values and the score is exam-
ined, as shown in Figs. 3.7 (a) and (b). Here, the average (maximum) action values refer to
the average value of the maximum value of the actions performed by a player in each rally
over several rallies, and the score indicates the number of points scored by the front/back
player in a match.

Spearman’s rank correlation coefficient p was applied to quantify the correlation be-
cause the relationship with the rank of the players is also examined, as described in 3.3.5.
Fig. 3.7 (a) shows that p = 0.150 (p > 0.05), indicating that there is no correlation between
the score and average action value. Meanwhile, Fig. 3.7 (b) shows that p = 0.312 (p < 0.05),
which reflects a weak positive monotonic correlation between the score and average (maxi-
mum) action value.

The results suggest that the average (maximum) action value could be associated with the
score, and if the maximum action value of a player in a rally is greater than that of his/her

opponent, the action can lead to obtaining the score of the rally.
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Figure 3.8: Correlation between the rank of the player and average action value/average (maximum)

action value.

3.3.5 Relationship with the Rank of a Player

The relationship between the rank of the player and average (maximum) action values is
also examined, as shown in Figs. 3.8 (a)and (b). Here, the average action values refer to
the average value of all actions performed by a player over several rallies. For the player’s
ranking, the official BWF ranking data were referred to. Fig. 3.8 (a)shows that p = —0.353
(p < 0.05), which reflects a weak negative monotonic correlation between the rank of the
player and average action value. Fig. 3.8 (b)shows that p = —0.048 (p > 0.05), which
indicates that there is no correlation between the rank of the player and average (maximum)
action value.

The results suggest that the average action value can be associated with the rank of the
player, and higher-ranked players tend to perform actions with higher action values. These

results also imply that higher-ranked players, who are typically more skilled, do not neces-
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sarily perform actions with consistently higher average (maximum) values. This could be
attributed to various factors, including the diverse range of strategies employed by different

players, their individual styles, and the situational context of each game.

3.3.6 Correlation Comparison with a Baseline Method

No previous studies have utilized the DRL model to evaluate each stroke in racket sports
like badminton and it is important to note that the dynamics of badminton and ice hockey are
inherently different, which makes a direct comparison between the proposed method and the
method applied in ice hockey (Liu et al. [35]) challenging.

Here, Spearman’s rank correlation coefficient p is computed to assess the relationship
between the action value of the stroke estimated by the baseline model and standard suc-
cess measures (score/rank). This statistical approach is crucial in understanding how well
the model’s estimations align with actual game outcomes. The results are summarized in
Table 3.5, which shows that there is no correlation between player evaluation metrics and
standard success for the baseline model (p > 0.05). However, the proposed method (Full
model), which includes pose information, shows a weak monotonic correlation with the two
success measures. This suggests that incorporating pose information into the model pro-
vides some important insights, potentially enhancing the model’s ability to evaluate player

performance more accurately.

3.4 Summary

This study proposed a new evaluation method for racket sports based on DRL, which can
analyze the motion of a player in more detail, rather than only considering the results (i.e.,

scores). The proposed method used historical data including information related to the tacti-
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Table 3.5: Spearman’s correlation coefficient values computed between action value and standard
success measures (score/rank) using both the proposed method and the baseline method. Values in

bold indicate statistically significant correlations (p < 0.05).

Model Full model — Player pose (baseline)
Score  Rank  Score Rank
Average action value -0.150 -0.353 —-0.154 —0.122
Average (maximum) action value  0.312 -0.048 —0.061 0.163

cal and technical performance of players to learn the next-score probability as a Q-function,
which is used to value the actions of the players. Two layers of LSTM networks were lever-
aged for the learning of the Q-function with the poses of the players and the position of
the shuttlecock as the input, which are identified by the AlphaPose [1] and TrackNet [2]
algorithms, respectively. The proposed method was verified by comparing various baselines
and its effectiveness was demonstrated through use cases that analyze the performance of
the top badminton players in World-class events. In addition, valuable insights were discov-
ered regarding the correlation between the action value and the score/rank. By collecting
videos from the BWF channels, a badminton dataset with ground-truth annotations of both
stroke types and game scores was constructed and made public. However, it should be no-
ticed that the proposed method used a fixed policy, which poses a challenge for individual
player modeling and may impact the accuracy of action evaluation and correlation results.
Furthermore, the use of 2D feature extraction currently presents an additional challenge in
accurately modeling the match.

In future work, improvements will be made to the framework of the proposed method
to address existing challenges. This will include modeling individual players using player-

specific policies. Additionally, efforts will focus on utilizing 3D features to further improve
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match modeling.
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4 Control Area Estimation with Pose

Information from Drone Videos

4.1 Introduction

Visual tracking has become an increasingly popular research area due to its diverse ap-
plications in domains such as human-computer interaction, robotics, autonomous driving,
and medical imaging [98, 99, 100, 101]. Object tracking and pose estimation are two es-
sential components of visual tracking, allowing for accurate and efficient tracking of objects
in videos. However, despite significant progress in object tracking [102] and pose estima-
tion [103], applying these technologies to the sports field remains a challenging problem due
to partial occlusion, changes in viewpoint, and complex movements of athletes in a dynamic
environment.

As technology has advanced in the past few years, data collection has become more in-
depth and can be conducted with relative ease. Significant effort has been focused on building
larger broadcast sports video datasets [69, 104]. Specifically, publicly available badminton
datasets primarily consist of broadcast videos sourced from the Badminton World Feder-
ation (BWF) channel on YouTube!. However, large-scale broadcast videos are primarily
accessible to wealthy professional sports teams, making it challenging for teams with fewer

resources to benefit from them. Additionally, broadcast videos do not capture the entire

https://www.youtube.com/c/bwftv (Accessed Dec. 29, 2023)
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pitch, offering only partial information about the game. To be specific, these videos fre-
quently feature perspective changes, and they also suffer from significant occlusions, espe-
cially in team sports. In soccer, drone cameras are used to capture the entire pitch in a single
frame [76], providing greater adaptability and flexibility. Unfortunately, there is currently no
such dataset for any racket sport.

Visual analytics, including heatmaps, have become prevalent in various sports, especially
in team sports like soccer [33, 105]. Advanced methods are being developed to estimate
probabilities of actions, such as passes, and other performance metrics based on spatiotem-
poral data. For example, SoccerMap [53] estimates probability surfaces of potential passes
from high-frequency spatiotemporal data in team sports like soccer. However, there has been
little exploration of fine-grained spatial analysis in racket sports. In racket sports, most pre-
vious studies have focused on analyzing and assessing singles players in broadcast videos
and discrete representations such as stroke analysis (e.g., [19, 82, 106]). This is because
singles matches are more straightforward due to the involvement of only two players. This
simplicity facilitates the application of methods like stroke analysis, offering more straight-
forward and clear insights. In contrast, doubles matches involve more complex interactions
and spatial dynamics due to the presence of four players on the court. Consequently, the
increased complexity and analytical challenges associated with doubles matches have led to
a predominant focus on singles matches in previous studies, often resulting in a neglect of
the meaningful spatial distributions that are critical in doubles scenarios.

Therefore, the objective of this study is to address these limitations by focusing on quan-
tifying spatial value occupation and providing a quantitative position evaluation metric in
a doubles badminton match. To achieve this, a self-collected drone dataset is created and
leveraged to estimate the control area probability map, as depicted in Figure 4.1. The pro-

posed method in this study employs a two-stream network architecture (Figure 4.1 (b)) that
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Figure 4.1: Overview of the two key contributions in this study. Firstly, an open-source dataset that
includes labeled data on shuttlecock status, player positions and poses, and player IDs for both top-

view and back-view videos is introduced. Secondly, a novel visual analysis method is proposed for

estimating control area in badminton doubles.

combines positional information from a top view with pose information from a back view.
By utilizing a 3-layer U-Net [107] model, the proposed method accurately predicts the prob-
ability map, allowing for an effective evaluation of the team’s control area.

The contributions of this study are as follows:

* A men’s doubles badminton drone dataset is constructed and made public, which in-

cludes annotations of bounding boxes, shuttlecock locations (Hit/Drop), and poses.

* An efficient framework of deep neural networks is proposed that enables the calcula-
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tion of full probability surfaces, which utilizes the embedding of a Gaussian mixture
map of players’ positions and graph convolution of their poses. The effectiveness of

this fine-grained analysis is validated in badminton game situations.

* A practical application is proposed for assessing optimal positioning in badminton that

can increase the probability of a successful shot.

4.2 Dataset

By providing both top and back-view videos, this study offers a comprehensive perspec-
tive essential for an accurate and detailed understanding of player movements and game
strategies. This dual viewpoint is particularly advantageous for precisely capturing player
and shuttlecock positions, as well as player poses, thereby overcoming the limitations of ex-
isting badminton datasets. In terms of its characteristics, this dataset is distinguished by its
comprehensive coverage and high-quality video data. Utilizing two drones, it captures every

aspect of the badminton match.

4.2.1 Video Collection

Video data from 2 vs. 2 men’s doubles badminton matches played among members of a
college badminton club were recorded. Prior to data collection, approval was obtained from
Anhui Normal University’s ethics committee, and the study was conducted in compliance
with the principles of the Declaration of Helsinki [108]. All participants provided signed
informed consent. To capture the entire badminton court, two DJI Air 2S drones (Da-Jiang
Innovations Science and Technology Co., Ltd., China)® were used to provide top and back

views. The first drone was positioned directly above the center of the court at a height of

Shttps://www.dji.com/p/air-2s (Accessed Dec. 29, 2023)
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Figure 4.2: Configuration of the drones in relation to the court.

10.0 m, filming from above, while the second drone, placed 5.9 m behind the court at a
height of 3.5 m, captured the back view, as illustrated in Fig. 4.2. The video resolution
is 4K (3,840 x 2,160 pixels), with a frame rate of 30 fps. The raw video data includes
39 matches involving 14 pairs, 11 players, and a total of 1,347 rallies. The total video length
is 702 minutes, and the average length of each rally is approximately 6 seconds

It is important to highlight that publicly available badminton datasets primarily consist of
broadcast videos sourced from the Badminton World Federation (BWF) channel on YouTube'.

However, these videos typically only offer back-view footage and lack the crucial top-view

videos required for the proposed method.

https://www.youtube.com/c/bwftv (Accessed Dec. 29, 2023)
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Figure 4.3: Dataset annotation workflow for top-view and back-view drone videos.

4.2.2 Data Annotation and Structure

This section outlines the efficient annotation of bounding boxes and shuttlecock locations
in drone videos (Fig. 4.1 (a)). Manual annotation is a time-consuming process that can
take several hours to annotate a single rally. Therefore, well-established computer vision
techniques are introduced to shorten the process as shown in Fig. 4.3.

The dataset is structured such that each rally is accompanied by two annotation files in a
simple Comma-Separated Value (CSV) format. For shuttlecock detection, each line of the
CSV file contains five values: frame number, visibility, X-coordinate, Y-coordinate, and sta-

tus. The status of the shuttlecock in each frame was annotated with one of five types: Flying,
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Table 4.1: Overview of badminton doubles drone dataset.

Top & Back view camera

Device DIJI Air 2S
Resolution 4K
Frame rate 30 FPS

Player location v
Bounding box of player
Shuttlecock location v
Shuttlecock status v
Player ID v

Hit, Fault, Drop, and Misjudge. For players, corresponding bounding box coordinates are
also provided in CSV format.

To track players and the shuttlecock in the raw video data, the largest court lines in each
frame are first converted to a uniform size of 3,500 x 1,600 pixels for calibration. This is
achieved by applying homography transformation [109], which helps to eliminate the offset
problem caused by the drone’s perspective. Each game is segmented into several rallies, and
for each rally, the X'Y-coordinate values were estimated for the locations of the four players
using tracking, specifically ByteTrack [102], a popular high-precision multi-object detection
and tracking system. Meanwhile, the shuttlecock location was detected using TrackNet [2],
an object tracking network that has been proven to exhibit decent tracking capability in
games that involve small, high-speed balls such as shuttlecocks. Additionally, player poses
are also estimated using MMPose [103], based on the bounding boxes captured by Byte-
Track [102]. Any outlier is adjusted using a simple labeling tool with a MATLAB Graphical
User Interface (GUI), modifying the code originally created and utilized in the study of

TrackeNet [2] to fit the requirements of this study. Moreover, Direct Linear Transforma-
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Figure 4.4: Heatmap comparison in probability analysis. In a typical heatmap, the probability ranges
from O to 1. The heatmap in this study only shows areas where p =0 and p > 0.5, using deep red to

highlight higher probabilities and deep blue for probabilities at 0.

tion (DLT) is applied to re-identify players’ IDs and any discrepancy is manually corrected.
Combining detection results with manual adjustments significantly expedits the annotation
process. An overview of the badminton doubles drone dataset is presented in Table 4.1. The

dataset is made publicly available®.

4.3 Estimation Method

A framework is proposed for estimating the probability map of the control area, where the
probability values, ranging from O to 1, are used to express the likelihood of a team success-
fully receiving the shuttlecock. It should be noted that the proposed method, unlike a typical

heatmap displaying probability values ranging from O to 1 as shown in Figure 4.4 (a), exclu-

*https://github.com/Ning-D/Drone_BD_ControlArea
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sively shows values of either p =0 or p > 0.5, as depicted in Figure 4.4 (b). This is because,
in this study, only the area where p > 0.5 is considered the control area of a team. Areas with
a deep red color indicate a higher probability of receiving the shuttlecock, whereas white ar-
eas represent regions where the probability value is approximately 0.5. Regions with p < 0.5
are represented as p = 0, depicted in deep blue.

A neural network that learns the relationship between tracking/event data and a probability
map in a data-driven manner is constructed. Details of the neural network architecture and

its training are described below.

4.3.1 Model Architecture

The model architecture consists of a two-stream network. The first stream is based on
the top view and captures information about the location and velocity of players, while the
second stream is based on the back view and captures information about the pose of players.
The outputs of the two streams are then combined to serve as the input of a 3-layer U-Net
model, which predicts the control probability map.

A 3-layer U-Net [107] network is constructed to estimate the full probability map of the
control area, considering that the input image size is 112 x 56 pixels. Here, the term ‘3-
layer’ refers to the fact that both the downsampling layer (Max pooling) and the upsampling
layer (Up-convolution) in the network consist of three layers each, as shown in Figure 4.5.
U-Net is a convolutional network architecture specifically designed for fast and accurate
image segmentation. This network is expected to be effectively utilized here to segment
and identify areas that are controllable or not. The network takes as input: (1) a Gaussian
mixture probability map centered on the location of two players (same team) who receive
the shuttlecock, (2) the X-velocity and Y-velocity of two players (same team) who receive

the shuttlecock, and (3) the poses of two players (same team) who receive the shuttlecock.
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Figure 4.5: Detailed architecture diagram of the proposed model, showing the 2-stream network and

the 3-layer U-Net model used to generate the control area probability map.

The location where the player hits the shuttlecock or where the shuttlecock lands (drop) is

used as the target location to obtain the control area probability map.
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4.3.2 Learning

The proposed loss function L in this study consists of a Focal Loss (FL) Ly [110] and a

constraint on spatial continuity L., denoted as:
L=Ls+uL. (4.1)

Here, u represents the weight for balancing the two constraints, which is set as t =0.03. As
the objective function of the model, FL is used to address the class imbalance problem in the

dataset, defined as:

FL (pi) = —o (1 —py)"log(py) (4.2)

p ify=1

2 (4.3)

1—p otherwise,

where p; is the estimated probability of the model. Here, o is set as 0.8 and Yy is set as 3. The

Focal loss Ly used here can then be written as:

Ly = FL (yioge, £ (463 0)iog, ) (44)

where x; is the game state at time k, loc represents the location where the player hit the
shuttlecock or where the shuttlecock dropped at time k, and yjo, represents the ground-truth
control probability at time k.

An additional constraint L. is introduced here following Kim et al.’s practice [111]. This
loss term is used to encourage spatial smoothness and continuity in the estimated control

probabilities. The spatial continuity loss is defined as:

W—-1H-1
Le=Y Y |vivrj—vigll, + [[vije1r = vigll, (4.5)
i=1 j=1
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where W [pixels] and H [pixels] represent the width and height of the image, respectively,
and v; j denotes the control probability of the pixel at coordinates (i, j). The loss is calculated
by summing the L;-norm differences between adjacent pixels in both horizontal and vertical
directions. Minimizing this loss term encourages the network to generate spatially contin-
uous control probabilities with smooth transitions and discourages the presence of complex
patterns or abrupt changes in the probability map. At the same time, it can also mitigate the

impact of data amount on the results to some extent.

4.3.3 Optimal Positioning

The model in this study can estimate the control area and evaluate the players in a doubles
badminton match. However, determining the optimal positioning and movement strategy for
players, which is a critical aspect of successful performance, is currently unknown. In this
study, a method to identify optimal positioning strategies is proposed for doubles badminton
players based on data-driven analysis.

This method consists of four steps as below:

* Moving the Receiver’s Position: Here, a “receiver” in a team is defined as the player
who receives or attempts to receive the shuttlecock. First, the position of one player is
fixed and the receiver is moved to all possible grid positions within a 56 x 56 matrix.
Subsequently, the team’s control probability map is calculated by using the model, and

the control probability at each position is denoted as P.(x,y).

* Determining Candidate Positions: Choose the candidates for the optimal position
based on two conditions. Firstly, the shuttlecock’s control probability for that position
should be equal to p or higher than p (P.(x,y) > p). Secondly, that position should

be close to the receiver’s actual position. To reduce the impact of randomness or
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variability, the set of n-nearest grid locations to the actual play position of the receiver

that is within P.(x,y) > p are selected first.

* Clustering Candidates: As the n-nearest grid locations may be separated and not
closely located together as shown in Fig. 4.6 (a). To address this issue, the step of
unsupervised clustering is added here, specifically using hierarchical clustering [112],

to group these candidate positions and identify the largest cluster.

* Calculating the Average Position: Calculate the average position value of candidates
within the largest cluster Cax to obtain the recommended position for the receiving
player that increases the probability of controlling the shuttlecock to p as shown in
Fig. 4.6 (b). Eq. (4.6) shows that the recommended position for the receiver is obtained
by calculating the average value of all grid locations in the largest cluster Cyax, which

is denoted by (Xrec, Yrec)-

1

Y () (4.6)

(Xrec; Vrec) = M)
Here, n(Cpnax) denotes the number of grid locations in the largest cluster. For exam-
ple, as shown in Fig. 4.6 (b), the average position values of only four candidates are
calculated (four squares in magenta color) and are considered as the optimal position.

Overall, this study’s approach provides a data-driven and actionable recommendation

for players and coaches to apply in practice and competition.

4.4 Experiments

In this section, several experiments are conducted to demonstrate the performance of the
proposed method. These experiments include not only the training of the control area es-

timation model but also verification experiments to confirm the reliability of the estimated
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Figure 4.6: Optimal position computation. (a) Five optimal position candidates (pink and magenta
squares) with P.(x,y) > 0.75 and 0.95, respectively, with the pink squares gathered together while
magenta squares separated into two clusters. The green circle indicates the shuttlecock’s position
and the yellow circles represent the actual player positions. (b) Optimal positions for P.(x,y) > 0.75
and P:(x,y) > 0.95 are determined by averaging the positions of candidates within the largest cluster

that corresponds to these probabilities.
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results. Specifically, the outcomes are verified by visualizing the estimated control areas and
assessing their accuracy. Subsequently, practical insights of the proposed method are ex-
plored by investigating the relationship between the control area and the score. Additionally,
the optimal positions for drop samples based on the proposed method are presented in 4.4.4,

and its application on a real-world scale badminton court is demonstrated.

4.4.1 Control Area Estimation

In the training process, the control area estimation model is trained using the Adam op-
timizer [97] with a learning rate of 10~ across 30 epochs and with batch sizes of 16. The
dataset for the training is augmented with a horizontal flip, comprising 12,658 hit samples
and 796 drop samples. 80% of the hit samples and 50% of the drop samples are used for
training, with the remaining data reserved for testing.

After the training phase, the changes in the control area during the period when a team
responds to an incoming shuttlecock after it crosses the net can be visualized. In sports
like badminton, the concept of the control area becomes significantly meaningful for players
only once the shuttlecock has crossed the net. Observing changes in the control area can aid
in understanding the reasons for losing points. It is important to note here that the control
area is defined as the region where the control probability is greater than or equal to 0.5.
Fig. 4.6 presents the changes in the control area probability map of the receivers (on both
sides) during a catch in a rally. Receivers can hit (receive) the shuttlecock in cases shown in
Fig. 4.6 (a), (b), and (c). In the last case shown in Fig. 4.6 (d), the left-side receivers failed to
catch the shuttlecock. The results of the control area are consistent with human expectations,
and here, no assumptions is made about the distribution’s shape within the control area (i.e.,
learned from data). Additionally, it can be observed that the model may learn the player’s

speed for estimating the occupied spaces of the control area.
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Figure 4.6: Visualization of control area changes of the receivers during catches in a rally (time
passes from top to bottom). Orange and lime circles represent players’ locations and the shuttlecock
location, respectively, while the arrows indicate the velocity vector for each player. A darker shade

of red denotes a higher probability of control.
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Table 4.2: Comparison of Ly classification loss for each input feature by eliminating the different

input features from the total input.

Error Full —Pose + Bbox (top) —Pose —Players’ velocity
Control (hit) 0.085 0.092 0.100 0.118
Non-control (drop) 0.238 0.252 0.294 0.244
All 0.094 0.101 0.110 0.125

4.4.2 Verification of the Proposed Method

Here, the performance of the model is evaluated, and the impact of players’ velocity (—
Players’ velocity), players’ pose (— Pose), and computed Bounding box (Bbox) height and
width from top-view (— Pose + Bbox (top)) on the estimation performance is examined.

The last one replaced the players’ poses in the full model with height and width measure-
ments of bounding boxes (bboxes) as input to examine the effectiveness of the pose informa-
tion. To evaluate the model, the L classification loss between the ground-truth and estimated
positions is computed for hit/drop samples. As presented in Table 4.2, a model trained with
the full components (players’ velocity and pose) achieved the best performance for both con-
trol (hit) and non-control (drop) samples, indicating that both the players’ velocity and pose
information contributed to accurately estimating the control area probability map. Notably,
Bbox (top) was not included in the full components. Using the back view poses seems to
have produced more accurate results compared to using the bboxes from the top view. In
the model verification stage, an overall L; classification loss of 0.094 was achieved for the
test samples with hit and drop shuttlecocks. Specifically, the L classification loss for hit and

drop samples were 0.085 and 0.238, respectively.
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Figure 4.7: Correlation between control area and score.

4.4.3 Analysis of Relationship of Factors with the Score of the Match

4.4.3.1 Control Area in the Full Field

The full field is defined as half of the input map size (56 x 56 pixels) on the side of the
receiving team, as shown in Fig. 4.7 (a). First, the relationship between the score and the
size of the control area on the full field is examined. Fig. 4.7 (b) indicates that there is
no correlation between the score and the size of the control area (p > 0.05). This can be

speculated that the size of the control area may be related to the velocity of two players
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rather than the team’s performance (defense capabilities). Therefore, in the next section, the

size of the control area in the primary area is analyzed instead of the full field.

4.4.3.2 Control Area in the Primary Field

Next, the primary field is defined as the field where the shuttlecock is located, which

has a size of one-quarter of the control area probability map (56 x 28 pixels). In Fig. 4.8,
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the control area in the primary field is analyzed, which depends on the shuttlecock location
and the proportion of the control area to evaluate the team’s performance in coverage, i.e.,
defense capabilities. The score indicates the number of points scored by the team in a game,
and the control area in the primary field refers to Cyrimary = Control Area 1 if the shuttlecock

is located in the left of the field as shown in Fig. 4.8 (a). The proportion of the control area

refers to Peontrol area = “Congra] Acr‘:;“]"i%rgftrlol 273 if the shuttlecock is located in the left of the
field.

A moderate positive monotonic correlation between the score and the control area was
found in the primary field (Fig. 4.8 (b), p = 0.397 (p < 0.05)) as well as between the pro-
portion of the control area (Fig. 4.8 (d), p = 0.434 (p < 0.05)). In addition, for each pair, a
strong positive monotonic correlation was observed between the score and the control area
in the primary field (Fig. 4.8 (c), p = 0.534 (p < 0.05)), as well as between the proportion
of the control area (Fig. 4.8 (e), p = 0.613 (p < 0.05)). These results suggest that the pair

with better team performance tends to have a larger control area in the primary field where

the shuttlecock is located.

4.4.3.3 Length/Width of the Control Area

In badminton, mastering the “doubles rotation” skill is crucial to maintaining court cover-
age and preventing any gap during the match. The ability to effectively cover the field is a
valuable indicator of player performance.

To measure field coverage, the control area of each team is analyzed at the moment their
opponents hit the shuttlecock. This is the time when both players in the team should prepare
and position themselves for the next stroke (Fig. 4.9 (a)).

For each game and each pair, no correlation between the score and the length of the control

area (p > 0.05) was found, as shown in Fig. 4.9 (b) and (c). However, a weak positive
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Figure 4.9: Analysis of score correlations with the (b, c) length and (d, e) width of the control area

across (b, d) games and (c, e) identified player pairs.

monotonic correlation was observed between the score and the width of the control area
for each game (Fig. 4.9 (d), p = 0.249 and p < 0.05), and a strong positive monotonic
correlation between the score and the width of the control area for each pair (Fig. 4.9 (e),
p =0.618 and p < 0.05). These results suggest that teams with better performance tend to

cover more width of the field when preparing for the next stroke.
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4.4.3.4 Aiming Technique

In a doubles badminton match, players look for opportunities to hit the shuttlecock towards
areas where the opponent’s formation is relatively distant during the moment of hitting. This
strategy aims to increase the likelihood of their opponents making an error. Therefore, the
maximum distance between the position where the player aims to land the shuttlecock and
the control area of opponents across all rallies is used as a measure of this aiming technique,
denoted as Ay, as shown in Fig. 4.10 (a). In cases where the player’s shot is returned
by the opponent, the player’s aiming position with the opponent’s actual hitting position is
approximated.

A weak positive monotonic correlation was observed between the score and the A; for

each game (Fig. 4.10 (b), p = 0.249 and p < 0.05) For each pair, no correlation was found
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Figure 4.11: Optimal positions for drop samples. Orange circles indicate the current positions of
players, with arrows representing players’ velocity. Pink and magenta circles indicate recommended
positions for the receiver. Positioning in these spots can increase the probability of successfully

receiving the shuttlecock to either 0.75 or 0.95.

between the score and the A; (p > 0.05), as shown in Fig. 4.10 (c). These results suggest
that the aiming technique measured by A; has some impact on the overall score in a doubles
badminton match. However, for individual pairs, other factors such as teamwork, communi-
cation, and individual skills, may also play important roles in determining the success of a

doubles badminton pair.
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4.4.4 Assessment of Optimal Positioning

As proposed in 4.3.3, optimal locations are defined as those that are near the receiver and
provide a higher probability of a successful shot than the current location.

To improve the chances of controlling the shuttlecock during drop shots in doubles, it is
recommended to move along the shortest path while maintaining the hitting pose. Specif-
ically, it would be recommended to fix one player’s location and consider all possible grid
locations (56 x 56 pixels) for the receiving player.

In this case, the control probability model is used to identify the five nearest grid locations
(n = 5) to the actual play position of the receiver where the probability of controlling the
shuttlecock is greater than or equal to 0.75 and 0.95 (P.(x,y) > 0.75 and P.(x,y) > 0.95).
Then, a hierarchical clustering algorithm is used to group these five locations into clusters
and the largest cluster among them is identified. Finally, the average value of all locations
is calculated in the largest cluster, which gives us a recommended position for the receiving
player that increases the probability of controlling the shuttlecock to 0.75 (pink circle) and
0.95 (magenta circle), as shown in Fig. 4.11.

Furthermore, the research results are applied to a real badminton court and the distance a
player needs to move in order to increase the control probability of the shuttlecock to either
0.75 or 0.95 is calculated. The distances of movement, as well as the distances in the x and
y directions in centimeters, along with the angles, are marked in Fig. 4.12. This detailed
analysis is crucial as it provides players with concrete data on the distance and direction they
need to move to transition from their current position to the optimal one. By understanding
these distances and angles, players can move more intelligently on the court, thereby reduc-
ing wasted effort and increasing efficiency. This experiment demonstrates that the proposed
methods can be applied to real-world scenarios, effectively bridging the gap between theo-

retical research and practical application. It offers players and coaches a valuable tool for
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Figure 4.12: Optimal positions on an actual badminton court scale. (a), (c), (e), and (g) depict the
positions for a shuttlecock control probability of 0.75 (indicated by pink circles), derived from drop
shot samples. (b), (d), (f), and (h) show the positions for a higher control probability of 0.95 (magenta
circles), also based on drop shot samples. Movement distances, measurements in x and y directions

(cm), and angles are included.
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improving play performance through smarter and more strategic movement on the court.

4.5 Summary

In this study, two primary contributions were made to the evaluation of doubles badminton
matches using drone videos. Firstly, the first annotated drone video dataset for men’s bad-
minton doubles matches was introduced. This dataset serves as a valuable resource for re-
searchers seeking to gain deeper insights into player movements and tactics in badminton
doubles. Secondly, a deep neural network framework was developed to estimate the con-
trol area probability map from the drone videos. The proposed method utilized a Gaussian
mixture map of player positions and incorporated graph convolution techniques based on
their poses. To validate the proposed method, it was compared with various baselines and
significant insights into the relationship between scoring and control areas were identified.
Furthermore, a practical application was proposed to assess optimal positioning, which can
be used to provide in-game instructions. By applying the proposed method to an actual
badminton court, we could calculate the movement distance, allowing players to understand
the effort needed to transition from their current position to the optimal one in real-world
scenarios. A limitation of this study is that it estimated the average control area of players,
rather than the control area specific to each pair. Recently, a method that can learn indi-
vidual player styles [113] has emerged, providing a promising direction for future work.
Additionally, based on the current study in badminton, there is potential for the proposed
approach to be applied to other racket sports, such as table tennis and tennis. Overall, the
proposed method in this study provides both a visual and quantitative evaluation of players’

movements, offering invaluable insights into teamwork in doubles matches.






5 Conclusion

5.1 Summary of the Thesis

This thesis addressed the complex challenge of evaluating player performance in racket
sports, specifically focusing on singles and doubles badminton matches. To overcome the
limitations of traditional assessment methods, advanced deep learning techniques were em-
ployed to develop two innovative frameworks. These frameworks not only facilitate a thor-
ough and precise evaluation of individual players and teams but also present the findings in
a visually intuitive manner, greatly enhancing the comprehensibility and accessibility of the
results.

Chapter 1 introduced the background and scope of this thesis, highlighting the unique
challenges faced by deep learning-based methods in sports analysis. It outlined two main
studies: Study I and Study II.

Chapter 2 presented a literature review related to this thesis, organized into three cate-
gories. The first category was related to play evaluation methods in sports, covering quan-
titative analysis across various sports, specifically racket sports. The second category was
related to research on visual analytics, including its applications in team sports and racket
sports. The third category included datasets related to racket sports.

In Chapter 3, for play evaluations in singles matches, a novel evaluation mechanism based
on deep reinforcement learning was proposed (Study I). Contrary to traditional methods

that predominantly focused on outcomes, this approach utilized historical data, including
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information about the tactical and technical performance of players, to learn the next-score
probability as a Q-function. This function was then applied to assess the value of each stroke,
offering a detailed understanding of performance on a stroke-by-stroke basis.

In Chapter 4, for play evaluations in doubles matches, a pioneering framework of deep
neural networks to estimate the control area probability map for badminton doubles using
drone video was proposed (Study II). This study introduced the first annotated drone dataset
for badminton doubles, captured from both top and back perspectives. Additionally, a prac-
tical application to assess optimal positioning was proposed, offering insights that could be
instrumental for coaching.

Overall, the two studies in this thesis shared the objective of advancing the evaluation of
play performance in racket sports, though they each focus on different aspects. The first study
(Study I) provided a quantitative evaluation of action value and visually presented the results
to illustrate the evolution of player performance over time. This analysis highlighted that a
match consists of a series of actions, with key actions offering insights into the reasons for
winning or losing a point. The second study (Study II) provided a quantitative evaluation of
the control area. It visually presents the results to enhance understanding of court utilization,
positioning, and movement strategies in doubles matches.

Combined, these studies offer a more comprehensive understanding and actionable in-
sights for coaching. Temporal analysis emphasizes the dynamic aspects of performance,
while spatial analysis reveals strategic use of space and movement in racket sports. To-
gether, they complement each other to provide a more comprehensive understanding and

insights for actionable coaching.
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5.2 Future Work

Although the methods proposed in this thesis can accurately quantify play performance
and present these quantitative results visually, leading to beneficial visualizations for coach-
ing strategies and enhancing the effectiveness of coaching methods, there remain several
challenges that need to be addressed to fully realize the potential of these methods. Firstly,
there is the issue of limited interpretability of pose data, which suggests a need for more ad-
vanced algorithms or techniques that can provide clearer and more actionable insights from
player pose. Secondly, the generalization of these methods to other sports is a significant
challenge. Since each sport has its own unique set of rules and play styles, tailored ap-
proaches are required for effective analysis. Lastly, there is the challenge of player-specific

performance analysis.

Limited Interpretability of Pose Data

The research presented in this thesis currently falls short in interpreting the pose representa-
tions used in the model. The two studies included do not sufficiently demonstrate how ad-
justing the positions of the upper and lower limbs can optimize stroke quality or effectively
increase the range of control areas. Therefore, the correlation between limb positions and
play performance should be investigated more deeply, employing advanced analytics to un-
derstand the nuances of optimal limb arrangement. Understanding these correlations is key
to developing training programs that can significantly enhance an athlete’s performance. As
a future plan, applying advanced data-driven deep learning models to identify various limb
motion patterns would be beneficial. Additionally, developing simulation models to predict
and analyze the outcomes of different limb positions is considered helpful in understanding

theoretically best practices before applying them in real-world scenarios.
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Generalization to Other Sports

Even within the domain of racket sports, different games may have unique characteristics
that require specific modeling. For instance, table tennis involves players engaging in swift
exchanges over short distances. The nature of this game demands rapid reflexes and preci-
sion, as players must hit the ball alternately after it bounces once on the table. This fast-paced
environment with limited spatial movement presents distinct challenges for data collection
and analysis. In contrast, tennis is played over larger areas, offering players a diverse range
of shot options. The rules of tennis allow a player to strike the ball either before or after it
bounces, which adds another layer of complexity to the game. In this thesis, badminton was
examined, in which, players must return the shuttlecock before it touches the ground. This
is a different dynamics compared to the return of a tennis or table tennis ball. Therefore,
models developed for badminton might not be immediately applicable to other sports. Thus,
in the future, expert knowledge of racket sports should be integrated with deep learning tech-
niques to refine the models for each sport. This integration will enable the development of
refined models tailored to the individual characteristics of each sport. Such specialized mod-
els would take into account the unique physical dynamics, play styles, and strategic elements
inherent in each game. By doing so, it becomes possible to provide more accurate and useful

insights for coaches and players in each specific sport.

Player-specific Performance

While generalized or average evaluations are invaluable for understanding broader trends
and guiding large-scale strategic decisions, they may not capture the nuanced abilities and
contributions of individual players. The proposed methods in this thesis are not able to
model the unique strengths and potential of each athlete. However, player-specific perfor-

mance assessments are crucial for tapping into the full potential of individual athletes. Such
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targeted evaluations enable coaches, managers, and analysts to pinpoint and cultivate the dis-
tinct skills of each player, leading to more personalized training and development strategies.
Additionally, an individualized performance evaluation can be pivotal for career planning for
professional players. Therefore, as future work, it is necessary to create an individualized
performance assessment framework that can recognize and quantify each player’s unique
abilities. Methods such as updating models based on player IDs to estimate each player’s
performance, or adding player information like body size, are considered to be useful for

player-specific performance evaluation.

Real-time Strategy Adaptation and Tactical Awareness

A player’s strategy and gameplay often evolve in real-time, responding to the progression
of a match, the strategies employed by the opponent, and internal team communication.
This ability to dynamically adjust and react represents a core competency of an athlete.
However, the methods currently detailed in this thesis do not adequately capture these dy-
namic aspects. As future work, it is necessary to explore effective methods for capturing and
evaluating these real-time strategic shifts. Gaining insights into a player’s decision-making,
tactical awareness, and synergy with teammates can provide a more comprehensive evalu-
ation of play performance, thereby offering targeted training suggestions for coaches. By
integrating technologies such as motion capture systems, wearable sensors, and real-time
data tracking systems, including eye tracking, it would be possible to gather comprehensive
data on a player’s decision-making process, their tactical awareness, and their non-verbal

communication with teammates during the match.

Overall, these future directions aim to bridge the gap between theoretical models and prac-

tical applications in sports analytics. The future of sports performance analysis is not just
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about enhancing the physical aspects of play, but also about revolutionizing the entire ecosys-
tem of sports. Fans will have access to more detailed and insightful analytics, deepening
their understanding of the game and their connection to the players and teams they support.
The integration of advanced technologies such as Artificial intelligence (Al), Virtual Reality
(VR), and biometric data analysis will refine athlete performance and revolutionize coaching
strategies and scouting processes. As a result, sports performance analysis will elevate not
only the level of play but also the cultural and social aspects of sports, thereby making them

more engaging and enjoyable for all involved.
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