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1. Introduction

In this paper, we discuss some properties of real numbers and some
functions in analytic number theory. This paper is divided into the
following four sections.

1. Introduction
2. Double analogue of Hamburger’s theorem
3. On the lcm-sum function
4. A new construction of the real numbers by alternating series

Sections 2, 3 and 4 are devoted to the explanation of our main results.
Section 1 (this section) is divided into the following five parts.

1.1. Zeta-functions and arithmetic functions
1.2. Irrational numbers and Transcendental numbers
1.3. Summary of Section 2
1.4. Summary of Section 3
1.5. Summary of Section 4

Since the theory of zeta-functions and arithmetic functions and the
theory of irrational numbers and transcendental numbers are important
in analytic number theory, we show some facts in these theories in
Sections 1.1 and 1.2. The contents of Sections 2 and 3 relate to the
theory of zeta-functions and arithmetic functions. The contents of
Section 4 relate to the theory of irrational numbers and transcendental
numbers. In Sections 1.3 - 1.5, we give a summary of Sections 2 - 4.
These summaries are not long, because we give a detailed introduction
at the beginning of each section.

1.1. Zeta-functions and arithmetic functions. Let s = σ+it with
σ, t ∈ R. The Riemann zeta-function ζ(s) is one of the most impor-
tant function in analytic number theory. The Riemann zeta-function
is defined by

ζ(s) =
∞
∑

n=1

1

ns
,

where σ > 1. For σ > 1 the Riemann zeta-function can also be written
by the Euler product

ζ(s) =
∏

p:prime

(

1− 1

ps

)−1

.

By this fact, we can see a relationship between prime numbers and
ζ(s). The function ζ(s) can be continued meromorphically to C and
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satisfies the functional equation

ζ(s) = 2(2π)s−1Γ(1− s) sin

(

πs

2

)

ζ(1− s),

where Γ(s) is the Gamma function. Now we can state the Riemann
Hypothesis as follows :

Riemann Hypothesis. The real part of the zeros of ζ(s) in the region
0 < σ < 1 is equal to 1/2.

At present, the Riemann Hypothesis is an unsolved problem and one
of the most important problem in mathematics.
Let k ∈ N and s1 = σ1+it1, . . . , sk = σk+itk with σ1, . . . , σk, t1, . . . , tk ∈

R. Recently, multiple zeta-functions are studied by various authors.
The Euler-Zagier multiple zeta-function is one of the most important
multiple zeta-functions and defined by

ζk(s1, . . . , sk) =
∞
∑

n1=1

1

ns1
1

∞
∑

n2=n1+1

1

ns2
2

· · ·
∞
∑

nk=nk−1+1

1

nsk
k

,

where the sum is absolutely convergent in σk > 1, σk−1+σk > 2, . . . , σ1+
· · ·+ σk > k. The function ζk(s1, . . . , sk) is continued meromorphically
to Ck (see [1]). We note that ζ1(s1) = ζ(s1). In Section 2, we discuss
analytic properties of ζ2(s1, s2).
An arithmetic function f is a function f : N → C. An arithmetic

function f is multiplicative if and only if

f(mn) = f(m)f(n) for all gcd(m,n) = 1

holds, where gcd(m,n) is the greatest common divisor of m and n.
If arithmetic functions f and g are multiplicative, then the Dirichlet
convolution product

(f ∗ g)(n) =
∑

d|n

f(d)g(n/d)

is also multiplicative. The relationship between the Riemann zeta-
function and the arithmetic functions are important. We show some
examples.

Example 1. The Möbius function µ(n) is defined by

µ(n) =











1 n = 1

(−1)k n = p1p2 · · · pk
0 otherwise,
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where p1, p2, . . . , pk are distinct prime numbers. The function µ is mul-
tiplicative and satisfies

1

ζ(s)
=

∞
∑

n=1

µ(n)

ns

for σ > 1 (see, for example, p. 3 in [26]). The Riemann Hypothesis is
equivalent to the statement that the estimate

∑

1≤n≤x

µ(n) = O(x1/2+ǫ)

holds for all ǫ > 0 (see, for example, p. 47 in [14]).

Example 2. The Euler function ϕ(n) is defined by

ϕ(n) = |{k ∈ N | k < n and gcd(k, n) = 1.}|.
The function ϕ is multiplicative and satisfies

ζ(s− 1)

ζ(s)
=

∞
∑

n=1

ϕ(n)

ns

for σ > 2 (see, for example, p. 6 in [26]). We note that we use an
estimate of

∑

1≤n≤x

ϕ(n)

in Section 3.

1.2. Irrational numbers and Transcendental numbers. An alge-
braic number is a root of equation of the form

anx
n + an−1x

n−1 + · · ·+ a0 = 0,

where n ≥ 0, a0 . . . , an ∈ Z and an 6= 0. We denote the set of all
algebraic numbers by Q. A transcendental number α is a number
α ∈ C\Q. If α ∈ R is a transcendental number, then it is an irrational
number. Since Q (resp. Q) is a countable set, almost all numbers are
transcendental (resp. irrational). However, in general, it is difficult
to prove the transcendence (or irrationality) of a given number. The
following are well-known facts in the theory of irrational numbers and
transcendental numbers.

(1). The numbers e and π are transcendental.

(2). Let a, b ∈ Q with a /∈ {0, 1} and b ∈ Q. Then ab is transcendental,
which was proved by Gelfond and Schneider independently (see, for
example, p. 102–106 in [8]). By taking a = i and b = −2i, we see that
eπ is transcendental.
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(3). For n ∈ N, ζ(2n) is transcendental, because

ζ(2n) = (−1)n+1 (2π)
2n

2(2n)!
B2n

holds (see, for example, p. 98 in [24]), where Bn are Bernoulli numbers
defined by

z

ez − 1
=

∞
∑

n=0

Bn
zn

n!
(|z| < 2π)

(see, for example, p. 59 in [24]). For all n ∈ N ∪ {0}, Bn is rational.
Apéry proved that ζ(3) is irrational (see [3] and [28]). However, whether
ζ(5), ζ(7), . . . are irrational or not is not known. We note that Rivoal
[23] proved that there exist infinitely many irrational numbers in the
set {ζ(2n+1) | n ∈ N} and Zudilin [30] proved that one of the numbers
ζ(5), ζ(7), ζ(9), ζ(11) is irrational.

(4). We can conclude the irrationality of certain numbers by their dec-
imal expansion. For example,

∞
∑

n=1

1

2n2

is an irrational number. In Section 4, we discuss an analogue of this
fact and prove the irrationality of certain numbers.

1.3. Summary of Section 2. Hamburger’s theorem states that the
Riemann zeta-function ζ(s) is characterized by its functional equa-
tion. Recently, Matsumoto [20] found a functional equation for Euler(-
Zagier) double zeta function ζ2(s1, s2), that is

g(s1, s2)

(2π)s1+s2−1Γ(1− s1)
=

g(1− s2, 1− s1)

is1+s2−1Γ(s2)
+2i sin

(

π

2
(s1+s2−1)

)

F+(s1, s2),

where F+ is a meromorphic function defined in Section 2 and

g(s1, s2) = ζ2(s1, s2)−
Γ(1− s1)

Γ(s2)
Γ(s1 + s2 − 1)ζ(s1 + s2 − 1).

The purpose of Section 2 is to study a characterization of ζ2(s1, s2) and
ζ(s) by Matsumoto’s functional equation and the well-known relation

ζ2(s1, s2) + ζ2(s2, s1) = ζ(s1)ζ(s2)− ζ(s1 + s2).

The contents in Section 2 are a joint work with Kaneaki Matsuoka
(Graduate School of Mathematics, Nagoya University) and based on
[12].
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1.4. Summary of Section 3. Pillai [22] first defined the gcd-sum
function

g(n) =
n

∑

j=1

gcd(j, n)

and studied this function. The function g(n) was defined again by
Broughan [5]. The function g(n) and its analogue have been studied
by various authors. In Section 3, we consider the function

La(n) :=
n

∑

j=1

(lcm(j, n))a

Ta(x) :=
∑

n≤x

La(n)

for a ∈ Z and x ≥ 1. These functions were studied by Bordellès [4]
and Alladi [2]. In particular, the function L1(n) is called the lcm-sum
function and is a natural analogue of the gcd-sum function. In Section
3, we give two kinds of asymptotic formulas for Ta(x). Our results
include a generalization of Bordellès’s results and a refinement of the
error estimate in Alladi’s result. We prove these results by the method
similar to those of Bordellès.
The contents in Section 3 are a joint work with Kaneaki Matsuoka

(Graduate School of Mathematics, Nagoya University) and based on
[11].

1.5. Summary of Section 4. A. Knopfmacher and J. Knopfmacher
constructed the complete ordered field of real numbers by the Sylvester
expansion and the Engel expansion in [17] and by the alternating-
Sylvester expansion and the alternating-Engel expansion in [18]. These
series expansions for the real numbers are similar to the decimal ex-
pansion and the simple continued fraction expansion. The advantages
of these constructions are the fact that those are concrete and do not
depend on the notion of equivalence classes.
In Section 4, we define the generalized alternating-Sylvester expan-

sion for the real numbers and present a new method of constructing the
complete ordered field of real numbers from the ordered field of rational
numbers. Our method is a generalization of that of A. Knopfmacher
and J. Knopfmacher [18]. Our result implies that there exist infinitely
many ways of constructing the complete ordered field of real numbers.
As an application of our results, we prove the irrationality of certain
numbers by certain properties of the generalized alternating-Sylvester
expansion.
The contents of this section are based on [10].
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2. Double analogue of Hamburger’s theorem

The contents in this section are a joint work with Kaneaki Matsuoka
(Graduate School of Mathematics, Nagoya University) and based on
[12].

2.1. Introduction. Let s = σ + it, s1 = σ1 + it1, s2 = σ2 + it2 with
σ, σ1, σ2, t, t1, t2 ∈ R. The Riemann zeta function ζ(s) satisfies the
functional equation

(2.1) ζ(s) = χ(s)ζ(1− s),

where

χ(s) = 2(2π)s−1Γ(1− s) sin

(

πs

2

)

and Γ(s) is the gamma function. The following theorem is well-known
as a characterization of ζ(s).

Hamburger’s theorem (see, for example, p. 31 in [26]). Let G(s)
be an integral function of finite order, P (s) a polynomial, and f(s) =
G(s)/P (s), and let

f(s) =
∞
∑

n=1

an
ns

be absolutely convergent for σ > 1. Let α > 0 and

f(s) = χ(s)g(1− s),

where

g(1− s) =
∞
∑

n=1

bn
n1−s

,

the series being absolutely convergent for σ < −α. Then f(s) = Cζ(s),
where C is a constant.

The purpose of this paper is to give an analogue of Hamburger’s
theorem for the Euler double zeta function.
The Euler double zeta function ζ2(s1, s2) is defined by

ζ2(s1, s2) =
∑

1≤m<n

1

ms1ns2
(σ1 + σ2 > 2, σ2 > 1)

and continued meromorphically on C2 (see [1]). The functions ζ(s) and
ζ2(s1, s2) satisfy the functional relation

(2.2) ζ2(s1, s2) + ζ2(s2, s1) = ζ(s1)ζ(s2)− ζ(s1 + s2)

for s1, s2 ∈ C. On the other hand Matsumoto obtained the following
result in [20].
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Let

g(s1, s2) = ζ2(s1, s2)−
Γ(1− s1)

Γ(s2)
Γ(s1 + s2 − 1)ζ(s1 + s2 − 1).

Let

Ψ(a, c; x) =
1

Γ(a)

∫ ∞eiφ

0

e−xyya−1(1 + y)c−a−1dy

be the confluent hypergeometric function, where ℜa > 0, −π < φ < π,
|φ+ arg x| < π/2. We use the notation σl(k) =

∑

d|k d
l.

Matsumoto’s theorem. We have
(2.3)

g(s1, s2)

(2π)s1+s2−1Γ(1− s1)
=

g(1− s2, 1− s1)

is1+s2−1Γ(s2)
+2i sin

(

π

2
(s1+s2−1)

)

F+(s1, s2),

where i =
√
−1 = exp(πi/2) and F+(u, v) is the series defined by

(2.4) F+(u, v) =
∞
∑

k=1

σu+v−1(k)Ψ(v, u+ v; 2πik).

The series (2.4) is convergent only in the region ℜu < 0, ℜv > 1, but
it can be continued meromorphically to the whole C2 space.

The equation (2.3) is a functional equation for ζ2(s1, s2).
Moreover, Komori, Matsumoto and Tsumura obtained the following

result in [19].
Let ω1, ω2 ∈ C and

ζ2(s1, s2;ω1, ω2) =
∞
∑

m=1

1

(mω1)s1

∞
∑

n=1

1

(mω1 + nω2)s2
,

where zs = exp(s log z), log z = log |z|+ i arg z and −π < arg z ≤ π for
z ∈ C. Note that ζ2(s1, s2; 1, 1) = ζ2(s1, s2). Let

g0(s1, s2;ω1, ω2) =
Γ(1− s1)

Γ(s2)
Γ(s1 + s2 − 1)ζ(s1 + s2 − 1)ω−1

1 ω1−s1−s2
2 .

Theorem (Komori, Matsumoto and Tsumura). For ω1, ω2 ∈ C with
ℜω1 > 0, ℜω2 > 0, the hyperplane

Ω2k+1 = {(s1, s2) ∈ C2 | s1 + s2 = 2k + 1} (k ∈ Z \ {0})
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is not a singular locus of ζ2(s1, s2;ω1, ω2). On this hyperplane the fol-
lowing functional equation holds:

(

2πi

ω1ω2

)

1−s1−s2
2

Γ(s2){ζ2(s1, s2;ω1, ω2)− g0(s1, s2;ω1, ω2)}

(2.5)

=

(

2πi

ω1ω2

)

s1+s2−1

2

Γ(1− s1){ζ2(1− s2, 1− s1;ω1, ω2)− g0(1− s2, 1− s1;ω1, ω2)}

for (s1, s2) ∈ Ω2k+1 (k ∈ Z \ {0}).
The equation (2.5) is a functional equation for ζ2(s1, s2;ω1, ω2) on

the hyperplane Ω2k+1 (k ∈ Z \ {0}). In the case ω1 = ω2 = 1 we have

g(s1, s2)

(2π)s1+s2−1Γ(1− s1)
=

g(1− s2, 1− s1)

is1+s2−1Γ(s2)

on the hyperplane Ω2k+1 (k ∈ Z \ {0}). Therefore we see that

(2.6) 2i sin

(

π

2
(s1 + s2 − 1)

)

F+(s1, s2) = 0

on the hyperplane Ω2k+1 (k ∈ Z \ {0}).
The following is our main result. The cardinal number of the set A

is denoted by |A|.
Theorem 2.1. Let G(s) be an integral function of finite order, P (s) a
polynomial, and f(s) = G(s)/P (s), and let

f(s) =
∞
∑

n=1

an
ns

be absolutely convergent for σ > 1. Let f2(s1, s2) be a meromorphic
function on C2. Let

(2.7) f2(s1, s2) + f2(s2, s1) = f(s1)f(s2)− f(s1 + s2)

and

1

(2π)s1+s2−1Γ(1− s1)

(

f2(s1, s2)−
Γ(1− s1)

Γ(s2)
Γ(s1 + s2 − 1)f(s1 + s2 − 1)

)

=
1

is1+s2−1Γ(s2)

(

f2(1− s2, 1− s1)−
Γ(s2)

Γ(1− s1)
Γ(1− s1 − s2)f(1− s1 − s2)

)

+

+ 2i sin

(

π

2
(s1 + s2 − 1)

)

F+(s1, s2)

(2.8)
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in the C2 space. Let f(2) = −2π2f(−1) and

(2.9) lim
s→−2

Γ(s)f(s) = −f(3)

8π2
= −ζ(3)

8π2
.

Assume that at least one of the following conditions (a) or (b) holds.
(a) In the closed vertical strip D = {s ∈ C | 2 ≤ σ ≤ 4}, ζ(1− s) ≪

|f(1− s)| and |{s ∈ D | f(1− s) = 0}| ≤ 1.
(b) There exists a constant c ∈ C \ {0} such that

c = lim
s→+∞

χ(s)f(1− s),

where s ∈ R.
Then f(s) = ζ(s) and f2(s1, s2) = ζ2(s1, s2).

Note that both f and f2 are unknown functions in Theorem 2.1. This
implies that by using (2.2) and (2.3) we can obtain a characterization
of both ζ and ζ2.
We do not assume f(s) = χ(s)f(1 − s) in Theorem 2.1. However,

we can obtain f(s) = χ(s)f(1− s) from functional equations (2.7) and
(2.8). This is a key step of the proof of Theorem 2.1.
It seems that the choice of special values of f(s) in the assumptions

of Theorem 2.1 can be replaced by other special values. In some sense,
it is indeed possible, but there is a problem. We will explain this point
after the proof of Theorem 2.1 (see Remark 2.2).

2.2. Lemmas for the proof of Theorem 2.1. In this section, we
collect some auxiliary results.

Lemma 2.1. Let f and g be meromorphic functions on C. Assume
that the functions f and g satisfy the functional equations

(2.10) f(s)f(1− s) = g(s)g(1− s) = 1

and

(2.11) f(s)f(k − s) = g(s)g(k − s)

for some k ∈ R \ {1}. If there exists a σ0 ∈ R such that f(s)/g(s)
is bounded in the closed vertical strip D = {s ∈ C | σ0 ≤ ℜs ≤
σ0 + |k − 1|}, then f(s) = ±g(s).

Proof. We define r(s) = f(s)/g(s). By using (2.10) and (2.11) we have

r(s) =
g(k − s)

f(k − s)
=

f(1− (k − s))

g(1− (k − s))
= r(s− (k − 1)),

namely, r(s) is a periodic function with period |k − 1|. Since r(s) is
bounded in D, r(s) is a constant by Liouville’s theorem. On the other
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hand, in the case s = 1/2, we have f(1/2)2 = g(1/2)2 = 1. This implies
the lemma. �

Lemma 2.2. Let T > 0. Let h(s) be a meromorphic function on C
and r(s) := h(s)/h(1 − s). Assume that r(s + T ) = r(s) holds for all
s ∈ C. If there exist

lim
s→+∞,s∈R

h(s)

and
lim

s→+∞,s∈R
h(1− s) 6= 0,

then r(s) = 1 for all s ∈ C.

Proof. We assume s ∈ R and k ∈ N. We define

c := lim
s→+∞,s∈R

h(s).

Since we have r(1/2) = 1, we obtain

c = lim
k→+∞

h(1/2+kT ) = lim
k→+∞

r(1/2+kT )h(1/2−kT ) = lim
k→+∞

h(1/2−kT ).

Therefore we obtain lims→+∞ h(1−s) = c 6= 0. If r(s) is not a constant,
then there exists an x such that r(x) 6= 1. Hence, we have

c = lim
k→+∞

h(x+ kT ) = lim
k→+∞

r(x+ kT )h(1− x− kT ) = r(x)c,

but this is impossible. �

Note that Lemma 2.1 and Lemma 2.2 correspond to assumptions (a)
and (b) in Theorem 2.1, respectively.

Lemma 2.3. Let g(s1, s2) be a meromorphic function on C2. The
solution of the functional equation

(2.12) g(s1, s2) + g(s2, s1) = ζ(s1)ζ(s2)− ζ(s1 + s2)

is
g(s1, s2) = ζ2(s1, s2) + ϕ(s1, s2),

where ϕ(s1, s2) is a meromorphic function which satisfies ϕ(s2, s1) =
−ϕ(s1, s2).

Proof. Let g be an arbitrary solution of (2.12). We define

F (s1, s2) = g(s1, s2)− ζ2(s1, s2).

By (2.2) and (2.12) we have

F (s1, s2) = g(s1, s2)− ζ2(s1, s2) = ζ2(s2, s1)− g(s2, s1).

This implies F (s2, s1) = −F (s1, s2). Therefore we can write

(2.13) g(s1, s2) = ζ2(s1, s2) + ϕ(s1, s2),
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where ϕ(s1, s2) is a meromorphic function which satisfies ϕ(s2, s1) =
−ϕ(s1, s2). On the other hand, (2.13) actually satisfies (2.12). �

Remark 2.1. Let f(s) be a meromorphic function on C. Assume that
f(s) does not have a pole at s = 0. If f(s) satisfies the functional
equation

(2.14) ζ2(s1, s2) + ζ2(s2, s1) = f(s1)f(s2)− f(s1 + s2),

then f(s) = ζ(s).
This claim implies that ζ(s) can be characterized by the functional

equation (2.14). We can prove this claim as follows.
By (2.2) we have

(2.15) f(s1)f(s2)− f(s1 + s2) = ζ(s1)ζ(s2)− ζ(s1 + s2),

and by setting s1 = 0 and s2 = s, we obtain

f(s)(f(0)− 1) = ζ(s)(ζ(0)− 1).

Since ζ(0) = −1/2, we obtain

(2.16) f(s) = Cζ(s),

where C is a constant. By substituting (2.16) into (2.15), we have

(C2 − 1)ζ(s1)ζ(s2) = (C − 1)ζ(s1 + s2),

and with s1 = s2 = s,

(C2 − 1)ζ(s)2 = (C − 1)ζ(2s),

which is possible if and only if C = 1. Hence, we obtain f(s) = ζ(s).

2.3. Proof of Theorem 2.1. Now, we prove our main result.

Proof. We define C(s1, s2) = Γ(s2)/Γ(1 − s1). In the case s1 + s2 = 3
we have

C(s1, s2) =
Γ(3− s1)

Γ(1− s1)
= (s1 − 1)(s1 − 2).

By this relation, we see C(s2, s1) = C(s1, s2) in the case s1+s2 = 3. On
the other hand, we can easily see χ(s)χ(3−s) = −4π2((s−1)(s−2))−1

by the definition of χ(s). Therefore, in the case s1 + s2 = 3, we obtain
χ(s1)χ(s2) = −4π2(C(s1, s2))

−1. Now, we assume s1+s2 = 3. By (2.6)
we obtain

− 1

4π2
C(s1, s2)(f2(s1, s2)−C(s1, s2)

−1f(2)) = f2(1−s2, 1−s1)+C(s1, s2)
f(3)

8π2
.

By interchanging s1 and s2, we obtain

− 1

4π2
C(s1, s2)(f2(s2, s1)−C(s1, s2)

−1f(2)) = f2(1−s1, 1−s2)+C(s1, s2)
f(3)

8π2
.
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By adding the last two equations and using (2.7), we obtain

− 1

4π2
C(s1, s2)(f(s1)f(s2)− f(3)− 2f(2)C(s1, s2)

−1) =

f(1− s1)f(1− s2)− f(−1) + 2C(s1, s2)
f(3)

8π2
,

namely,

f(s1)f(3− s1) = −4π2(C(s1, s2))
−1f(1− s1)f(s1 − 2)

= χ(s1)χ(3− s1)f(1− s1)f(s1 − 2)
(2.17)

by f(2) = −2π2f(−1) and (2.9). If we define K(s) = f(s)/f(1 − s),
then we have K(s)K(1− s) = 1 and, by (2.17),

(2.18) χ(s)χ(3− s) =
f(s)f(3− s)

f(1− s)f(s− 2)
= K(s)K(3− s).

On the other hand, if we define r(s) = K(s)/χ(s) and h(s) = f(s)/ζ(s),
then we have

(2.19) r(s) =
f(s)

ζ(s)
· ζ(1− s)

f(1− s)

by the definition of r(s),

(2.20) r(s) =
χ(3− s)

K(3− s)
= r(s− 2)

by (2.18) and the definition of r(s) and

(2.21) h(s) = r(s)h(1− s)

by (2.1) and the definition of K(s).
First we assume that (a) holds. Since ζ(s) ≫ 1 and f(s) ≪ 1 in the

case σ ≥ 2, f(s)/ζ(s) is bounded in D. By (a) and (2.9), f ′(−2) 6= 0
and f(1− s) = 0 in D if and only if s = 3. Therefore ζ(1− s)/f(1− s)
is bounded in D, namely, by (2.19), r(s) is also bounded in D. Hence,
we obtain K(s) = ±χ(s) by setting f = K and g = χ in Lemma 2.1,
and we obtain K(s) = χ(s) by K(1/2) = χ(1/2) = 1. This implies
f = ζ by Hamburger’s theorem and (2.9).
Next we assume that (b) holds. Note that

h(s) =
∞
∑

n=1

∑

d|n adµ(n/d)

ns

holds, where µ is the Möbius function. By (b) we have

lim
s→+∞

h(1− s) = lim
s→+∞

χ(s)f(1− s)

ζ(s)
= c 6= 0
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for s ∈ R. Since (2.20) and (2.21) hold, we obtain K(s) = χ(s) by
Lemma 2.2. This implies f = ζ by Hamburger’s theorem and (2.9).
Hereafter, we assume s1, s2 ∈ C, namely, we do not assume s1+s2 =

3. If f = ζ, then, by Lemma 2.3, we can write

f2(s1, s2) = ζ2(s1, s2) + ϕ(s1, s2),

where ϕ is a meromorphic function which satisfies ϕ(s2, s1) = −ϕ(s1, s2).
The remaining task is to prove ϕ = 0. Note that the pair f2 = ζ2 and
f = ζ is a solution of (2.8) by Matsumoto’s theorem. By subtracting
(2.3) from (2.8) we obtain

ϕ(s1, s2)

(2π)s1+s2−1Γ(1− s1)
=

ϕ(1− s2, 1− s1)

is1+s2−1Γ(s2)
.

If we assume ϕ 6= 0, then we can define

G(s1, s2) =
ϕ(s1, s2)

ϕ(1− s2, 1− s1)
=

(2π)s1+s2−1Γ(1− s1)

is1+s2−1Γ(s2)
,

and we have

G(s2, s1) =
−ϕ(s1, s2)

−ϕ(1− s2, 1− s1)
= G(s1, s2).

However, this implies that

Γ(1− s1)

Γ(s2)
=

Γ(1− s2)

Γ(s1)

holds, namely, sin πs1 = sin πs2 holds for all s1, s2 ∈ C. This is impos-
sible. This completes the proof. �

Remark 2.2. We guess that if assumption (b) holds, then the choice of
special values of f(s) in Theorem 2.1 can be replaced by other special
values, namely, we choose hyperplane s1 + s2 = 2k + 1 (0 6= k ∈ Z)
instead of the hyperplane s1 + s2 = 3 in the proof of Theorem 2.1.
However, if assumption (b) does not hold, then assumption (a) must
be replaced by a more complicate assumption, because we use (2.9)
when we determine the zeros of f(1− s) in D.
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3. On the lcm-sum function

The contents in this section are a joint work with Kaneaki Matsuoka
(Graduate School of Mathematics, Nagoya University) and based on
[11].

3.1. Introduction. Pillai [22] first defined the gcd-sum function

g(n) =
n

∑

j=1

gcd(j, n)

and studied this function. The function g(n) was defined again by
Broughan [5]. Broughan considered

Gα(x) =
∑

n≤x

n−αg(n)

for α ∈ R and x ≥ 1, and obtained some asymptotic formulas forGα(x).
The function Gα(x) was studied by some authors (see, for example,
[6, 25]). Some generalizations of the function g(n) was considered (see,
for example, [4, 27]).
On the other hand, the lcm-sum function

l(n) :=
n

∑

j=1

lcm(j, n)

was considered by some authors. Alladi [2] studied the sum

n
∑

j=1

(lcm(j, n))r (r ∈ R, r ≥ 1)

and obtained

(3.1)
∑

n≤x

n
∑

j=1

(lcm(j, n))r =
ζ(r + 2)

2(r + 1)2ζ(2)
x2r+2 +O(x2r+1+ǫ).

We define the functions

La(n) :=
n

∑

j=1

(lcm(j, n))a

Ta(x) :=
∑

n≤x

La(n)

for a ∈ Z and x ≥ 1.
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Bordellès studied the sums T1(x) and T−1(x) and obtained

l(n) =
1

2
((Id2 · (ϕ+ τ0)) ∗ Id)(n),

∑

n≤x

n
∑

j=1

lcm(j, n) =
ζ(3)

8ζ(2)
x4 +O(x3(log x)2/3(log log x)4/3) (x > e),

∑

n≤x

n
∑

j=1

1

lcm(j, n)
=

(log x)3

6ζ(2)
+

(log x)2

2ζ(2)

(

γ + log

(A12

2π

))

+O(log x),

where Ida(n) = na (a ∈ Z),

τ0(n) =

{

1, if n = 1;

0, otherwise,

F ∗G is the usual Dirichlet convolution product and A is the Glaisher-
Kinkelin constant [24, p. 25]). Gould and Shonhiwa [9] stated that the
log−factors in the error term in the second formula can be removed.
In this paper we study Ta(x) for a ≥ 2 or a ≤ −2. The following

theorems are our main results. These results are proved by the methods
similar to those of Bordellès [4, Section 6].
We write f(x) = O(g(x)), or equivalently f(x) ≪ g(x), where there

is a constant C > 0 such that |f(x)| ≤ Cg(x) for all values of x under
consideration.

Theorem 3.1. Let Bn be Bernoulli numbers defined by

z

ez − 1
=

∞
∑

n=0

Bn
zn

n!
.

If we define

ϕk(n) :=
∑

d|n

µ(d)
(d

n

)k

and

Ma(n) :=

(

Id2a ·
(

1

a+ 1
ϕ+

1

2
τ0 +

1

a+ 1

a−1
∑

k=1

(

a+ 1

k + 1

)

Bk+1ϕk

))

(n),

then for a ∈ Z we have

La(n) = (Ma ∗ Ida)(n).

Theorem 3.2. Let x > e and a ∈ N. Then we have

Ta(x) =
ζ(a+ 2)

2(a+ 1)2ζ(2)
x2a+2+O(x2a+1(log x)2/3(log log x)4/3) (as x → ∞),

where the implied constant depends on a.
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Theorem 3.3. Let x ≥ 1 and k ∈ N with k ≥ 2. Then we have

(3.2)
∞
∑

n=1

L−k(n) =
ζ(k)

2

(

1 +
ζ(k)2

ζ(2k)

)

and

T−k(x) =
ζ(k)

2

(

1+
ζ(k)2

ζ(2k)

)

− ζ(k)x−k+1 log x

(k − 1)ζ(k + 1)
+O(x−k+1) (as x → ∞),

where the implied constant depends on k.

We note that the function La(n) is not multiplicative for all a ∈ Z \
{0}, but we can write La(n) (a ≥ 1) explicitly by Dirichlet convolution.
In the proof of Theorem 3.2 we use this fact. The error estimates in
Theorem 3.2 are better than (3.1). Since we have

gr(n) :=
n

∑

j=1

(gcd(j, n))r > ϕ(n)

for all r ∈ R, the sum
∞
∑

n=1

gr(n)

is divergent for all r. Therefore the behavior of the sum Ta(x) (a ∈ Z
and a ≤ −2) is completely different from that of the sum

∑

n≤x

ga(n).

3.2. Lemmas for the proof of theorems. In this section, we collect
some auxiliary results and definitions.
Let Bn(x) be Bernoulli polynomials defined by

zexz

ez − 1
=

∞
∑

n=0

Bn(x)
zn

n!
.

The following relations are well-known [24, p. 59].

Bn(x+ 1)−Bn(x) = nxn−1,

Bn(x) =
n

∑

k=0

(

n

k

)

Bkx
n−k,

Bn(0) = Bn(1) = Bn (n > 1).

Lemma 3.1. Let m,n ∈ N and

Sn(m) :=
m
∑

l=1

ln.
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Then we have

Sn(m) =
mn+1

n+ 1
+

1

2
mn +

1

n+ 1

n−1
∑

k=1

(

n+ 1

k + 1

)

Bk+1m
n−k.

Proof. We have

Sn(m) =
1

n+ 1
(Bn+1(m+ 1)− Bn+1(1))

=
1

n+ 1
(Bn+1(m) + (n+ 1)mn − Bn+1)

=
1

n+ 1

(n+1
∑

k=0

(

n+ 1

k

)

Bkm
n+1−k + (n+ 1)mn −Bn+1

)

=
mn+1

n+ 1
+

1

2
mn +

1

n+ 1

n−1
∑

k=1

(

n+ 1

k + 1

)

Bk+1m
n−k.

�

We use the following lemmas in the proof of Theorem 3.2.

Lemma 3.2. Let r, k ∈ N with r > k and x ≥ 1. We have
∑

n≤x

nrϕk(n) ≤ xr+1.

Proof. We have
∑

n≤x

nrϕk(n) =
∑

n≤x

nr−k
∑

d|n

µ(d)dk

=
∑

d≤x

µ(d)dk
(

dr−k + (2d)r−k + · · ·+ (d⌊x/d⌋)r−k
)

=
∑

d≤x

µ(d)dr
∑

j≤x/d

jr−k

≤ xr+1.

�

Lemma 3.3. Let r ∈ N and x > e. We have

∑

n≤x

nrϕ(n) =
xr+2

(r + 2)ζ(2)
+O(xr+1(log x)2/3(log log x)4/3) (as x → ∞),

where the implied constant depends on r.
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Proof. We can obtain the lemma by the estimate [29]

∑

n≤x

ϕ(n) =
x2

2ζ(2)
+O(x(log x)2/3(log log x)4/3)

and the partial summation formula. �

3.3. Proof of Theorem 3.1 and Theorem 3.2.

Proof of Theorem 3.1. We have

n
∑

j=1

(

j

gcd(n, j)

)a

=
∑

d|n

1

da

n
∑

j=1
gcd(j,n)=d

ja

=
∑

d|n

1

da

∑

k≤n/d
gcd(k,n/d)=1

(kd)a =
∑

d|n

∑

k≤n/d
gcd(k,n/d)=1

ka.

By Lemma 3.1 we have

∑

k≤N
gcd(k,N)=1

ka =
∑

k≤N

ka
∑

d|gcd(k,N)

µ(d) =
∑

d|N

daµ(d)
∑

m≤N/d

ma

=
∑

d|N

daµ(d)

(

1

a+ 1

(

N

d

)a+1

+
1

2

(

N

d

)a

+

+
1

a+ 1

a−1
∑

k=1

(

a+ 1

k + 1

)

Bk+1

(

N

d

)a−k)

=
Na

a+ 1

∑

d|N

µ(d)
N

d
+

Na

2

∑

d|N

µ(d)+

+
Na

a+ 1

a−1
∑

k=1

(

a+ 1

k + 1

)

Bk+1

∑

d|N

µ(d)

(

d

N

)k

= Na

(

1

a+ 1
ϕ+

1

2
τ0 +

1

a+ 1

a−1
∑

k=1

(

a+ 1

k + 1

)

Bk+1ϕk

)

(N).



21

Hence we obtain

La(n) = na

n
∑

j=1

(

j

gcd(n, j)

)a

=
∑

d|n

(

n

d

)2a

·
(

1

a+ 1
ϕ+

1

2
τ0 +

1

a+ 1

a−1
∑

k=1

(

a+ 1

k + 1

)

Bk+1ϕk

)

(n/d) · da

= (Ma ∗ Ida)(n).

�

Proof of Theorem 3.2. By Lemma 3.2, Lemma 3.3 and Theorem 3.1,
we have
∑

n≤x

La(n) =
∑

n≤x

(Ma ∗ Ida)(n) =
∑

d≤x

da
∑

m≤x/d

Ma(m)

=
∑

d≤x

da
∑

m≤x/d

m2a

(

1

a+ 1
ϕ+

1

2
τ0 +

1

a+ 1

a−1
∑

k=1

(

a+ 1

k + 1

)

Bk+1ϕk

)

(m)

=
1

a+ 1

∑

d≤x

da
∑

m≤x/d

m2aϕ(m) +O(xa+1)+

+
1

a+ 1

a−1
∑

k=1

(

a+ 1

k + 1

)

Bk+1

∑

d≤x

da
∑

m≤x/d

m2aϕk(m)

=
1

a+ 1

∑

d≤x

da
(

1

(2a+ 2)ζ(2)

(

x

d

)2a+2

+

+O

((

x

d

)2a+1

(log(x/d))2/3(log log(x/d))4/3
))

+

+O(xa+1) +O

(

∑

d≤x

da(x/d)2a+1

)

=
x2a+2

(a+ 1)(2a+ 2)ζ(2)

∑

d≤x

1

da+2
+O(x2a+1(log x)2/3(log log x)4/3)+

+O(x2a+1).

This implies the theorem. �

3.4. Proof of Theorem 3.3.



22

Proof of Theorem 3.3. Since we have

L−k(n) =
n

∑

j=1

1

(lcm(n, j))k
=

1

nk

n
∑

j=1

(gcd(n, j))k

jk
=

1

nk

∑

d|n

dk
n

∑

j=1
gcd(j,n)=d

1

jk

=
1

nk

∑

d|n

dk
∑

i≤n
d

gcd(i,n
d
)=1

1

ikdk

=
1

nk

∑

d|n

∑

i≤n
d

gcd(i,n
d
)=1

1

ik
,

we obtain
∞
∑

n=1

L−k(n) =
∞
∑

n=1

1

nk

∑

d|n

∑

i≤n
d

gcd(i,n
d
)=1

1

ik
=

∞
∑

d=1

∞
∑

j=1

1

jkdk

∑

i≤j
gcd(i,j)=1

1

ik

= ζ(k)
∞
∑

j=1

1

jk

∑

i≤j
gcd(i,j)=1

1

ik

= ζ(k)
∞
∑

n=1

1

nk
(

∑

i≤j
gcd(i,j)=1

ij=n

1).

Also we have
∞
∑

n=1

1

nk
(

∑

i≤j
gcd(i,j)=1

ij=n

1) = 1 +
1

2

∞
∑

n=2

1

nk
(

∑

gcd(i,j)=1
ij=n

1)

and the relation [26, 1.2.8]
∞
∑

n=1

1

nk
(

∑

gcd(i,j)=1
ij=n

1) =
ζ(k)2

ζ(2k)
.

Therefore we obtain
∞
∑

n=1

1

nk
(

∑

i≤j
gcd(i,j)=1

ij=n

1) = 1 +
1

2

(

ζ(k)2

ζ(2k)
− 1

)

=
1

2

(

1 +
ζ(k)2

ζ(2k)

)

.

This implies (3.2).
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By the relation

∑

n≤x

L−k(n) =
ζ(k)

2

(

1 +
ζ(k)2

ζ(2k)

)

−
∑

n>x

L−k(n),

the remaining task is to estimate the sum
∑

n>x L−k(n). We have

∑

n>x

L−k(n) =
∑

n>x

1

nk

∑

d|n

∑

i≤n
d

gcd(i,n
d
)=1

1

ik
=

∞
∑

d=1

∑

h>x
d

1

(hd)k

∑

j≤h
gcd(j,h)=1

1

jk

=
∞
∑

d=1

∑

h>x
d

1

(hd)k

∑

j≤h

1

jk

∑

δ| gcd(j,h)

µ(δ)

=
∞
∑

d=1

∑

h>x
d

1

(hd)k

∑

δ|h

∑

m≤h
δ

µ(δ)

mkδk

=
∞
∑

d=1

1

dk

∞
∑

δ=1

∑

l> x
dδ

µ(δ)

lkδ2k

∑

m≤l

1

mk

=
∞
∑

q=1

1

q2k

∑

dδ=q

dkµ(δ)
∑

l>x
q

1

lk

∑

m≤l

1

mk

=
∞
∑

q=1

1

q2k

∑

dδ=q

dkµ(δ)
∑

l>x
q

1

lk

(

ζ(k)− l1−k

k − 1
+O(l−k)

)

=
∑

q<x

1

q2k

∑

dδ=q

dkµ(δ)
∑

l>x
q

1

lk

(

ζ(k)− l1−k

k − 1
+O(l−k)

)

+

+
∑

q≥x

1

q2k

∑

dδ=q

dkµ(δ)
∑

l>x
q

1

lk

(

ζ(k)− l1−k

k − 1
+O(l−k)

)

=: S1 + S2,

say. We have

S1 =
∑

q<x

1

q2k

∑

dδ=q

dkµ(δ)
∑

l>x
q

1

lk

(

ζ(k)− l1−k

k − 1
+O(l−k)

)

=
∑

q<x

1

q2k

∑

dδ=q

dkµ(δ)

(

ζ(k)

k − 1
(x/q)−k+1 +O((x/q)−k)−

−
(x
q
)−2k+2

(k − 1)(2k − 2)
+O((x/q)−2k+1)

)
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=
∑

q<x

1

q2k

∑

dδ=q

dkµ(δ)

(

ζ(k)

k − 1
(x/q)−k+1 +O((x/q)−k)

)

=
∑

q<x

1

qk

∑

d|q

µ(d)

dk

(

ζ(k)

k − 1
(x/q)−k+1 +O((x/q)−k)

)

=
ζ(k)x−k+1

k − 1

∑

q<x

q−1
∑

d|q

µ(d)

dk
+O

(

x−k
∑

q<x

∑

d|q

|µ(d)|
dk

)

=
ζ(k)x−k+1

k − 1

∑

d<x

∑

j<x
d

j−1µ(d)

dk+1
+O(x−k+1)

=
ζ(k)x−k+1

k − 1

∑

d<x

log
(x

d

)µ(d)

dk+1
+O(x−k+1)

=
ζ(k)x−k+1 log x

(k − 1)ζ(k + 1)
+O(x−k+1)

and
∑

q≥x

1

q2k

∑

dδ=q

dkµ(δ)
∑

l>x
q

1

lk

(

ζ(k)− l1−k

k − 1
+O(l−k)

)

≪
∑

q≥x

1

q2k

∑

dδ=q

dkµ(δ)
∞
∑

l=1

1

lk

(

ζ(k)− l1−k

k − 1
+O(l−k)

)

≪
∑

q≥x

q−k
∑

d|q

|µ(d)|
dk

≪ x−k+1.

Therefore we obtain
∑

n>x

L−k(n) =
ζ(k)x−k+1 log x

(k − 1)ζ(k + 1)
+O(x−k+1).

This completes the proof. �
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4. A new construction of the real numbers by

alternating series

The contents of this section are based on [10].

4.1. Introduction. The purpose of this paper is to present a new
method of constructing the complete ordered field of real numbers from
the ordered field of rational numbers. Our method is similar to the
method which was established by A. Knopfmacher and J. Knopfmacher
in [18], but our method is more general. Moreover our result gives
infinitely many ways of constructing the complete ordered field of real
numbers. As an application of our results, we prove the irrationality
of certain series.
A. Knopfmacher and J. Knopfmacher constructed the complete or-

dered field of real numbers by the Sylvester expansion and the En-
gel expansion in [17] and by the alternating-Sylvester expansion and
the alternating-Engel expansion in [18]. The advantages of these con-
structions are the fact that those are concrete and do not depend on
the notion of equivalence classes. The alternating-Sylvester expan-
sion and the alternating-Engel expansion are generalizations of Op-
penheim’s expansion (see [21]) and special cases of the alternating
Balkema-Oppenheim’s expansion (see [13]), which were introduced by
A. Knopfmacher and J. Knopfmacher in [18]. The definition of the
alternating-Sylvester expansion and the alternating-Engel expansion
are the following.
(i) Alternating-Sylvester expansion. Let α ∈ R, a0 = [α] and A1 =
{α}, where {x} = x− [x]. We define, for n ∈ N and An > 0,

an =
[ 1

An

]

and

An+1 =
1

an
− An.

Then

(4.1) α = a0 +
1

a1
− 1

a2
+

1

a3
− . . . ,

where a1 ≥ 1 and an+1 ≥ an(an + 1) for n ∈ N.

(ii) Alternating-Engel expansion. Let α ∈ R, a0 = [α] and A1 =
{α}. We define, for n ∈ N and An > 0,

an =
[ 1

An

]
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and

An+1 = 1− anAn.

Then

(4.2) α = a0 +
1

a1
− 1

a1a2
+

1

a1a2a3
− . . . ,

where a1 ≥ 1 and an+1 ≥ ai + 1 for n ∈ N.

The relation

(4.3)
1

d+ 1
< α ≤ 1

d
(α ∈ (0, 1], d = [α−1])

is used in these expansions. We introduce a new series expansion for
every real numbers by using a more general relation

c

d+ 1
< α ≤ c

d
(α ∈ (0, 1], c ∈ N, d = [cα−1]).

Definition 4.1 (Generalized alternating-Sylvester expansion). Let α ∈
R, q0 = [α] and A1 = {α}. Let {cn}∞n=1 be a sequence of positive
integers. We define, for n ∈ N,

an =
[ cn
An

]

(for An 6= 0),

qn =

{

cn
an

(An 6= 0)

0 (An = 0)

and

An+1 = qn − An.

Then

(4.4) α = q0 +
∞
∑

n=1

(−1)n−1qn.

If we regard the alternating-Sylvester series (4.1) as an analogue of
the regular continued fraction

a0 +
1

a1 +
1

a2 +
1

a3 + · · ·

,
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the generalized alternating-Sylvester series (4.4) is an analogue of the
continued fraction

a0 +
c1

a1 +
c2

a2 +
c3

a3 + · · ·

.

By taking some appropriate {cn}, we can get a simple continued frac-
tion representation for some real numbers. For example, we have (see
(2.1.22) in [15])

π =
4

1 +
12

3 +
22

5 +
32

7 + · · ·

.

On the other hand, the regular continued fraction representation of π
is complicate. Therefore we can expect that if we take some appropri-
ate {cn}, then we can get a simple series representation for some real
numbers. In fact we can prove irrationality of certain numbers by using
such a representation.
The outline of this paper is the following. In Section 4.2 we study

some fundamental properties of the generalized alternating-Sylvester
series. In Section 4.3 we take an arbitrary sequence of positive integers
{cn}∞n=1 such that cn | cn+1 for all n ∈ N, and we prove that the set

(4.5) S({cn}) = {{qn}∞n=0 | {qn} appears in (4.4)}
can be identified with the complete ordered field of real numbers R by
introducing the relation < and the operator + and ·. In other words
we prove that S({cn}) becomes an ordered field which is isomorphic to
R. Since there exist infinitely many {cn} such that cn | cn+1, this im-
plies that there exist infinitely many ways of constructing the complete
ordered field of real numbers. Our construction is similar to that in
[18]. Therefore our construction is also concrete and does not use the
notion of equivalence classes. When we prove that S({cn}) becomes an
ordered field, we use a general lemma (see Lemma 4.7). It seems that
this lemma can be used in [16], [17] and [18]. In Section 4.4, we prove
the irrationality of certain series by Proposition 4.3 and Proposition
4.4.

Remark 4.1. At first glance, it seems that we can define generalized
alternating-Engel series as follows :
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Let α ∈ R, A1 = α − a0 with 0 < A1 ≤ 1, a0 ∈ Z. Let {cn} be a
sequence of positive integers. We define, for n ∈ N and An 6= 0,

an =
[ cn
An

]

and

An+1 = cn − anAn.

Then

α = a0 +
c1
a1

− c2
a1a2

+
c3

a1a2a3
− . . . .

However, an+1 ≥ an does not hold in this series. For example, if we
set A1 = α = 5/7, c1 = 2 and c2 = 1, then a1 = 2, A2 = 4/7 and
a2 = 1. This is a trouble. In order to simplify the argument we do not
argue on this series.

4.2. Fundamental properties of the generalized alternating Sylvester

series. In this section, we take an arbitrary sequence of positive inte-
gers {cn}∞n=1 and fix it.

Proposition 4.1. The generalized alternating-Sylvester series has the
following properties for n ∈ N.

(1) If An 6= 0, then we have

cn
an + 1

< An ≤ cn
an

.

(2) If An+1 6= 0, then we have

an+1 + 1 >
cn+1

cn
an(an + 1).

(3) The inequality An ≥ An+1 holds. If An 6= 0, then we even have
An > An+1.

(4) The inequality qn ≤ 1 holds.
(5) If An+1 6= 0, then we have an+1 > an.
(6) If An 6= 0, then we have An+1 <

1
an+1

.

(7) The inequality qn ≥ qn+1 holds. If qn+1 6= 0, then we even have
qn > qn+1.

Proof. (1) This trivially follows from the definition of the generalized
alternating-Sylvester expansion.
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(2) From (1) and the definition, we have

an+1 + 1 >
cn+1

An+1

=
cn+1

cn
an

− An

>
cn+1

cn
an

− cn
an+1

=
cn+1

cn
an(an + 1).

(3) In the case An = 0, we have An ≥ An+1. For An 6= 0, we have

An+1 <
cn
an

− cn
an + 1

≤ cn
an + 1

< An.

(4) By (3), we have An < 1 for all n. Hence,

an =
[ cn
An

]

≥ cn

holds. This implies (4).
(5) From (2), we have (5) by using (4).
(6) By (4), we have

An+1 <
cn
an

− cn
an + 1

=
cn

an(an + 1)
≤ 1

an + 1
.

(7) In the case qn+1 = 0, we have qn ≥ qn+1. For qn+1 6= 0, we have

qn+1 <
cn+1

cn+1qn−1(an + 1)− 1
≤ cn+1

cn+1an + cn+1 − 1
≤ 1

an
≤ qn

by (2) and (4). �

Remark 4.2. Since we have
n

∑

k=1

(−1)k−1qk = A1 + (−1)n−1An+1 (for all n ∈ N),

the series in (4.4) converges by Proposition 4.1 (5), (6). Hence,

(4.6) (−1)n−1

∞
∑

k=n

(−1)k−1qk = (−1)n−1

∞
∑

k=n

(−1)k−1(Ak+1 + Ak) = An

holds for all n ∈ N.

In order to prove Proposition 4.2 we require some lemmas.
We can easily see that the following lemma holds.

Lemma 4.1. Let c, d ∈ N and α ∈ (0, 1]. Then
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(1) there does not exist d′ ∈ Z such that

c

d+ 1
<

c

d′
<

c

d
,

(2) d = [cα−1] is equivalent to

c

d+ 1
< α ≤ c

d
.

Lemma 4.2. Let α, α′ ∈ (0, 1], c ∈ N, d = [c/α] and d′ = [c/α′]. If
c/d 6= c/d′ then α < α′ is equivalent to c/d < c/d′.

Proof. First, we assume α < α′. Since c/(d + 1) < α ≤ c/d and
c/(d′ + 1) < α′ ≤ c/d′ hold by Lemma 4.1 (2), it is sufficient that we
consider the following cases.

(1) α < α′ ≤ c/d.
(2) c/(d′ + 1) < α ≤ c/d < α′.
(3) α ≤ c/(d′ + 1) < α′.

If (1) holds, then we have

c

d+ 1
< α < α′ ≤ c

d
.

This implies that c/d = c/d′ by Lemma 4.1 (2), which is impossible.
If (2) holds, then we have

c

d′ + 1
<

c

d
< α′ ≤ c

d′
,

which is impossible by Lemma 4.1 (1).
If (3) holds, then we have

α ≤ c

d
≤ c

d′ + 1
< α′ <

c

d′

by Lemma 4.1 (1).
Next, we assume c/d < c/d′. Since c/(d′ + 1) < c/d is impossible by

Lemma 4.1 (1), we have

α ≤ c

d
≤ c

d′ + 1
< α′.

�

Proposition 4.2. Let α, α′ ∈ R with α 6= α′. We define an
′, An

′

and q′n as an, An and qn which appear in the generalized alternating
Sylvester expansion of α′, respectively. Let

i = min{j ∈ N ∪ {0} | qj 6= q′j}.
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Then α < α′ is equivalent to
{

qi < q′i (i = 0 or 2 ∤ i),

qi > q′i (2 | i and i ≥ 2).

Proof. First, we consider the case i = 0. If α < α′, then we have
q0 = [α] ≤ [α′] = q′0. Therefore we obtain q0 < q′0. On the other hand,
if q0 < q′0, then we have [α] < [α′]. Therefore we obtain α < α′.
Next, we assume i 6= 0. Then we can write

(4.7)

α = q0+
i−1
∑

k=1

(−1)k−1qk+(−1)i−1Ai, α′ = q0+
i−1
∑

k=1

(−1)k−1qk+(−1)i−1A′
i

by Remark 4.2. These relations imply that α < α′ is equivalent to
{

Ai < A′
i (2 ∤ i),

−Ai < −A′
i (2 | i and i ≥ 2).

By Proposition 4.1 (1) and Lemma 4.2, this is equivalent to
{

qi < q′i (2 ∤ i),

qi > q′i (2 | i and i ≥ 2).

This implies the proposition. �

In order to consider the case α ∈ Q we prove the next lemma.

Lemma 4.3. Let c ∈ N and p/q ∈ Q ∩ (0, 1] with p, q ∈ N. Let
d = [cq/p]. Then the numerator of c/d − p/q is less than p. In other
words, cq − dp < p.

Proof. We have

cq − dp = cq −
(cq

p
−

{cq

p

})

p ≤ p− 1

p
p = p− 1.

�

Proposition 4.3. The real number α is rational if and only if there
exists an m ∈ N such that qm = 0.

Proof. If there exists an m ∈ N such that qm = 0, then α is rational.
We assume α = p/q, where p, q ∈ Z and q 6= 0. Without loss of
generality, we may assume that q0 = 0, A1 = p/q and p, q > 0. By
the definition of an, An and Lemma 4.3, the numerator of An is strictly
monotonically decreasing. This implies the proposition. �
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Propositions 4.1, 4.2 and 4.3 imply that the generalized alternating-
Sylvester series is similar to alternating-Sylvester series.

4.3. Construction of the real numbers. In this section we take
an arbitrary sequence of positive integers {cn}∞n=1 which satisfies the
condition cn | cn+1 for all n ∈ N and fix it. Moreover we identify
{qn}∞n=0 ∈ S({cn}) with (q0, q1, q2, . . . ).

Remark 4.3. By the condition cn | cn+1 for any n ∈ N, the inequality
in Proposition 4.1 (2) becomes

an+1 ≥
cn+1

cn
an(an + 1).

If the equality holds in the above and qn+2 = 0, then we have

An = qn − qn+1 =
cn

an + 1
.

This contradicts the definition of qn. Hence, qn+2 6= 0 or

an+1 >
cn+1

cn
an(an + 1)

holds.

In Section 1, we assumed the existence of the real numbers, and we
defined S({cn}) in (4.5). In order to use S({cn}) for the construction
of the real numbers, here we remove that assumption.
First we will define a set of sequences of rational numbers T ({cn}).

We will prove S({cn}) = T ({cn}) in Proposition 4.4. For the sake of
simplicity, we define a set of sequences of positive integers

U({cn}) :=
{

{an} ⊂ N | ∀n ∈ N

[

an+1 ≥
cn+1

cn
an(an + 1)

]}

.

Definition 4.2. Let {qn}∞n=0 be a sequence of rational numbers. We
define {qn} ∈ T ({cn}) if and only if

(1) q0 ∈ Z,
(2) qn ≤ 1 for all n ∈ N,
(3) if q1 = 1, then q2 6= 0,
(4) if qm = 0 for m ∈ N, then qn = 0 for all n ≥ m,
(5) there exists a {an} ∈ U({cn}) such that qn = cn/an for all n ∈ N

if qn 6= 0, and
(6) if qn+1 6= 0, then qn+2 6= 0 or

an+1 >
cn+1

cn
an(an + 1)

holds.
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We can easily see that the following lemma holds.

Lemma 4.4. Let {qn} ∈ T ({cn}) and n ∈ N.

(1) an+1 > an.
(2) qn+1 ≤ 1

an+1
.

(3) qn+1 ≤ qn. If qn+1 6= 0, then qn+1 < qn.
(4) The series

∞
∑

k=1

(−1)k−1qk

converges.

Proposition 4.4. S({cn}) = T ({cn}).
Proof. S({cn}) ⊂ T ({cn}) trivially follows by Proposition 4.1 and Re-
mark 4.3. In order to prove S({cn}) ⊃ T ({cn}), we take {q′n} ∈ T ({cn})
and assume that q′0 ∈ Z and q′n = 0 or q′n = cn/a

′
n for all n ∈ N. Since

we can set

α = q′0 +
∞
∑

k=1

(−1)k−1q′k

by Lemma 4.4 (4), we have

α = q0 +
∞
∑

k=1

(−1)k−1qk

by the generalized alternating-Sylvester expansion. It is sufficient to
prove that qn = q′n for all n ∈ N ∪ {0}. Since the case q′1 = 0 is
trivial, we may assume q′1 6= 0. By considering [α], we have q0 = q′0 and
α− q0 = A1 ≤ q′1 = c1/a

′
1. If q

′
1 = A1, then q1 = q′1 by Lemma 4.1 (2).

If q′1 6= A1, then we have A1 ≥ q′1− q′2 ≥ c1/(a
′
1+1) by {a′n} ∈ U({cn})

and Definition 4.2 (5). However, A1 = q′1−q′2 = c1/(a
′
1+1) is impossible

because of Definition 4.2 (6). Thus we obtain c1/(a
′
1+1) < A1 < c1/a

′
1.

This implies q1 = q′1 by Lemma 4.1 (2).
Next we suppose that qn−1 = q′n−1 holds for n > 1. Then we have

(−1)n−1An = α− q0 −
n−1
∑

k=1

(−1)k−1qk =
∞
∑

k=n

(−1)k−1q′k

by Remark 4.2. Hence, we obtain An ≤ q′n = cn/a
′
n. If q′n = An, then

q′n = qn by Lemma 4.1 (2). If q′n 6= An, then we have An ≥ q′n − q′n+1 ≥
cn/(a

′
n + 1) by {a′n} ∈ U({cn}) and Definition 4.2 (5). By Definition

4.2 (6) we obtain An > cn/(a
′
n + 1). Since this implies qn = q′n, we

obtain the assertion of the proposition inductively. �



34

In the rest of this section, we set S = S({cn}) for simplicity, and we
introduce a relation < and operators +, · for S.
First we define the binary relation < on S.

Definition 4.3. Let {pn}, {qn} ∈ S with {pn} 6= {qn} and

i = min{j ∈ N ∪ {0} | pj 6= qj}.
We define {pn} < {qn} if and only if

{

pi < qi (i = 0 or 2 ∤ i),

pi > qi (2 | i and i ≥ 2).

Proposition 4.5. For any {pn}, {qn}, {rn} ∈ S, we have

(1) {pn} < {pn} does not hold (irreflexive law),
(2) {pn} < {qn} or {pn} = {qn} or {qn} < {pn} (trichotomy),
(3) if {pn} < {qn} and {qn} < {rn} then {pn} < {rn} (transitive

law).

In other words, < is a linear order in the strict sense on S.

Proof. We can easily see that (1) and (2) hold. In order to prove (3),
we define

i1 = min{j ∈ N ∪ {0} | pj 6= qj}, i2 = min{j ∈ N ∪ {0} | qj 6= rj}
and i = min{i1, i2}. Then

pk = qk = rk (for any k ∈ {0, 1, . . . , i− 1})
and

pi 6= qi or qi 6= ri
hold. If i is odd, then we have











pi < qi and qi < ri (i = i1 = i2),

pi = qi and qi < ri (i = i2 6= i1),

pi < qi and qi = ri (i = i1 6= i2).

Therefore we obtain pi < ri. The other cases can be proved by the
same argument. �

If we define

QS = {{qn} ∈ S | there exists an m ∈ N such that qm = 0},
we can identify QS with Q by Proposition 4.2 and 4.3. In short, the
map

Q ∋
(

q0 +
∞
∑

n=1

(−1)n−1qn

)

7→ {qn} ∈ QS

is an order-isomorphism. Hence, we may conclude that Q ⊂ S.
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Theorem 4.1. Let M be a non-empty subset of S. If M is bounded
from above (below), then there exists a supremum (an infimum).

Proof. Since M is bounded from above, there exists a d0 such that

d0 = max{q0 ∈ Z | there exists a (q0, q1, . . . ) ∈ M}.
If there does not exist an upper bound forM such that (d0, q1, . . . ) ∈ S,
then (d0+1, 0, . . . ) is a supremum for M . We assume that there exists
an upper bound for M such that (d0, q1, . . . ) ∈ S. Since there exists a
(q0, q1, . . . ) ∈ M such that q0 = d0, we can define

d1 = max{q1 ∈ Q | there exists a (d0, q1, . . . ) ∈ M}
from the definition of S and <. By the same argument, we can define

d2 = min{q2 ∈ Q | there exists a (d0, d1, q2, . . . ) ∈ M}.
In general, if we have defined dk−1 for k > 1, then we define

dk =

{

max{qk ∈ Q | ∃(d0, d1, . . . , dk−1, qk, . . . ) ∈ M} (k − 1 is even),

min{qk ∈ Q | ∃(d0, d1, . . . , dk−1, qk, . . . ) ∈ M} (k − 1 is odd).

By the definition of < and {dn}, {dn} is the supremum for M . We can
prove this as follows. If {dn} is not an upper bound for M , then there
exists a {qn} ∈ M such that {dn} < {qn}. By setting i = min{n ∈
N | dn 6= qn}, we have di < qi for odd i or di > qi for even i. This
contradicts the definition of {dn}. On the other hand, if {dn} is not
minimum upper bound for M , then there exists an upper bound for
M {rn} such that {rn} < {dn}. We set j = min{n ∈ N | dn 6= rn}.
By the definition of {dn}, there exists an X = (x0, x1, . . . ) ∈ M such
that xk = dk for 0 ≤ k ≤ j. Then we have {rn} < X ≤ {dn}. This is
impossible.
The case of the infimum can be proved by the same argument. �

In order to introduce the algebraic structure for S, we require some
preparations.

Definition 4.4. Let {an}∞n=1 be a sequence of rational numbers. We
say that L(an) holds if and only if, for all m ∈ N, there exists an N ∈ N
such that |an| < 1/m holds for all n ≥ N .

Note that in the usual sense L(an) means lim
n→∞

an = 0.

The following definition and lemma are the same as in [18, p. 611].

Definition 4.5. Let X ∈ S with X = (x0, x1, . . . ). We define

Xn = (x0, x1, . . . , xn, 0, . . . ),

where n ∈ N.
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We can easily see that the next lemma holds.

Lemma 4.5. Let X ∈ S with X = (x0, x1, . . . ). Then we have

(1) X2n ≤ X2n+2 ≤ X ≤ X2n+1 ≤ X2n−1,
(2) L(X2n−1 −X2n),
(3) supX2n = infX2n−1 = X.

In order to prove Lemma 4.7, we also require the next lemma.

Lemma 4.6. Let {an} be a monotonically increasing sequence of ra-
tional numbers which is bounded from above. Let X = sup an. Then
we have L(X2n−1 − an).

Proof. By contradiction. Assume that there exists an m such that

∀N ∈ N, ∃n ∈ N[n ≥ N and |X2n−1 − an| = X2n−1 − an ≥ 1/m]

holds. Since we have X2n−1 − an ≥ X2n+1 − an+1 by the assumption
of the lemma, we have X2n−1 − an ≥ 1/m for all n ∈ N. On the other
hand, by Lemma 4.5, there exists an N ∈ N such that

X2n−1 −X2n < 1/2m

holds for all n ≥ N . Hence, we have

an ≤ X2n−1 −
1

m

≤ X2N−1 −
1

m

< X2N − 1

2m

for n ≥ N . This implies that X2N − (1/2)m is an upper bound for
{an}. Therefore we obtain

sup an ≤ X2N − 1

2m
< X2N ≤ supX2n = X.

This contradicts the definition of X. �

The following lemma is important in the proofs of algebraic prop-
erties of S. It seems that this lemma can be used in the work of A.
Knopfmacher and J. Knopfmacher [16], [17], [18].

Lemma 4.7. Let {an}, {bn} be monotonically increasing sequence of
rational numbers which are bounded from above. Then sup an = sup bn
is equivalent to L(an − bn).
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Proof. First we assume sup an = sup bn. We set X = sup an = sup bn.
Since

|an − bn| ≤ |an −X2n−1|+ |X2n−1 − bn|,
we have L(an − bn) by Lemma 4.6.
Next we assume L(an−bn). By contradiction. Assume that sup an 6=

sup bn. Without loss of generality, we may assume sup an < sup bn. We
set X = sup an. Then there exists an N ∈ N such that X2n−1 < bn
holds for all n ≥ N . Since bn −X2n−1 ≤ bn+1 −X2n+1 for n ≥ N , we
have

|bn − an| = (bn −X2n−1) + (X2n−1 − an) ≥ bN −X2N−1 > 0

for n ≥ N . This contradicts L(an − bn). �

Now we define the operators on S, and prove that S is an ordered
field. (These definitions are the same as in [18].)

Definition 4.6. Let X, Y ∈ S. We define the following symbols and
operators.

(1) 0 = (0, 0, . . . )(= 0 ∈ Q).
(2) X + Y = sup(X2n + Y2n).
(3) −X = sup(−X2n−1).
(4) 1 = (1, 0, . . . )(= 1 ∈ Q).
(5)

X · Y =



















sup(X2n · Y2n) (X, Y ≥ 0),

(−X) · (−Y ) (X, Y ≤ 0),

−((−X) · Y ) (X ≤ 0, Y ≥ 0),

−(X · (−Y )) (X ≥ 0, Y ≤ 0).

(6)

X−1 =

{

sup((X2n−1)
−1) (X > 0),

−((−X)−1) (X < 0).

Since X2n + Y2n ≤ X1 + Y1, −X2n−1 ≤ −X2, X2n · Y2n ≤ X1 ·
Y1 (X, Y ≥ 0) and (X2n−1)

−1 ≤ X−1
2 (X > 0), these definitions are

possible.
Now we prove that + (resp. ·) shares the same properties with the

usual addition (resp. multiplication).

Proposition 4.6. Let X, Y, Z ∈ S. We have

(1) X + Y = Y +X,
(2) X + 0 = X,
(3) (X + Y ) + Z = X + (Y + Z),
(4) X + (−X) = 0,
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(5) if X < Y , then X + Z < Y + Z.

Proof. (1), (2) These trivially follow from the definition of +.
(3) We set A = X+Y , which means L(A2n−(X2n+Y2n)) by Lemma

4.7. Since

|(A2n + Z2n)− (X2n + Y2n + Z2n)| = |A2n − (X2n + Y2n)|,
we have L((A2n + Z2n) − (X2n + Y2n + Z2n)). By Lemma 4.7, this
implies sup(A2n + Z2n) = sup(X2n + Y2n + Z2n). Hence, we obtain
(X + Y ) + Z = sup(X2n + Y2n + Z2n). By the same argument, we can
also prove that X + (Y + Z) = sup(X2n + Y2n + Z2n).
(4) We set A = −X, which means L(A2n + X2n−1) by Lemma 4.7.

Since
|X2n + A2n| ≤ |X2n −X2n−1|+ |X2n−1 + A2n|,

we have L((X2n +A2n)− 0) from Lemma 4.5. This implies sup(X2n +
A2n) = sup 0 by Lemma 4.7. Hence, we obtain (4).
(5) Since X2n + Z2n < Y2n + Z2n holds for sufficiently large n, we

have X+Z ≤ Y +Z. If X+Z = Y +Z, then we have L((X2n+Z2n)−
(Y2n + Z2n)) by Lemma 4.7. In short we have L(X2n − Y2n). However,
this is impossible by Lemma 4.7. �

From Proposition 4.6 (1), (2), (3) and (4), it follows that S is an
abelian group on +. Hence, we can use −(−X) = X, −(X + Y ) =
(−X) + (−Y ), etc. Moreover we obtain 0 < X ⇔ 0 + (−X) < X +
(−X) ⇔ −X < 0, X < 0 ⇔ 0 < −X and X < Y ⇔ −X > −Y by
Proposition 4.6 (5).

Proposition 4.7. Let X, Y, Z ∈ S. We have

(1) X · Y = Y ·X,
(2) X · 1 = X,
(3) X · Y = −((−X) · Y ) = −(X · (−Y )),
(4) X ·X−1 = 1 (X 6= 0),
(5) (X · Y ) · Z = X · (Y · Z),
(6) if X < Y and Z > 0, then XZ < Y Z.

Proof. (1), (2) These trivially follow from the definition of ·.
(3) In the case X, Y ≥ 0, by setting Z = −X and W = −Y , we have

−((−X) · Y ) = −(Z · Y ) = −(−((−Z) · Y )) = X · Y,
−(X · (−Y )) = −(X ·W ) = −(−(X · (−W ))) = X · Y.

From this case, we can prove the other cases. For example, in the case
X ≤ 0, Y ≥ 0, we have

−(X · (−Y )) = −((−X) · (−(−Y ))) = −((−X) · Y ) = X · Y.
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(4) For X > 0, we set A = X−1, which means L(A2n − (X2n−1)
−1)

by Lemma 4.7. Since

|X2nA2n −X2n(X2n−1)
−1| ≤ |X1| · |A2n − (X2n−1)

−1|,
we obtain L(X2nA2n−X2n(X2n−1)

−1). This impliesX·X−1 = sup(X2n(X2n−1)
−1)

by Lemma 4.7. On the other hand, since

|X2n(X2n−1)
−1−1| = |(X2n−1)

−1|·|X2n−X2n−1| ≤ |X−1
2 |·|X2n−X2n−1|,

we obtain L(X2n(X2n−1)
−1− 1). This implies X ·X−1 = 1. In the case

X < 0, by (3), we have

X ·X−1 = X · (−((−X)−1)) = (−X) · (−X)−1 = 1.

(5) For X, Y, Z ≥ 0, we can prove (5) by the same argument as in
the proof of Proposition 4.6 (3). By using (3), we can prove the other
cases from this case. For example, in the case X,Z ≥ 0 and Y ≤ 0, we
have

(X · Y ) · Z = (−(X · (−Y ))) · Z
= −((X · (−Y )) · Z)
= −(X · ((−Y ) · Z)) (−Y > 0)

= X · (−((−Y ) · Z))
= X · (Y · Z).

(6) For X, Y ≥ 0, we can prove (6) by the same argument as in the
proof of Proposition 4.6 (5). From this case, we can also prove the
other cases easily. For example, in the case X < Y ≤ 0, by (3), we
have

−(X · Z) = (−X) · Z > (−Y ) · Z = −(Y · Z).
This implies X · Z < Y · Z. �

Proposition 4.8. Let X, Y, Z ∈ S. We have X ·(Y +Z) = X ·Y +X ·Z.

Proof. First we assume X, Y, Z ≥ 0. Let A = Y + Z, B = X · Y
and C = X · Z. Then L(A2n − (Y2n + Z2n)), L(B2n − X2nY2n) and
L(C2n −X2nZ2n) holds by Lemma 4.7. Since we have

|X2nA2n − (B2n + C2n)|
= |X2n(A2n − (Y2n + Z2n)) + (X2nY2n −B2n) + (X2nZ2n − C2n)|
≤ |X1| · |A2n − (Y2n + Z2n)|+ |X2nY2n − B2n|+ |X2nZ2n − C2n|,

we obtain L(X2nA2n − (B2n + C2n)). This implies sup(X2nA2n) =
sup(B2n+C2n) from Lemma 4.7. This impliesX ·(Y +Z) = X ·Y +X ·Z.
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Next we consider the case X ≥ 0 and Y + Z ≥ 0. Since Y ≥ 0
or Z ≥ 0 holds by Proposition 4.6 (5), we may assume Z ≤ 0. Since
−Z ≥ 0, we obtain

X · (Y + Z) +X · (−Z) = X · (Y + Z + (−Z)) = X · Y.

This is equivalent to X · (Y + Z) = X · Y +X · Z by Proposition 4.7
(3).
By Proposition 4.7 (3), we can easily prove the other cases from these

cases. For example, in the case X ≥ 0 and Y + Z ≤ 0, we have

X·(Y+Z) = −(X·((−Y )+(−Z))) = −(X·(−Y )+X·(−Z)) = X·Y+X·Z.

�

By Propositions 4.5, 4.6, 4.7 and 4.8, S is an ordered field. Since
any ordered field which satisfies Theorem 4.1 is isomorphic to R (see
[7]), we obtain the following theorem.

Theorem 4.2. The set S can be identified with the complete ordered
field of real numbers.

4.4. An application. Let {an}∞n=1 be a sequence of positive integers.
For K ≥ 1, we define a set of sequences of positive integers

P (K) := {{an} ⊂ N | ∃N ∈ N, ∀n ∈ N[n ≥ N ⇒ an+1 ≥ Kan(an+1)]}.

For each {an} ∈ P (K) we define

f(z; {an}) =
∞
∑

n=1

zn

an
,

which is an entire function.
The purpose of this section is to prove the following theorem by using

some properties of the generalized alternating-Sylvester expansion.

Theorem 4.3. Let {pn} ∈ P (K) and l ∈ {1, 2, 3, . . . , [K]}. Then

f(−l; {pn}) =
∞
∑

n=1

(−1)n

pn
ln

is an irrational number.
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Proof. We assume that pn+1 ≥ Kpn(pn + 1) for all n ≥ N (N ∈ N).
We define an = pn+2N−1 and cn = ln+2N−1. Then we have

f(−l; {pn}) =
2N−1
∑

n=1

(−1)n

pn
ln +

∞
∑

n=2N

(−1)n

pn
ln

=
2N−1
∑

n=1

(−1)n

pn
ln +

∞
∑

n=1

(−1)n−1cn
an

= A1 + A2,

say. Note that A1 ∈ Q. Since we have

an+1 = pn+2N ≥ Kpn+2N−1(pn+2N−1 + 1)

≥ [K]an(an + 1) ≥ cn+1

cn
an(an + 1),

by Definition 4.2 and Proposition 4.4, the series A2 is the generalized
alternating-Sylvester expansion of the number A2. By Proposition 4.3
we obtain the theorem. �

Remark 4.4. We cannot obtain Theorem 4.3 by using the alternating-
Sylvester series. For example, the series

∞
∑

n=1

(−1)n−12n

33n

is the generalized alternating-Sylvester series, but is not the alternating
Sylvester series.
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