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Preparation and investigation of intrinsic electronic and optical properties of 

individual structure-identified nanostructures: double-wall carbon nanotubes 

and two-dimensionale atomic layers 

Abstract 

Ever since the exciting discoveries of Buckyballs (C60 fullerene) and carbon nanotubes 

(CNTs) in the 1980s and 1990s, the study of nanomaterials and nanoscience has been attracting 

considerable research interest in the field of material science.  In 2004, researchers at the 

University of Manchester successfully isolated the first one-atom-thick two-dimensional (2D) 

material, graphene, which opened new avenues of extensive research on the properties of 2D 

materials. 

In this dissertation, I will provide a very general introduction to nanomaterials by 

presenting some representative examples while emphasizing on the intriguing and unique 

properties of those materials that are qualitatively distinct from conventional three-dimensional 

(3D) materials.  The nanomaterials that will be discussed in this dissertation include one-

dimensional (1D) CNTs, 2D graphene, and 2D layered transition metal dichalcogenides 

(TMDCs).  The properties of nanomaterials are sensitive to the specific physical structures and 

environments.  Consequently, to investigate the intrinsic physical and chemical properties, it is 

essential to prepare discrete nanomaterials with well-defined structures while simultaneously 

controlling the environment.  

In order to understand the properties of nanomaterials more thoroughly, I have been 

working on the preparation of individual nanostructures (e.g., CNTs, TMDCs) and probing the 

fundamental relationship between structure and function.  The elucidation of one-to-one 

structure–property correlations enables us to more clearly understand the fundamental 

underlying mechanisms that lead to the unique properties.  Here, I will present the details of 

my primary research results from the past several years in the following chapters: Probing the 
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effect of van der Waals interaction on the electronic structures in individually suspended 

double-wall carbon nanotubes, direct growth on hexagonal boron nitride (hBN), optical 

identification and transport properties of 2D layered metallic TMDCs (NbS2).  Finally, an 

introduction and progress report of my ongoing research project will be briefly described. 
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Glossary of terms 

3D three-dimensional 

2D two-dimensional 

1D one-dimensional 

0D zero-dimensional 

CNTs carbon nanotubes 

SWCNTs single-wall carbon nanotubes 

DWCNTs double-wall carbon nanotubes 

TMDCs transition metal dichalcogenides 

hBN hexagonal boron nitride 

CVD chemical vapor deposition 

MBE molecular-beam epitaxy 

LL Luttinger-liquid 

SC superconductivity 

CDW charge-density-wave 

DOF degree of freedom 

BZ Brillouin zone 

DOS density of states 

TRS time reversal symmetry 

EF Fermi level 

CT excitons charge transfer excitons 

VHE valley-Hall effect 

e–e electron–electron 

e–ph electron–phonon 

e–h electron–hole 

AFM atomic force microscopy 

SEM scanning electron microscopy 

TEM transmission electron microscopy 

XPS X-ray photoelectron spectroscopy 

EELS electron energy loss spectroscopy 

SAD selected area diffraction  

CW continuous wave 

EBL electron beam lithography 

 

  

  



vii 
 

Epigraphs 

“The first principle is that you must not fool yourself and you are the easiest person to fool.”   

“Poets say science takes away from the beauty of the stars - mere globs of gas atoms. I, too, 

can see the stars on a desert night, and feel them. But do I see less or more?” 

Richard P. Feynman (an American theoretical physicist in fields of particle physics, quantum 

electrodynamics, etc. who is hailed as the father of nanoscience; winner of Nobel Prize in 

Physics in 1965) 

 

 

“Doing what others have not done demands a great deal of motivation.” 

Sumio Iijima (a Japanese physicist and microscopist who pioneered the discovery and 

understanding of carbon nanotubes; winner of Kavli Prize in 2008) 
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Chapter 1 | General introduction 

1.1 Uniqueness of nanomaterials 

1.1.1 Reduced size of nanomaterials  

Following the exciting 

discoveries of Buckyballs (C60 

fullerene) and carbon nanotubes 

(CNTs) in the 1980s1 and 1990s2, the 

development of nanoscience has been 

attracting increasing amounts of 

research interest.  In 2004, researchers 

at the University of Manchester 

successfully isolated the first one-

atom-thick two-dimensional (2D) 

material, graphene, opening up new 

avenues of intensive research into 2D materials3.  The sp2-bonded nanocarbon allotropes4 (see 

Figure 1), particularly CNTs and graphene, exhibit ≈ 100 times higher carrier mobility than 

that of silicon (making them ≈ 100 times faster) and are believed to represent excellent 

electronic building blocks for the next generation of highly integrated electronics.  In fact, a 

simple computer made of CNTs has very recently been constructed and reported by a Stanford 

research group5.  

What is the key factor that is responsible for the difference in the properties of 

nanomaterials compared with conventional bulk materials (3D)? The answer is the size or 

dimensions.  As the size of materials gets smaller along one, two, or three directions, certain 

materials are reduced into 2D, 1D, and 0D materials, respectively.  For example, graphene is a 

Figure 1. 2D graphene as a building block for 

carbon materials with other dimensions (adapted 

from ref. 4) 
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typical 2D material with only one-atom thickness along the direction vertical to the basal plane, 

whereas CNTs and fullerene molecules are regarded as 1D and 0D materials.  

 

1.1.2 Quantization of electronic states 

One of the most obvious consequences 

of size confinement in nanomaterials is the 

quantization of electronic states, which may 

result in drastic changes in electronic 

structures, and thus the properties of the 

materials.  One famous example is the 0D 

quantum dots whose properties such as optical 

absorption and emission wavelengths 

demonstrate strong dependence on size6.  This 

offers a new possibility to modify the 

electronic and optical properties of the material 

by controlling the size of the dots.  Another 

representative example is the 1D CNTs, which can be regarded as rolled graphene sheets with 

seamless junctures; on account of this relation, the electronic band structure of CNTs can be 

well-described by discrete cutting lines on the contour of the graphene band dispersion 

resulting from the quantization of electronic states along the circumferential direction of tubes 

(see Figure 2)7-8.  Depending on the dimensions, the resultant density of states (DOS), number 

of states at certain energy, are distinctive (see Figure 3); for example, the DOS in a 2D material 

is a step function (∝ E) with changing energy in contrast to that of 3D materials, where the 

DOS fall on a parabolic line (∝ 𝐸
1

2⁄ ). 

Figure 2. Schematic illustration of the 

quantization of electronic states in CNTs 

(adapted from ref. 8). The left part shows 

the scheme of cutting lines (allowed states) 

for CNTs on graphene cone-like band 

dispersion. The right part shows the 

corresponding DOS of CNTs exhibiting 

van Hove singularities that are unique for 

1D materials.  
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1.1.3 Enhanced many-body effects 

In general, many-body effects take into account the quantum mechanical corrections of 

the simple one-electron quasiparticle physical picture for the description of electron motion in 

solids.  In this description, the electrons are considered to be independent quasiparticles that 

experience an average electrical potential from all the other electrons.  The entities that may be 

present in the many-body effects in solids are interactions of electron–electron (e–e) and/or 

electron–hole (e–h).  In electronic systems with reduced dimensions, such interactions are 

significantly enhanced in comparison with the conventional 3D materials, resulting in the 

emergence of new electronic properties.   

For example, in 1D systems, e–e interactions become so strong that the Fermi electron 

gas model, which assumes the electrons are non-interacting particles, breaks down.  The new 

behavior of 1D electronic systems with strong e–e correlations, instead, are modeled as 

Tomonaga–Luttinger liquids (LL)9-10, wherein separate charge and spin collective waves are 

the meaningful excitations that are induced by external stimuli.  In these cases, the electron 

tunneling rate into LL and the conductance are suppressed to zero at zero temperature and zero 

voltage bias with a rise of power law in increasing temperature and voltage (see Figure 4a)11.  

This LL is stable at room temperature, indicating anomalous strong e–e interactions in the 

Figure 3. Typical and distinctive electronic DOS for 3D, 2D, 1D and 0D systems, 

respectively. 
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systems of 1D metallic CNTs (see figure 4b)12.  The e–ph interactions in 2D electronic systems 

are also significantly enhanced.  For example, the phase transition temperature into a charge-

density-wave (CDW) in the monolayer NbSe2 increases from 33 K in the bulk to 145 K13-14.  

Due to the strong Coulomb interactions in nanomaterials with a largely reduced 

dielectric screening effect, photo-excited charge carriers can form bound states of excitons (e–

h pairs), trions (charged excitons), and bi-excitons with large binding energies Eb, resulting in 

a large energy change in the optical excitation compared with that of a simple one-particle 

bandgap excitation.  Examples are 1D semiconducting CNTs (see Figure 5) and monolayer 

2D semiconducting TMDCs, both of which have been found to have ≈ 0.5 eV Eb in the 

excitonic states15-18, which is one order of magnitude larger than those found in conventional 

semiconductors such as GaAs quantum wells (tens of milli electron-volts)19.  Metallic systems 

Figure 4. Experimental 

observations of LL behaviors in 

metallic CNTs. (a) Differential 

conductance versus eV/kT 

showing a clear power law 

dependence of transmission 

probability on temperature and 

voltage (ref. 11).  (b) LL plasmons 

in a metallic CNT observed at 

room temperature with 6.1 µm 

light excitation (ref. 12). The scale 

bar in (b) is 100 nm.    

Figure 5. Bound exciton in CNTs.  

Two-photon absorption accesses 2p 

excitonic state and photoluminescence 

occurs from the lowest 1s state. 

Binding energy Eb is defined as the 

energy difference between continuum 

state (free electron and hole) and 

excitonic 1s state and estimated to be ≈ 

0.5 eV. The figure is adapted from refs. 

15 and 22.   
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in reduced dimensions can even form excitonic bound states20.  Investigating and understanding 

the many-body excitonic effects in nanomaterials is of significant importance for their potential 

applications in optoelectronics21-22.   

 

1.1.4 Environmental effect and tunability 

Nanomaterials generally demonstrate significant chemical reactivity, making them 

susceptible to changes in their chemical environment.  This reactivity offers an additional 

method for tuning and controlling the properties of the materials, a method that is not possible 

with conventional 3D materials.  In nanomaterials, the external stimuli such as electric and 

Figure 6. Switching and active control of plasmon wavelength (λp) in graphene 

nanostructures. The bottom panel shows the extracted plasmon wavelength as a function of 

gate voltage also as a function of Fermi energy (EF). The upper penal shows the 

corresponding position of EF in different gating conditions. When the EF is in close vicinity 

of Dirac point, plasmons are damped out by the excitation of inter-band transitions, and no 

plasmon features were observed (red shading). As changing the EF away from the Dirac point, 

the plasmons were switched on, and its wavelength can be continuously tuned. Note that the 

wavelength of illuminating photons is 11.06 µm which is significantly confined by more than 

40 times in the graphene plasmons. The figure is adapted from ref. 25.          
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magnetic fields or interactions with substrates can effectively couple with all the atoms in the 

materials, thereby enabling greater control of the optical and electronic properties.  Recently, 

substantial research efforts have been invested in the realization of this kind of control, which 

has significantly advanced the understanding of the underlying physics and development of 

nanotechnology. 

Unlike the chemical doping 

that is used in 3D semiconducting 

materials, electrostatic gating is one 

of the most popular ways to precisely 

control the carrier densities and 

position of the Fermi level (EF) in 

nanomaterials.  This unique property 

of nanomaterials arises from the 

effectively coupled field-effect, 

which is largely screened out in 3D 

materials.  Numerous research 

endeavors have taken advantage of 

this idea to realize functional nanodevices in electronics, optics, and optoelectronics.  For 

example, graphene has been exploited for use as 2D transparent metal contacts in place of metal 

leads.  This application takes advantage of the ability to tune the EF to reduce the height of the 

Schottky barriers by using an electrostatic gate23-24.  The same idea was also applied to 2D 

graphene plasmons (see Figure 6), where the wavelength of a strongly confined optical field 

in graphene (more than 40 times smaller than the illuminated photons) was tunable by an 

electrostatic gate25-26.  In monolayer MoS2 or WS2, the technique of electrostatic gating has 

been successfully applied for the effective tuning of the oscillator strength between different 

Figure 7. Gate-tunable transition temperature (Tc) of 

SC in few-layered MoS2 (adapted from ref. 29). 

Two electrostatic gates are applied to tune the 

carrier densities and Tc: liquid gate (VLG) and bottom 

gate (VBG).  
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bright excitonic states27 and for the control of the emission of second harmonic generations28.  

Induced superconductivity (SC) by electrostatic doping was also demonstrated in 

semiconducting TMDCs like MoS2
29 (see Figure 7) and WS2

30, and the transition temperature 

(Tc) can be tuned by varying the amount of doping.  Phase transitions such as CDW also show 

good gate-tunable behavior in layered metallic TMDCs31-32.  

The substrate effect (one of the environmental effects) can play an essential role in the 

properties of nanomaterials.  The substrate effect has only a minor effect on conventional bulk 

materials, however, this effect is magnified in nanomaterials, because most of the atoms are 

subject to the direct influence from the substrate (except for suspended ones).  As a result, the 

optical and electrical properties of nanomaterials are largely influenced by the coupling with 

underlying substrates.  For example, by careful selection of good substrates and dielectric 

materials for  

graphene33 (see Figure 8) and TMDCs34 devices, carrier mobility can be significantly increased.  

The mechanism of the recently discovered 2D SC and the enhanced Tc (see Figure 9), although 

not yet clear, may be associated with substrate doping and the direct coupling of substrate 

Figure 8. Mobility enhancement in graphene devices sandwiched by hBN (adapted from 

ref. 33). (a) Schematic of BN/Graphene/BN sandwiched structure. (b) Optical image of 

BN/Graphene/BN structure prior to the device process. (c) Room temperature mobility of 

a BN/Graphene/BN device as a function of carrier densities with comparison with various 

semiconductors such as Si, GaAs, etc. The dashed line shows the calculation results of 

acoustic phonon-limited carrier mobility of graphene. (d) Extracted carrier mean free path 

of so-prepared graphene devices with different channel lengths, which exhibits a clear 

ballistic transport behavior at low temperature.  
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phonons with electrons in the materials.  This offers a new, exciting possibility to find novel 

2D superconductors through the careful selection of substrate materials35-37. 

 

1.1.5 Importance of symmetry 

The concept of symmetry plays a universal and essential role in determining the 

physical properties of molecules and crystalline solids; often many of the related physics can 

be largely, at least in a qualitative level, predicted and explained from the symmetry point of 

view38.  A well-known example in nonlinear optics is the phenomenon of second harmonic 

generation (manifested by the doubling of a photon’s frequency), which only appears in solid 

materials that do not have an inversion center (breaking inversion symmetry)39.  A change in 

symmetry is a necessary consequence when the dimensions of materials are reduced from 3D 

to 2D and 1D.  As a result, new and different physics may exist in nanomaterials owing to the 

symmetry changes.   

Figure 9. Superconductivity above 100 K of single-layer FeSe on doped SrTiO3 substrate 

(adapted from ref. 36). (a) Scanning tunneling microscope (STM) image of as grown FeSe 

thin films on SrTiO3 by molecular beam epitaxy (MBE). Inset shows a close-up view of 

single-layer FeSe. (b) A enhanced Tc (> 100 K) was found by a four-probe electrical 

measurement for a single-layer FeSe on SrTiO3.   
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Additionally, the symmetry (or environmental symmetry) of low-dimensional materials 

can be effectively modified by applying an electric or magnetic field40-43.  All of these 

combined properties, in principle, can provide nanomaterials with the ability to explore new 

physics as well as a way to manipulate them.  In the following text, I will present several 

representative examples to emphasize the important roles and implications of symmetry in 

nanomaterials that can be utilized to manipulate and control physics, from a symmetry point of 

view. 

The symmetry point group in monolayer TMDCs (e.g., MoS2, WS2) is D3h, which has 

been reduced from D6h in bulk (or even layer numbers); the critical difference between the 

monolayer and bulk is the lacking of inversion symmetry in the monolayers.  As a result of this 

break of symmetry, in addition to the real spin and charges, a new degree of freedom (DOF) 

for carriers, called valley (or pseudospins) appears in these 2D electronic systems.  This new 

DOF for carriers has contrasting physical properties in K and −K valleys such as opposite 

optical selection rules and opposite Berry phases or curvatures44 (see Figure 10).  These 

Figure 10. Schematic illustration of valley physics in monolayer TMDCs that are lacking 

in inversion symmetry (adapted from ref. 44). (a) Scheme of the electronic band structure 

of a monolayer TMDC. K and −K points at corners of the first Brillouin zone are called 

valleys which are energetically degenerate. States at K and −K are transformed via time 

reversal symmetry (TRS). Thanks to the breaking inversion symmetry in monolayers, 

valley-contrasting physically observable quantities such as magnetic moments, Berry 

curvature are finite (non-zero) at K and −K. The spin and valley states are coupled in K 

and −K. (b) Schematic showing the opposite optical transition rules at K and −K valleys: 

left-hand (σ+) circularly polarized light only couples with optical excitation and/or 

emission in K valley, whereas right-hand (σ-) circularly polarized light only interacts with 

that in −K valley.  
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emerging 2D materials provide a novel possibility for the study of the interplay between the 

DOF for carriers in individual single materials and hold a new and promising potential towards 

the development and realization of 2D spintronics45-46.   

Intrinsic bilayer graphene (Bernal stacking) has no bandgap due to possession of an 

inversion point in the middle of the two graphene layers.  However, a bandgap of hundreds of 

milli electron-volts can be induced by breaking the electrostatic potential symmetry between 

the two constituent layers by applying a static electric field vertical to the bilayer planes47-48 

(see Figure 11).  On the basis of this induced bandgap, topology-protected chiral valley 

currents in bilayer domain boundaries have been observed49.  Similarly, breaking the inversion 

symmetry of graphene by placing it on top of hBN results in the detection of topological 

currents from different valleys (K and −K), without breaking time reversal symmetry (TRS)50.  

This effect can be exploited for information processing based on the valley DOF, similar to 

that of information holding in monolayer TMDCs. 

Figure 11. Bandgap opening in bilayer graphene by breaking the electric potential symmetry 

of the two graphene layers via a vertical electrical field (adapted from ref. 47). (a) Pristine 

bilayer graphene has no bandgap; however, gated by vertical electrical field, the bandgap Δ 

can be opened while EF is shifted. (b) Bandgap opening in bilayer graphene under different 

electrical displacements that is probed by infrared optical absorption spectroscopy. As large 

as ~ 250 meV gap was opened at a displacement of 3.0 V nm-1 (purple curve).  
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Not only does the global symmetry play an essential role in determining properties, but 

local symmetry is also important for the determination of the physical properties of 

nanomaterials.  For example, resulting from the very close lattice constant between graphene 

and hBN (only 1.8% mismatch), graphene on BN with nearly 0° rotation forms Moiré patterns 

with a large period (≈ 14 nm).  The asymmetry between two carbon atoms inside each graphene 

unit cell (A–B asymmetry) is induced by the difference in potential between the underlying 

boron and nitrogen atoms in hBN. As a result, the bandgap in graphene is opened51-52 (see 

Figure 12). 

Artificially made van der Waals-coupled 2D heterostructures53 also offer a unique 

opportunity to probe the elementary problems that were not previously accessible using bulk 

materials.  For example, the “Hofstadter butterfly,” which has been theoretically predicted in 

1976 but never experimentally observed in magnetotransport due to the enormous magnetic 

field required54, was recently observed in the graphene–hBN heterostructure51-52.  The titanic 

Figure 12. Bandgap engineering of graphene on hBN (adapted from ref. 52). (a) Structure 

model of graphene on top of hBN with a mutual twisted angle of 0°. Yellow arrows show 

the lattice vectors of Moiré pattern formed; length of the vectors is ≈ 14 nm which is more 

than 50 times longer than that of pristine graphene. One important consequence is that the 

symmetry of gaphene sublattice (two carbon atoms in unit cell) breaks in the graphene-hBN 

heterostructure. (b) Pristine band structure of graphene with zero bandgap. (c) Band structure 

of graphene-hBN heterostructure in which the bandgap Δ was opened due to the induced 

asymmetry between graphene sublattice in potential by underlying hBN. Additional cone-

like features in the valence band side are due to electron scattering from the periodical Moiré 

potential.   
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size of the graphene supperlattice (≈ 14 nm) enabled the quantum flux per unit cell to easily 

access and extend the previous limitation (to achieve Φ/Φ0 > 1, where Φ0 is the magnetic flux 

quantum) at a moderate magnetic field, thereby leading to the first observation of the 

“Hofstadter butterfly.”  
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1.2 Importance of the study of individual nanomaterials with known structures   

 As reviewed above, many of the unique properties of nanomaterials and their active 

control result from the effect of size confinement.  In order to accurately define the physical 

structures of nanomaterials, parameters such as diameter, thickness, mutual orientation, and 

stacking orders need to be known.  The need to understand the exact structure of nanomaterials 

is magnified because their synthesis frequently gives a mixture of materials with different 

physical structures that can exhibit distinctive properties.  This has led to an enormous effort 

in the selective and controllable synthesis of nanomaterials55-60, as well as in post separation 

and purification61-65 to obtain a single species with a well-defined structure.  However, even if 

synthesis of a pure nanomaterial was achieved, this would still be insufficient for the studies 

of the fundamental properties of nanomaterials.  Individually isolated nano-objects are required 

to probe the intrinsic physical properties of the nano-object without the impact of interactions 

from other materials66.  In the following text, I will present two examples that demonstrate the 

necessity and importance of investigating individual nano-objects with known structures. 

As-grown, single-wall carbon nanotubes (SWCNTs) samples always contain a mixture 

of different species with a variety of physical structures or chiralities (n, m); the electronic band 

structure of SWCNTs strongly depends on the detailed chirality (n, m)7, 67.  A SWCNT can be 

regarded as a single graphene sheet rolled along a vector Ch (Ch = na1 + ma2, where a1 and a2 

are unit vectors of a 2D graphene sheet), as shown in Figure 13a.  Depending on the direction 

and length (namely diameter) of Ch, tubes with different physical structures are formed, which 

are uniquely defined by different sets of (n, m).  More importantly, the electronic states can 

only assume discrete values owing to the finite size of Ch.  Figure 13b shows the corresponding 

BZ of graphene, where a series of parallel equidistant cutting lines represent the available states 

for a SWCNT with chirality (4, 2).  The location of these parallel equidistant cutting lines on 

the graphene BZ relies on the specific chirality (n, m); as a result, the electronic band structure 
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of a SWCNT relies on the specified chirality (n, m).  Depending on the (n, m), SWCNTs can 

be either metals (m-) or semiconductors (s-), and the bandgap of the semiconducting species 

decreases with increasing tube diameter.   

Figure 14 shows a simple schematic illustrating the electronic band structure (close to 

EF) and the corresponding DOS of an s-SWCNT obtained from the concept of cutting lines on 

graphene band dispersion.  The intimate structure–property correspondence present in 

SWCNTs indicates that an exploration of the fundamental physical properties requires to 

understand wall structures at the individual tube level; else, the charity-dependent physics and 

underlying mechanism will be elusive because of the involvement of different distinctive 

species.  For example, the 1D transport nature (e.g., ballistic transport due to the lack of back-

scatterings) could not be observed and revealed in the electrical measurement of SWCNT 

networks or thin films68, compared with the individual cases69.  The optical properties of 

SWCNTs were best elucidated only when looking at individual nanotubes with known 

structures12,70-71. 

Figure 13. Definition of detailed physical structure (chirality) of a SWCNT (4,2) and the 

scheme of cutting lines for understanding the electronic band structure of SWCNTs 

(adapted from ref. 67). (a) A CNT with a chirality (4,2) is constructed by rolling a single 

graphene sheet along Ch = 4a1+ 2a2. The region enclosed by two vectors Ch and T is the 

unit cell of this CNT and θ is its chiral angle. Depending on the value of θ, so-constructed 

CNTs can be armchair (θ = 30°), zigzag (θ = 0°) and chiral tubes (0° < θ < 30°). (b) Scheme 

of cutting lines (available states) of this (4,2) tube on graphene BZ (constructing unit vectors 

b1 and b2). K1 and K2 correspond to vectors of Ch and T defined in the reciprocal space. The 

equidistant cutting lines parallel to K2 are the available states for the (4,2) carbon nanotube 

resulting from state quantization along K1 (Ch).  
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The thickness or layer numbers 

of the layered 2D semiconducting (s-) 

TMDCs (restricting our discussion to 

the most common and stable 2H-

phase), which are van der Waals-

coupled between different constituent 

layers, plays an essential role in the 

electronic band structure, and thus in 

all the relevant optical and electronic 

properties.  Both theoretical 

calculations and experimental results (see Figure 15) show that monolayer s-TMDCs become 

direct bandgap semiconductors with a conduction band minimum and a valence band 

maximum at the corners (K or −K) of the first BZ, whereas samples with two or more layers 

possess indirect bandgaps72-75.  Direct bandgaps lying inside the visible light range in 

monolayers result in great potential for their applications in optoelectronics.  This has strongly 

driven significant research interests and effort in the development of and improvement in layer-

number-controlled synthesis of 2D s-TMDCs atomic layers76-77.  In addition to the type of 

bandgaps, only s-TMDCs with an odd number of layers show intrinsic valley-related physics 

due to break in the inversion symmetry.  For example, monolayer MoS2 samples can show 

selective valley optical absorption and emission, the valley-Hall effect, while no such 

phenomena are observed in the bilayers78-81. 

    

 

 

Figure 14. Schematic of electronic band structure 

of an s-SWCNT derived from the scheme of cutting 

lines on the graphene band dispersion and the 

corresponding DOS.  Two of the dipole-allowed 

optical transitions donated as S11 and S22 are also 

shown.   
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Figure 15. Direct bandgap in monolayer MoS2. (a) Photoluminescence (PL) from 

monolayer and bilayer MoS2 nanoflakes (ref. 73). PL from monolayer MoS2 is very strong 

in contrast with bilayer 2H-MoS2. Inset shows the layer-number-dependence of PL 

quantum yield. (b) Calculated band structure for 4L, 3L, 2L and 1L MoS2 in which a 

transition from indirect bandgap to direct bandgap occurs as the sample thickness 

decreases to 1L (ref. 74).     
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1.3 Overview of this study 

Our research interest lies in probing the intrinsic physical properties of nanomaterials 

with a focus on investigation of the electronic and optical properties of discrete nano-objects 

with defined structures.   

  (1) Probing the effect of van der Waals interaction on the electronic structures in 

double-wall carbon nanotubes (DWCNTs) (Chapter 2).  In this project, we found out that the 

van der Waals interaction, which is normally considered a weak interaction, can be fairly strong 

such that the electronic structures of each constituent SWCNTs are changed.  We directly probe 

this modification of electronic structures by simultaneously determining the physical structure 

of individual DWCNTs (chirality of each tubes) and the optical transition energies of the 

DWCNTs. By comparison with the optical transition energies in isolated SWCNTs with the 

same chirality, the degree of shifts of optical transition energies in DWCNTs are determined 

and used for estimating the coupling strength resulting from the van der Waals interactions 

between two SWCNTs.  We found that most of the transitions in DWCNTs show redshifts 

(decreased transition energies), and the energy shifts can be as large as 0.2 eV (that is around 

10% of the original transition energies) depending on the electronic types of constituent tubes.  

We explain these experimental observations in the context of dielectric screening.  In addition, 

we emphasize that the effect of direct orbital coupling may also widely exist in the 1D van der 

Waals-coupled systems to account for the observed blue shifts and new transitions that are 

found in our study.  Further works are definitely needed to contribute to full understanding of 

the physical mechanism on the issue of effect of 1D van der Waals interactions on the electronic 

structures.  

(2) Direct growth of individual thickness-identified ultra-thin metallic TMDCs (NbS2) 

on hBN substrates by CVD (Chapter 3).  Owing to the enhanced e–e and/or e-ph interactions 
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and strong influence from the substrate effect, 2D metals are ideal platforms to study the rich 

physics resulting from such interplay.  Novel 2D superconductors with tunable Tc may be found 

in new 2D metals; effective and efficient control of light–matter interaction may also be 

achieved by the plamons in 2D metals with expected low-loss and tunable wavelength.  

However, it has been remaining a challenge for the synthesis and isolation of 2D metallic layers 

presumably because of the strong metallic bonds between layers.  By utilization of a triple-

furnace CVD scheme and hBN as a growth substrate, we have successfully grown ultra-thin 

NbS2 atomic layers down to the monolayer limit.  We provided fundamental structural and 

spectroscopic characterizations on the newly-prepared 2D metallic layered system.  Sample 

characterizations by microscopy such as AFM, TEM, SEM, as well as by spectroscopy such as 

Raman, XPS, EELS have been performed to show the phase purity and high crystallinity of so-

prepared 2D NbS2.  Our transport data (with temperature-dependence) have confirmed the 

metal nature of the 2D NbS2, which is consistent with theoretical calculations.  We have 

demonstrated that the epitaxial growth mode is the growth mechanism of NbS2 on hBN with a 

very clean interface between them.  We concluded that growth substrates play an essential role 

in the successful growth of 2D metallic TMDCs (NbS2) for the first time.   This developed 

synthetic route can be generalized to the growth of other 2D metals, thereby opening up a new 

avenue to explore rich physics that may exist in them.  We hope that this study can lead us to 

find novel 2D superconductors, with high Tc, by a careful selection of substrates and subsequent 

high-quality growth of 2D metals on top of them.   

(3) I will report the recent progress of my ongoing work in Chapter 4.            
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Chapter 2 | Rayleigh scattering studies on interlayer interactions in 

structure-defined individual double-wall carbon nanotubes 

2.1 Introduction 

2.1.1 Interlayer interactions in van der Waals-coupled systems  

There are numerous layered materials in nature that are coupled by van der Waals force.  

Since van der Waals force is a weak force, it is generally believed that it should have small 

effect on the electronic properties in layered systems which are coupled by van der Waals force 

between layers.  However, recent studies on 2D materials has revealed that interlayer van der 

Waals coupling may also play an essential role in determining the electronic structures, and 

thus electronic and optical properties, of layered 2D materials.  Experimental studies on bilayer 

graphene, for example, have shown that the coupling strength between two graphene layers 

depends on the mutual orientation; the energy at which van Hove singularities appear in the 

band dispersions relies on the twisted angles between two layers1-2.  Notable changes in 

graphene electronic spectra have been observed in van der Waals graphene/hBN 

heterostructures, where a global bandgap is opened in graphene by break of A-B sublattice 

symmetry3-4.  Interlayer interaction that has been believed weak in van der Waals system has 

also led to a drastic indirect-to-direct bandgap transition when the number of layers in 

molybdenum disulfide (MoS2), tungsten disulfide (WS2), etc. changes from two to monolayer, 

making these new layered materials very attractive and promising in photonic and 

optoelectronic applications5-6.  

Interlayer coupling by van der Waals interaction also widely exists in 1D systems.  For 

example, carbon nanotubes8, boron nitride nanotubes9, and MoS2 nanotubes10 are 1D 

multilayer nanostructures in which interaction between component layers is van der Waals 

force by nature.  Strong mechanical coupling (phonon coupling) has been recently reported in 
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double-wall carbon nanotubes (DWCNTs), that are composed of two carbon nanotubes nesting 

in a concentric manner, where the zone-center phonon frequencies (e.g., radial breathing 

modes) have been drastically modified compared with those in each original tubes on account 

of the interlayer van der Waals coupling11-12.  By the same token, electronic structures, and thus 

electronic properties of DWCNTs, should also be strongly affected by the van der Waals 

interaction.  Although interlayer coupling is essential to understand the properties of multilayer 

one-dimensional systems, experimental study on the interlayer coupling effect on the electronic 

properties has so far been limited, and the coupling effect is still elusive. 

DWCNTs are one of the most ideal and fundamental systems to explore such interlayer 

coupling in 1D systems13.  Furthermore, DWCNTs are the simplest multilayer CNTs, where 

each CNT has well-defined structure known as chirality (n,m); therefore, the physical structure 

of a DWCNT can be represented by (ni,mi)@(no,mo), where (ni,mi) represents the chirality for 

inner tube and (no,mo) denotes that for outer tube.  Since an individual single-wall carbon 

nanotube can be either a metal or a semiconductor depending on the specified chirality, 

DWCNTs can be categorized into 4 groups: semiconducting@semiconducting (S@S), 

metallic@semiconducting (M@S), semiconducting@metallic (S@M) and metallic@metallic 

(M@M) (see Figure 1).  To date, no detailed spectroscopic experiments have been reported on 

individual chirality-defined DWCNTs, and the effect of the interlayer coupling on electronic 

structures has remained elusive14-16.   

 

Figure 1. Structure model for DWCNTs that are categorized into four types. 
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2.1.2 Electron microscopy and Rayleigh scattering spectroscopy on individual CNTs  

Electron microscopy (diffraction) is a very powerful technique for the chirality 

determination of individual isolated CNTs with high precision and being applicable to large 

diameter tubes17-20.  Schematic in Figure 2 illustrates a typical simulated diffraction pattern for 

a SWCNT with denoting important features and parameters for chirality assignment.  Two sets 

of hexagons arising from diffraction patterns from graphene hexagonal lattice are oriented with 

an angle, which corresponds to the chiral angle of the tube.  The intensity distributions for 

oscillation lines are different-order Bessel functions (Fourier transform for cylindrical 

coordinate) as donated; for example, intensity distributions along the equatorial line, l2, and l1 

are the zero-order (approximated), n-th order and m-th order Bessel functions.  The oscillation 

period D along equatorial line is approximated to be the inverse of tube diameter 1/d.  By 

measuring the distances between equatorial line with l1 and l2, that is D1 and D2, together with 

the oscillation period D, we can obtain the value of n and m by the following relations: 

𝐷1 =  
2𝑛+𝑚

√3𝜋
𝐷 (Eq. 1),  

Figure 2. A typical electron diffraction pattern (simulated) from an individual SWCNT 

(n,m) (adapted from ref. 17).  
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𝐷2 =  
2𝑚+𝑛

√3𝜋
𝐷 (Eq. 2). 

Similarly, chirality assignment of DWCNTs can be achieved.  In this case, two 

oscillation periods e and E present along the equatorial line in the diffraction patterns (see 

Figure 3).  The diffraction intensity from outer tube is stronger than that form inner tube, which 

can readily be used to differentiate two tubes.  By measuring the do2, do3, di2, di3, e and E, we 

can obtain the chirality (ni,mi)@(no,mo) of an isolated DWCNT the following by relations:  

𝑛𝑜 =  
𝜋

√3
(2𝑑𝑜3 − 𝑑𝑜2)(

1

𝑒
+

1

𝐸
) (Eq. 3), 

 𝑚𝑜 =  
𝜋

√3
(2𝑑𝑜2 − 𝑑𝑜3)(

1

𝑒
+

1

𝐸
) (Eq. 4), 

𝑛𝑜 =  
𝜋

√3
(2𝑑𝑖3 − 𝑑𝑖2)(

1

𝑒
−

1

𝐸
) (Eq. 5), 

  𝑛𝑜 =  
𝜋

√3
(2𝑑𝑖3 − 𝑑𝑖2)(

1

𝑒
−

1

𝐸
) (Eq. 6).   

Figure 3. Experimental electron diffraction pattern 

for an individual DWCNT whose chirality is 

assigned to be (16,6)@(22,11).  



30 
 

Through the pattern analysis, the chirality of this DWCNT is determined to be (16,6)@(22,11).  

The assigned chirality can be directly compared with simulated pattern to further confirm the 

results. 

Rayleigh scattering spectroscopy was first developed and applied to probing the optical 

transitions of individual carbon nanotubes in 2004 by groups in Columbia University21-22.  

Figure 4 shows the optical set-up for Rayleigh scattering measurements on individual free-

standing carbon nanotubes23.  The spectra were taken over a broad range of photon energy from 

1.2 eV – 2.7 eV enabled by sample illumination by a continuous wave (CW) supercontinuum 

laser beam.  In this range, we usually probe optical transitions of S33, S44 and M22, etc. for tubes 

with medium diameters (for example, 1.5 nm – 2.5 nm).  The measured intensity (or cross-

section σ) is proportional to ω3|χ(ω)|2, where χ(ω) is the complex electric susceptibility of CNTs.  

For an excitonic transition χ(ω) can be modelled by a Lorentianz profile  

𝜒(𝜔)~ [(𝜔0 − 𝜔) − 𝑖𝛾/2]−1 (Eq. 7), 

where ω0 is the resonant frequency, γ is a phenomenological width24.  Therefore, the resonant 

transition energies and the corresponding peak widths can be extracted by fitting the 

experimental spectra by ω3|χ(ω)|2.  Non-resonant contributions to χ (away from ω0), e.g., from 

the tails of neighboring resonances, or the onset of free-carrier transitions are responsible for 

the typical asymmetric line shapes as shown in the figure.  Rayleigh scattering spectroscopy is 

a spectroscopic probing technique that enables individual CNT spectroscopy with a broadband 

energy resolution and noninvasive nature.  For convenience and consistency of discussion 

throughout the thesis, we respectively denote the i-th order optical transition from 

semiconducting and metallic CNTs by Sii and Mii; Mii
- and Mii

+ represent the i-th order low- 

and high-energy transitions of metallic tubes resulting from the trigonal wrapping effect25. 
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Figure 4. Rayleigh optical set-up and 

typical Rayleigh spectrum from an 

individual CNT (16,12) (adapted from 

ref. 23).  
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2.2 Experimental 

A direct chemical vapor deposition (CVD) method has been developed for the 

preparation of air-suspended long and clean individual DWCTNs for probing the effect of 

interlayer interactions on electronic structures in DWCNT systems.  As shown in Figure 5, 

very clean air-suspended individual DWCNTs on an open slit with a width of ~ 30 µm can be 

prepared.  Here, we used the CVD method with alcohol as the carbon source and Fe as the 

Figure 6. Schematic showing experimental configuration for 

simultaneous structural indexing and spectroscopy characterization 

for an individual free-standing DWCNT.  

Figure 5. TEM images of air-suspended individual DWCNTs grown by alcohol catalytic 

CVD across an open slit. Note that the so-grown tubes are very clean with minimal amount 

of impurities such as amorphous carbons. The scale bar shown in the first image is 2 nm.  
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catalyst.  We then directly apply two experimental techniques, Rayleigh scattering 

spectroscopy and transmission electron microscopy, on the same individual DWCNTs that are 

prepared in a suspended manner without being effected by the underlying supporting materials 

as depicted in a schematic in Figure 6.  We thus can achieve a simultaneous determination of 

the optical transition energies and precise chiral indices of the same individual DWCNTs by 

the combination of Rayleigh scattering spectroscopy and electron diffraction.  

Figure 7 shows the photo of part of the Rayleigh set-up used in this study (collaboration 

with Prof. Kazunari Matsuda and Assoc. Prof. Yuhei Miyauchi in Kyoto University).  Figure 

8 shows the schematic representation for the optical Rayleigh set-up used in this study.  

Figure 7. Photo of Rayleigh set-up in the vicinity 

of sample position used in this study.  

Figure 8. Schematic representation for the optical Rayleigh set-up used in this study. We 

used CW supercontinuum white light as illumination source (1.2 eV – 2.7 eV) which 

enabled a broadband spectroscopy measurement. We used a polarized light to illuminate 

samples with the polarization in concert with the tube axis (as shown in the figure). We used 

a beam splitter to image suspended tubes and to measure the spectroscopy.   
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Electron diffraction was performed on tubes in the vicinity of edge of slit, whereas 

suppercontinuum laser beam was focused on the center of the suspended tubes to avoid the 

effect of electron-beam-induced damages on the Rayleigh scattering spectra.  The so-prepared 

DWCNTs have shown the same wall structures without alternations over long range (at least ~ 

30 µm) which enables us to directly correlate the Rayleigh spectra for individual DWCNTs to 

the chiral indices determined by electron diffraction.  One of the confirmation results is shown 

in Figure 9.  Prior to probing the interlayer coupling effect in DWCNT systems, we confirmed 

Figure 9. An example showing the structure rigidity of a free-standing DWCNT (no 

alteration of chiral indices). (a) An electron diffraction pattern taken close to one edge of 

the slit. (b) Electron diffraction pattern of the same tube taken close to the other edge of 

the slit. The two places are ~ 30 µm apart. (c) A diffraction simulation pattern of a (23, 

4)@(22, 18) DWCNT which is identical with experimental patterns shown in (a) and (b). 

Figure 10. Electron microscopy and Rayleigh scattering spectroscopy characterization on 

a suspended SWCNT. (a) Electron diffraction pattern and diffraction simulation of a 

SWCNT (29,14). (b) Corresponding Rayleigh spectrum with peak fitting.  Note that the 

intensity ratio M22
+/M22

- is smaller than 1.  
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the validity and precision of the combinational Rayleigh scattering spectroscopy and electron 

microscopy on individual SWCNTs.  One of the typical results is presented in Figure 10, where 

experimental electron diffraction pattern, simulated pattern, and corresponding Rayleigh 

spectrum are shown.  By careful pattern analysis based on Eq. 1 and Eq. 2, the chirality of this 

SWCNT was determined to be (29,14), which is a metallic tube.  This chirality assignment was 

further corroborated through detailed comparison with simulated patterns in which the 

experimental result is in excellent agreement with the simulated (29,14) SWCNT.  All the 

measured optical transition energies at 1.81 eV, 1.93 eV and 2.53 eV probed by Rayleigh 

scattering measurements, were successfully assigned to M22
-, M22

+ and M33
- transitions of (29, 

14) SWCNT, respectively, which are well-consistent with the previous results26. 
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2.3 Results and discussion 

2.3.1 Rayleigh spectroscopy on S@S DWCNTs 

Figure 11a shows the Rayleigh spectrum for the chirality-identified DWCNT (16, 

6)@(22, 11), in which three distinct transitions peaked at 1.63, 1.90, and 2.05 eV are identified 

by fitting each peaks using relation ω3|χ(ω)|2 and (Eq. 7) introduced in 2.1.2.  The origin of 

small peaks at 1.81 and 2.25 eV is assigned to be the phonon sideband27.  Figure 11c is the 

TEM image of the same DWCNT with showing clear a double wall structures.  Through pattern 

analysis by using the Eq. 3 – Eq. 6 introduced in 2.1.2, the chirality of this DWCNT is uniquely 

determined to be (16,6)@(22,11); the experimental result is in very good accordance with the 

simulated pattern with a chirality of (16,6)@(22,11) as shown in Figure 11b.  The optical 

transitions from inner- and outer tubes have successfully been assigned as shown in Figure 

11a; the three peaks are S33 and S44 transitions of outer tube and S33 transition of inner tube, 

respectively.   As clearly seen in Figure 11a, good fitting of each peak by a single asymmetric 

Lorentzian profile indicates that optical transition in DWCNTs is also an excitonic process.   

Figure 11. (a) Rayleigh spectrum for a DWCNT (16, 6)@(22, 11) which is a S@S 

DWCNT.  Green circles are experimental data that can be fitted well by asymmetric 

Lorentzian profiles for each peaks (overall fit data is shown by orange curve). (b) Electron 

diffraction pattern and simulated pattern. (c) TEM image of the exactly same DWCNT 

(scale bar is 2 nm).  
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The peak fitting gives information on dephasing time (τ) of excitons since the full width 

at half maximum (FWHM γ defined in Eq. 7) of each transition is inversely proportional to τ.  

The observed γ for S33 and S44 of outer tube and for S33 of inner tube are 0.055, 0.079 and 0.078 

eV, respectively, which are larger than typical FWHMs of S11 in SWCNTs28.  We observed 

comparable γ and thus the dephasing time for DWCNTs (S33 and S44) and for SWCNTs.  Decay 

time of a few fs and a few tens of fs were reported by Hertel et al. and Lauret et al., 

respectively29-30, which are much shorter than the reported decay time in energy transfer 

between inner- and outer tube (time constant is ca. 150 fs)31; these experimental facts explain 

the comparable dephasing time observed here.  

Optical transition energies of each SWCNTs (16, 6) and (22, 11) in the DWCNT (16, 

6)@(22, 11) show red shifts in energy when comparing with those of isolated SWCNTs that 

were reported in previous work under similar experimental conditions26.  The values of red 

shifts are 0.07, 0.04 eV for S33 and S44 of outer (22, 11) tube and 0.09 eV for S33 of inner (16, 

6) tube, respectively.  The error is estimated to be ca. 6 meV, which is rather small relative to 

the shift values.  The average redshift in transition energies for S tubes is ca. 0.06 eV for S@S 

DWCNTs (total 15 transitions).  

 

2.3.2 Rayleigh spectroscopy on S@M DWCNTs 

The redshifts in transition energies in S@M DWCNTs are significantly larger when 

comparing with S@S DWCNTs.  Figure 12 shows a typical Rayleigh spectrum for an 

individual S@M DWCNT.  Figures 13a and 13b show the corresponding TEM image and 

electron diffraction pattern with simulated pattern for the same DWCNT.  The chiral index of 

this DWCNT is uniquely determined to be (26, 25)@(42, 18).  All the observed optical 

transitions in the spectrum are successfully assigned: M22
-, M22

+, M33
-, M44

-, and M44
+ for outer 
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metallic CNT and S55, S66 and S77 for inner semiconducting CNT.  Fitting by asymmetric 

Lorentizan profiles gives rise to redshifts of each transitions of 0.19, 0.16 and 0.09 eV for S55, 

S66 and S77 for inner tube and 0.05, 0.01, 0.08, 0.05 and 0.07 eV for M22
-, M22

+, M33
-, M44

-, and 

M44
+ for outer tube, respectively.  As we can see, the energy redshifts of M22

-, M22
+, M33

-, 

M44
-, and M44

+ are comparable to those in S@S.  However, the energy redshifts of S55, S66 and 

S77 are significantly larger than those in S@S.  The average redshift in transition energy of Sii 

in S@M DWCNTs (total 14 transitions) is 0.13 eV.  We realize that observed intensities of 

Mii
+ transitions are always weaker than those of low-energy counterparts Mii

-.  This observation 

in DWCNTs in conjunction with that in metallic SWCNTs (see Figure 10) is consistent with 

previous Rayleigh scattering cross-section calculation results32.  

Figure 12. Rayleigh spectrum for a 

S@M DWCNT that is determined to be 

(26, 25)@(42, 18).  

Figure 13. (a) TEM image of an isolated DWCNT that is assigned as (26, 25)@(42, 18). 

(b) Electron diffraction pattern (left) with comparison to the simulated one (right).  
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2.3.3 Discussion on redshifts in transition energies 

Total 29 optical transitions in chirality-identified individual air-suspended DWCNTs 

are examined very carefully.  The experimental results are summarized in Figure 14, Figure 

15, and Table 1.  Figure 14 summarizes the shifts in optical transition energies for 

semiconducting tubes (total 21 transitions) in both S@S and S@M configurations, and Figure 

15 summarizes the shifts in transition energies for all the tubes investigated, which includes 

the metallic species.  Details for each transitions, such as order of transitions, diameter, 

transition energies, etc. are tabulated in Table 1.  The integer numbers in Fig. 14, Fig. 15, and 

Table 1 donate the p values that can index the optical transitions in both semiconducting and 

metallic nanotubes.  For example, p = 1, 2, 3, 4, 5, 6, 7. 8, 9, 10 represent optical transitions for 

S11, S22, M11, S33, S44, M22, S55, S66, M33, S77.  As shown in Figs. 14 and 15, all the optical 

transitions (except for one data) display redshifts in energy relative to those in isolated 

SWCNTs.    

 

Figure 15. Shift profile for all the 29 optical transitions that were investigated in this study. 

The numbers donate the p values, where p= 2, 4, 5, 6, 7, 8, 9, 10 and 12 for S22, S33, S44, M22, 

S55, S66, M33, S77 and M44, respectively.  
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Figure 14. Summary of shifts in transition energies for semiconducting tubes in DWCNTs. 

The numbers donate the p values, where p = 2, 4, 5, 7, 8 and 10 are for S22, S33, S44, S55, S66 

and S77 transitions, respectively. 
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Table 1. Database for optical transitions in DWCNTs investigated in this study.  

  

 Transition p 
diameter 

(nm) 

p/diameter 

(1/nm) 

Transition energy 

of DWCNT_exp. 

(eV) 

Transition 

energy of 

SWCNT_ref. 

(eV) 

shift (eV) 

Inner 

(16,11) 

S22 2 1.841 1.086 1.84 2 -0.16 

S33 4 1.841 2.173 2.3 2.3 0 

Outer 

(20,17) 

M22- 6 2.512 2.389 2.06 2.13 -0.07 

M22+ 6 2.512 2.389 2.16 2.17 -0.01 

Inner 

(26,25) 

S55 7 3.459 2.024 1.7 1.89 -0.19 

S66 8 3.459 2.313 1.96 2.12 -0.16 

S77 10 3.459 2.891 2.45 2.54 -0.09 

Outer 

(42,18) 

M22- 6 4.176 1.437 1.33 1.38 -0.05 

M22+ 6 4.176 1.437 1.44 1.45 -0.01 

M33- 9 4.176 2.155 1.85 1.93 -0.08 

M44- 12 4.176 2.874 2.34 2.39 -0.05 

M44+ 12 4.176 2.874 2.59 2.66 -0.07 

Inner (12,10) S33 4 1.494 2.677 2.15 2.35 -0.2 

Outer (16,16) M22 6 2.17 2.765 2.38 2.38 0 

Inner (14,3) S22 2 1.231 1.625 1.32 1.34 -0.02 

Outer (23.3) 
S33 4 1.929 2.074 1.92 2 -0.08 

S44 5 1.929 2.592 2.09 2.11 -0.02 

Inner (16,6) S33 4 1.542 2.594 2.05 2.14 -0.09 

Outer (22,11) 
S33 4 2.279 1.755 1.63 1.7 -0.07 

S44 5 2.279 2.194 1.9 1.94 -0.04 

Inner (17,3) S33 4 1.463 2.734 2.43 2.53 -0.1 

Outer (27,1) 
S33 4 2.154 1.857 1.76 1.81 -0.05 

S44 5 2.154 2.321 1.98 1.94 0.04 

Inner (23,4) 
S33 4 1.976 2.024 1.68 1.76 -0.08 

S44 5 1.976 2.530 2.35 2.38 -0.03 

Outer (22,18) 

S33 4 2.717 1.472 1.37 1.42 -0.05 

S44 5 2.717 1.840 1.62 1.72 -0.1 

S55 7 2.717 2.576 2.23 2.28 -0.05 

S66 8 2.717 2.944 2.5 2.61 -0.11 

Note 1: p is 2, 4, 5, 6, 7, 8, 9, 10 and 12 for S22, S33, S44, M22-(+), S55, S66, M33-(+), S77 and M44-(+), respectively.   

Note 2: Transition energies of SWCNTs are referred to ref. 26. 
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(The following paragraph is adapted from my own published paper Nano Research 7, 1548 

(2014)) 

One of the most important factors to explain the observed redshifts in transition energies 

is the environmental dielectric screening effect.  In general, the transition energies of Sii or Mii 

(Eii) can be represented as 

𝐸𝑖𝑖 =  𝐸𝑜 +  𝐸𝑠 −  𝐸𝑏 (Eq. 8), 

where Eo, Es and Eb respectively correspond to one-particle energy (single-particle bandgap), 

self-energy (electron-electron interaction) and exciton binding energy (electron-hole 

interaction) as shown in Figure 16.  The 

term Es – Eb in (Eq. 8) corresponds to 

many-body Coulombic corrections to 

one-particle bandgap, which is 

inherently essential in one-dimensional 

systems such as CNTs33-34.  By theory, 

self-energy Es in CNTs is composed of 

two contributions: 1D long-range 

(length scale longer than the tube 

circumference), and 2D short-range 

(length scale shorter than the 

circumference) interactions35.  The 1D 

long-range contribution in Es and exciton binding energy Eb, which is also a 1D long-range 

interaction, almost cancel each other, leading to a moderate enhancement of the optical 

transition energies35-36.  The enhancement of the optical gap, therefore, predominantly arises 

from the 2D short-range interactions in Es term, which has a positive value.  As a result, the 

Figure 16. Schematic representation showing the 

relation between different parts of energy that 

determine optical transition energy Eii in CNT, 

and the effect of dielectric screening on the Es 

and Eb and thus the optical transition energy Eii. 

The physical meaning of Eo, Es, Eb, and Eii are 

explained in the main text. 
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measured optical transition energy Eii in CNTs always show a positive shift relative to single-

particle bandgap.  The 2D short-range interactions can be reduced by dielectric media around 

CNTs due to dielectric screening effect of Coulomb interactions, leading to redshift in the 

exciton energy levels in CNTs.  The observed redshifts in DWCNTs thus indicate that the 

interlayer dielectric screening of Coulomb interactions play an important role in optical 

transitions in DWCNTs.  The importance of interlayer screening in optical transitions in 

DWCNTs has also been pointed out by a recent theoretical calculation based on a static 

screened Hartree-Fock approximation within a kp scheme37.  In Fig. 14, distinct Coulombic 

screening effect between metallic CNTs and semiconducting CNTs can clearly be seen.  The 

redshifts of exciton energies in S@S are about 0.1 eV at largest, whereas redshifts of exciton 

energies for inner CNTs in S@M reach to 0.2 eV.  Theoretical calculations based on the static 

screened Hartree-Fock approximation have shown that the interlayer Coulombic screening 

causes redshift on lowest-lying exciton energies in DWCNTs, where the redshifts in S11 and 

S22 transitions of inner CNTs have been calculated to be 0.015 ~ 0.02 eV for S@S, and 0.02 ~ 

0.03 eV for S@M37.  The larger redshift predicted in S@M arises from strong screening by 

free electrons in metallic outer CNT; this fact is qualitatively consistent with the observed large 

redshifts in transitions of inner CNTs in S@M. 

The typical redshifts for S11 and S22 transitions in SWCNTs in various dielectric 

environments in previous studies were found in the range 0.01 ~ 0.05 eV38-39.  We observed 

much larger ~ 0.2 eV redshifts in our study for high-order optical transitions (primary S33 and 

S44) presumably due to the larger contribution of self-energy (Es) to the high-order excitonic 

transition energies.  One of the calculation works based on an extended-tight-binding model 

has shown that Es – Eb in SWCNTs with diameter of about 2 nm is 0.3 ~ 0.4 eV for S33 and S44, 

that is much larger than the value of 0.1 ~ 0.2 eV for S11 and S22
40.  The larger redshifts for 

high-order excitonic transitions found in DWCNTs are a direct consequence of larger reduction 
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of Es against Eb because of the larger contribution of Es to the optical transition energies.  We 

also note that the redshifts observed in DWCNTs are also larger (averagely speaking) than 

those in SWCNT bundles (~ 0.05 eV), which can be ascribed to the more effectiveness of 

interlayer dielectric screening in DWCNTs over SWCNT bundles41. 

 

2.3.4 Further remarks on interlayer interactions in DWNCTs 

Although the effect of interlayer dielectric screening reasonably explains the observed 

redshifts in optical transition energies in DWCNTs, occasionally, we also found blueshift in 

transition energies as already displayed in Figs. 14 and 15, as well as new optical transition 

peaks that are not belong to any of the original ones in SWCNTs in the chirality-identified 

Rayleigh spectra.  The two situations are shown in Figures 17a and 17b, respectively.   

Similar energy blueshifts (small probability with small shift values), were very recently 

observed by a Berkeley research group42.  The energy blueshifts were explained as a 

consequence of a direct hybridization of electron wavefunctions between inner- and outer tubes, 

which demonstrates a strong chirality-dependence relying on the specific chirality 

combinations.  Our data displayed in Figure 17a shows a blueshift of 0.04 eV in optical 

Figure 17. (a) Blueshift of S44 transition of outer tube in a (17,3)@(27,1) DWCNT. (b) New 

optical transition observed in a (14,3)@(23,3) DWCNT. In both figures, orange arrows 

mark transitions from outer tubes, and black arrows mark those from inner tubes.    
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transition energy for S44 for outer tube in a (17,3)@(27,1) DWCNT.  The observations of 

blueshifts in optical transition energies in DWCNT systems have not been reported before.  

Figure 17b shows one of the typical examples of presence of new optical transitions 

revealed in Rayleigh spectra as marked.  The origin of this new peak must arise from radically 

strong interlayer interaction between two tubes that are both near-zigzag tubes.  Our 

experimental observation is consistent with a recent calculation work in which a spectacular 

electronic structure variations in 1D Moiré crystals formed by two rigid CNTs without 

commensurability were shown43.  Figure 18 shows one of the calculated results for a DWCNT 

(26,3)@(35,3) comprising two semiconducting near-zigzag tubes43.  Figure 18a shows the 

calculated band structure of a (26,3)@(35,3) DWCNT without interlayer coupling, whereas 

Figure 18b shows the band structure with direct orbital coupling between tubes.  As clearly 

seen, drastic band variations (formation of localized insulating states) were induced when the 

interlayer coupling is switched on.  Figure 18c shows the calculated density of states (DOS) 

for the plain SWCNTs (blue and red dashed lines) and coupled DWCNT (black lines).  The 

Figure 18. Calculation results of interlayer coupling effect on the electronic band structure in 

a DWCNT (26,3)@(35,3) (adapted from ref. 43). (a) Band structure for the decoupled 

DWCNT. (b) Band structure for the coupled case. (c) Calculated density of states (DOS). 

Black lines show the DOS for the coupled DWCNT; blue and red dashed lines show the 

corresponding DOS for plain outer (35,3) tube and inner (26,3) tube, respectively. 
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study and understanding of effect of interlayer interactions on the electronic structures in 1D 

are still on the early stage44, and we anticipate more efforts and works to be involved to address 

this interesting issue in near future.             
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2.4 Conclusions 

  A simultaneous Rayleigh scattering spectroscopy and electron microscopy have been 

developed and applied to probing the interlayer interactions in DWCNTs, a 1D van der Waals 

model system, prepared by CVD method.  Optical transition energies in individual structure-

defined DWCNTs were measured and directly compared to those in individual SWCNTs with 

the same chirality.  We found that most of the optical transitions in DWCNTs show redshifts 

in energies relative to SWCNTs.  Energy redshifts were discussed and explained in the context 

of dielectric screening effect between inner- and outer tubes.  In the S@M DWCNTs, the values 

of redshifts for semiconducting tubes are significant larger than those observed in S@S 

DCWNTs.  We also emphasize the findings of energy blueshift and new optical transitions a 

few structure-defined DWCNTs, which may be due to the direct coupling of electron 

wavefunctions between two tubes.  All the experimental results point to the conclusion that 

interlayer interactions in 1D van der Waals-coupled systems can be very strong to alter the 

electronic band structure (electronic and optical properties) of DWCNTs.  As a result, a 

DWCNT should not be simply regarded as two plain SWCNTs in terms of electronic properties.  

More careful and systematic studies are needed to fully elucidate the interlayer interactions in 

1D van der Waals-coupled systems.     
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Chapter 3 | Single- and few-layer metallic NbS2: growth, optical 

identification and transport properties 

3.1 Introduction 

3.1.1 Superconductivity in 2D metals   

The recent discovery of superconductivity in two-dimensional (2D) systems has 

provided great research impacts in both communities of superconductivity and 2D materials1-

6.  The discovery has broken through the well-accepted idea that the 2D superconductivity has 

been considered to be susceptible to quantum fluctuations, expanding the research on 

superconductors to various 2D materials.   In the case of 2D superconductors, the 

environmental effect is essential and the transition temperature Tc of 2D superconductors can 

be tuned via electrostatically gating the materials or by changing the underlying substrates5-6, 

which enable one to achieve even higher Tc than that of bulk 3D materials.  In fact, it has 

recently been reported that monolayer FeSe exhibits much higher Tc than that of the bulk 

Figure 1. Superconductivity above 100 K of single-layer FeSe on doped SrTiO3 substrate 

(adapted from ref.4). (a) Scanning tunneling microscope (STM) image of as-grown FeSe 

thin films on SrTiO3 by molecular beam epitaxy (MBE). Inset shows a close-up view of 

single-layer FeSe. (b) Four-probe electrical measurement for a single-layer FeSe on 

SrTiO3 showing a Tc that is higher than 100 K.  
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counterpart (see Figure 1), holding a great promise for pursuing high-temperature 

superconductivity in the realm of 2D layered materials4. 

 

3.1.2 Bottleneck: material preparation  

The difficulty in sample preparation, however, has been a serious bottleneck for the 

studies of superconductivity in 2D systems.  The exfoliation of metallic layered materials is 

the simplest and an important way to prepare 2D metallic materials.  However, isolation of 2D 

metallic layers by the exfoliation has been limited to only a few reports6-10; the strong interlayer 

interaction that originates from metallic bonds is probably the reason for the difficulty in 

preparation of 2D metallic systems.  This is in stark contrast to its successful applications to 

the preparation of various 2D semiconductors or insulators such as semiconducting transition 

metal dichalcogenides (TMDCs), black phosphorus, hexagonal boron nitride (hBN)11-15.  A 

different preparation approach is, therefore, definitely required to extend the study of 2D 

superconductivity and to explore rich physics related to 2D superconductors. 

 

3.1.3 Purpose of this work 

The purpose of this work is to develop a controllable preparation method of 2D metallic 

layers.  Our strategy to realize this is to use the bottom-up approach, i.e., direct chemical vapor 

deposition (CVD) growth of 2D metallic layers.  CVD has been demonstrated as a powerful 

methodology in preparation of semiconductor thin films and has been widely used to grow a 

wide variety of 2D layered materials and heterostructures in a controllable way16-22.  One of 

the important characteristics of CVD growth is layer-number selectivity such that mono- to 

ultra-thin-layers of graphene16, hBN17, MoS2
23, WS2

24, etc. have successfully been grown by 

the CVD method.  In contrast, the previous CVD syntheses of layered metallic materials are 
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limited, where the thickness of the materials grown is still large; 20 – 200 nm has been reported 

for NbS2
25 and no successful growth of 2D metallic TMDCs (mono- to several-layer thickness) 

has been achieved so far. 
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3.2 Experimental 

Here, we have focused on CVD growth of NbS2 atomic layers using the so-called triple 

(3)-furnace CVD method and hBN as substrates (see figure 2).  NbS2 is a member of layered 

metallic TMDCs, where Nb atoms are sandwiched by two layers of sulfur atoms showing 

trigonal prismatic structure.  In-plane bonding between sulfur and Nb atoms is covalent in 

nature, whereas the interaction between adjacent layers (sulfur-sulfur) is non-covalent in nature.  

Superconductivity and charge-density-wave (CDW) phase have been found to exist in this 

material in bulk26-27.  The 3-funace CVD method we developed enables us to control supply 

rate of Nb source and elemental sulfur independently, leading to achieve a fine tuning of 

reaction conditions to realize better control in the layer numbers of NbS2
25.  Furthermore, the 

hBN substrate provides an atomically flat surface without dangling bonds, which facilitates 

Figure 2. (a) Schematic for the triple-furnace CVD set-up. (b) A photo of the experimental 

set-up. Physical separation between zone 2 and hot zone 3 is kept to stabilize the central 

temperature in zone 2 (185 ⁰C) and thus the rate of sulfur supply.   
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smooth diffusion of the sources to grow high quality NbS2 flakes.  In addition, hBN has proven 

to be one of the best substrates to investigate intrinsic properties of atomic layers28-31, since 

extrinsic scatterings and unintentional doping are suppressed due to the hBN’s atomically flat 

surface without dangling bonds and charged impurities.  
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3.3 Results 

3.3.1 Successful growth of 2D NbS2 

Figure 3a is a schematic of NbS2 atomic layers grown on top of hBN substrates.  The 

hBN substrates were prepared through the deposition of hBN flakes with the size typically of 

several tens of micrometers onto sapphire substrates by mechanical exfoliation.  We adopted 

the 3-furnace CVD method where reaction precursors (NbCl5 and elemental sulfur powders) 

and sapphire substrates are placed separately in each of the furnace along the direction of carrier 

gas flow (see Figure 2a and see the growth details in the Methods).  The 3-furnace CVD 

method independently controls several growth parameters such as the supply rates of Nb and 

sulfur sources and growth temperature to achieve a better control in the growth of NbS2.  

Figures 3b and 3c show typical optical microscope and AFM topographical images, 

respectively, of as-grown NbS2 atomic layers on top of a hBN substrate at low magnification.  

Figure 3d shows a typical AFM topographical image of NbS2 grown directly on a sapphire 

substrate for comparison.  The as-grown NbS2 on top of hBN clearly shows well-faceted 

hexagonal or triangular shapes, whereas samples grown on sapphire possess irregular crystal 

Figure 3. Direct growth of 2D NbS2 atomic layers on top of hBN. (a) Structure schematic 

for NbS2 atomic layers grown on hBN. (b) Optical transmission image of typical as-grown 

NbS2 atomic layers on a hBN substrate deposited on a transparent sapphire substrate. (c) 

AFM topological image corresponding to the same place in (b). The contours of several 

NbS2 samples are marked by white dashed lines for better eye identification of orientation 

matching between NbS2 and underlying hBN. (d) Typical AFM topological image of as-

grown NbS2 flakes on top of sapphire for comparison with (c).      
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shapes; moreover, the typical domain size of individual NbS2 flakes grown on hBN (2~3 µm) 

is much larger than those directly grown on sapphire due to a smaller nucleation density (see 

Figure 3c and Figure 3d).  The observed substantial difference in crystal shapes clearly shows 

the importance of substrates in the CVD growth of NbS2, which presumably originates from 

intrinsic surface properties of substrates24-25.  

Figures 4a-d show the representative AFM topographical images of individual NbS2 

flakes with different thickness.  Very importantly, we have successfully achieved the growth 

of monolayer NbS2 (Figure 4a and see also Figure 5); to the best of our knowledge, this is 

the first demonstration of the successful growth of monolayer metallic TMDCs based on 

bottom-up methodology.  Four plots shown in Figure 4e correspond to the height profiles along 

the marked lines in Figures 2a-d, where ultra-flat surfaces of NbS2 flakes are clearly 

recognized; the ultra-flat surface originates from the atomically-flat surface of hBN.  Assuming 

Figure 4. Representative AFM topological images of ultrathin individual NbS2 atomic 

layers. (a-d) AFM topological images of monolayer, 3L, 4L and 6L NbS2 samples, 

respectively. (e) Height profiles along the marked lines in the corresponding (a-d) in which 

ultraflat surface of NbS2 originating from atomically-flat hBN substrate is clearly 

recognized. (f) Histogram of layer numbers of NbS2 samples. Few-layer-thin samples (L ≤ 

6) are preferentially grown (52/70).  
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the interlayer distance is ca. 0.6 nm25, we have unambiguously determined the layer numbers 

to be 1L, 3L, 4L and 6L for Figures 4a-d, respectively.  Figure 4f shows a histogram of layer 

numbers of NbS2 grown, which clearly indicates that few-layer-thin flakes (≤6) are 

preferentially grown (52/70) on hBN.  Important to note is that no detectable chlorine is present 

in our as-grown samples as shown in our X-ray photoelectron spectroscopy (XPS) data in 

Figure 6, which indicates that all the chlorine is gone after high-temperature growth.  

Figure 5. AFM image and height profile of monolayer NbS2 grown by the developed CVD. 

Figure 6. X-ray photoelectron spectroscopy (XPS) characterization on as-grown NbS2 

samples grown on hBN deposited on sapphire. No detectable chlorine (Cl 2p) is found 

meaning that no Cl-containing impurities remains in the samples.   
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  It should be noted that we can grow not only individual crystals but also continuous 

films of NbS2 by our CVD method (see Figure 7).  In principle, individual crystals can grow 

to merge each other to form continuous films of NbS2 under a proper growth condition.  We 

have investigated several different growth conditions and successfully grown continuous films 

of NbS2.  The SEM images shown in Figure 7 are continuous films of NbS2, where a 

continuous NbS2 gives the dark contrast on top of hBN.  Figure 7a shows hBN flakes that are 

fully covered by NbS2, and Figure 7b shows hBN flakes partially covered and fully covered 

by NbS2.  As shown in the images, the only limiting factor for the size of the continuous film 

is the size of underlying substrates, which clearly shows the possibility of growth of large-area 

NbS2.  

 

3.3.2 TEM characterizations on as-grown NbS2 

Sample characterizations by transmission electron microscopy (TEM) could offer rich 

microscopic information on the structures and spectroscopic information on the material 

compositions compatible with high spatial resolution.  We have directly transferred the 

NbS2/hBN onto TEM-compatible grid (see details in Methods) prior to the TEM 

observations32.  Figures 8a-c show the typical TEM images of our as-grown NbS2 samples.  

Figure 7. (a-b) SEM images showing the successful growth of NbS2 continuous film by 

using the developed CVD under proper growth conditions.    
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Figure 8b is a close-up image of marked region in Figure 8a, where the NbS2 samples show 

sharp liner edges indicated by the white dashed lines.  Figure 8c shows the selected area 

diffraction (SAD) pattern nearby place in Figure 8b.  The electron diffraction pattern clearly 

shows two sets of orientation-matched hexagonal patterns, which arise from NbS2 and hBN, 

respectively (diffraction spots originating from {10} planes of hBN and NbS2 are marked by 

circles in the figure).   

Figure 8. TEM characterizations 

on NbS2 atomic layers. (a) Low-

magnification TEM image of a 

transferred NbS2 nano-flake. (b) 

A close-up view of thin NbS2 

crystals in the marked region in 

(a). The white dashed lines are 

marked for eye guidance to see 

the sharp and straight crystal 

edges. (c) Selected area 

diffraction (SAD) nearby the 

place in (b). Two sets of 

orientation-matched hexagonal 

patterns are identified as {10} 

diffraction spots from NbS2 and 

hBN, respectively.  
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  Figure 9 shows the corresponding electron energy loss spectroscopy (EELS) spectrum, 

where sharp peaks from boron, nitrogen, niobium and sulfur are clearly identified.  More data 

pertaining to TEM characterizations are displayed in Figure 10.  

 

3.3.3 Thickness identification by optical transmission 

Figure 9. EELS spectrum at the same place where the SAD diffraction pattern was taken 

(shown in Figure 8c). Sharp peaks from boron, nitogen, niobium and sulfur are identified 

and donated. Inset shows the close-up spctrum at the spectral region marked by the red 

rectangular frame.   

Figure 10. More data pertaining to TEM characterizations on NbS2 atomic layers. (b) is a close-

up view of marked region in (a). (c) shows the corresponding SAD pattern nearby the place in 

(b).   
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 We have developed a facile layer-number-characterization method using optical 

microscopy.  Owing to the strong light-matter interaction in TMDC atomic layers, optical 

absorption at visible range is huge33-35; the absorption coefficient for both semiconducting 

TMDCs and metallic TMDCs are found to be in the order of 108 m-1 in the visible range 

(frequency-dependence)33-34.  TMDC atomic layers should, therefore, show strong layer-

number dependence in optical contrast in optical transmission images, which can be directly 

correlated to sample thickness8.  

Figures 11a and 11b are two typical optical transmission images of as-grown NbS2 

samples on top of hBN deposited on sapphire substrates; the number of layers shown in the 

figures is determined by AFM observations.  We use broadband white light to illuminate NbS2 

samples from the backside of underlying sapphire substrates, and the transmitted light with 

wavelength shorter than 575 nm is used to form the optical contrasts (see details in the 

Figure 11. Facile method for layer-number-characterization of NbS2 atomic layers using 

optical transmission microscopy. (a) and (b) are two typical optical transmission images of 

as-grown NbS2 samples on hBN deposited on sapphire substrates. A shortpass edge filter 

(< 575nm) is employed to collect transmitted light to form optical images. Layer numbers 

indicated in the figures are observed by AFM.    
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Methods).  NbS2 has strong light absorption at the blue visible region36, and using the 

wavelength shorter than 575 nm contributes to the improvement of optical contrasts.  Since 

both the sapphire and hBN substrates are transparent over the whole visible range, optical 

contrasts obtained mainly originate from the optical absorption of NbS2 flakes.  The 

straightforward relation between optical contrasts and absorption of NbS2 leads to simpler 

interpretation for distinguishing flakes with differing thickness as compared to previous work 

using reflected light from samples deposited on opaque SiO2/Si substrates8.  As shown in Figs. 

11a and 11b, optical contrasts of NbS2 in optical transmission images indeed show a strong 

layer-number dependence, that is, with increasing layer number NbS2 absorbs more light (< 

575 nm) and thus gives darker contrasts.  As shown in the images, ultrathin NbS2 atomic layers 

down to 3L have been successfully virtualized using this simple technique.  Contrasts from 

NbS2 atomic layers with same thickness are almost identical, which provides a rapid and 

reliable optical method for thickness identification of ultra-thin NbS2. 

 

3.3.4 Layer-number-dependent Raman spectroscopy 

The present NbS2 atomic layers (except for the monolayer) are all in the 3R-phase as 

shown by Raman spectroscopy in Figure 12.  Raman spectroscopy has been regarded as a 

reliable technique to identify NbS2 bulk samples and their phases (2H or 3R)37.  Except for the 

layer-number dependent shifts in the observed Raman bands, the general features of Raman 

spectra of the current samples are in excellent agreement with the previous 3R-NbS2 spectra of 

bulk samples25,37.  All of the four first-order Raman-active vibrational modes E1, E2, A1 and A2 

together with the two pronounced peaks between 100 ~ 200 cm-1 appear at expected frequencies 

in the samples regardless of layer numbers.  Based on the group theory point of view, the first-

order (zone center phonon) Raman-active modes in 3R-phase (space group 𝐶3𝑣
5 ) are E1, E2, A1 
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and A2 vibration modes, which serves as the unique identity for 3R-NbS2 that is distinct from 

that in 2H-NbS2 in the characterization by Raman spectroscopy.  In the present study, one of 

the thinnest 3R-NbS2, i.e., 3L 3R-NbS2, has been synthesized, exhibiting strong Raman signals 

for the first time (see Figure 4b and corresponding height profile in Figure 4e).  Monolayer 

sample in Figs. 4a and 5, however, did not show any Raman signals possibly due to oxidation-

induced sample degradations. 

Figure 12a shows the layer-number dependent Raman spectra of NbS2 samples.  All 

the spectra are normalized to yield the same intensity for the peaks at ~ 160 cm-1 and the spectra 

are also vertically shifted for the clarity of comparison.  Inset in Figure 12b shows the 

schematic illustration of two of the four Raman-active vibration modes in 3R-NbS2, E2 and A1, 

which are associated with the in-plane and out-of-plane vibrations, respectively.  Figure 12b 

shows a close-up view of Raman spectra in the framed region in Figure 12a, in which spectra 

Figure 12. Layer-number dependent Raman spectra of NbS2 atomic layers. (a) Layer-

number dependent Raman spectra of NbS2 samples over 50 cm-1 to 500 cm-1. All the Raman 

spectra are normalized to yield the same intensity for peaks locating at ~ 160 cm-1 and 

vertical shifts are made for ease of comparison. Grey spectrum shows the sapphire 

background under the same measuring condition in which * mark one of its strongest peaks. 

Vertical lines are shown for the identification of the peak shifts. E1, E2, A1 and A2 are the 

four first-order Raman vibrational modes for 3R-NbS2. Peaks locating at ~ 160 cm-1 and ~ 

200 cm-1 originate from two-phonon scattering processes. Shading area shows the presence 

of new peaks at low frequency region that are absent in bulk samples. (b) A close-up view 

of Raman spectra for the framed region in (a). Spectra are normalized to yield the same 

intensity for the peak tops of E2. Inset is a schematic illustration of E2 (in-plane) and A1 

(out-of-plane) vibrational modes.    
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are normalized to yield the same intensity for peak tops of E2 mode.  As seen in Figure 12b, 

the E2 and A1 modes in 3R-NbS2 exhibits respective phonon softening and stiffening upon 

increasing layer numbers, which are similar to the reported peak evolution of E1
2g and A1g in 

semiconducting TMDCs38-39; the peak shifts are caused by the influence of adjacent layers on 

the effective restoring forces, and also by the increase in dielectric screening of long-range 

Coulomb interactions upon adding more layers40.  

 In addition to the first-order Raman process (Γ phonons), the two pronounced peaks at 

~160 cm-1 and ~ 200 cm-1 also show strong layer-number dependence.  For thin samples (< 

10L), we have observed strong peaks locating between 50 cm-1 and 100 cm-1 (see Figure 12a), 

which have never been observed in bulk 3R-NbS2 (see the red spectrum and refs. 25 and 37).  

The Raman spectra obtained for different NbS2 atomic layers with same thickness are almost 

identical, confirming good reproducibility in the growth and optical characterizations (see 

Figure 13). 

          

 

 

  

Figure 13. Identical Raman spectra for NbS2 atomic layers with different thickness (6L in 

(a), 7L in (b) and 8L in (c)), demonstrating good reproducibility in the growth and optical 

characterizations.    
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3.4 Discussion 

3.4.1 NbS2 growth: substrate effect and mechanism  

Substrate effect is essential for the successful growth of monolayer and ultra-thin NbS2.  

As clearly shown in Figures 3c and 3d, there is a significant difference in size, shape and 

thickness between NbS2 grown on hBN and sapphire; ultra-thin NbS2 with well-defined shape 

forms only on hBN.  Evidently, the choice of the substrate plays an important role in the 

successful growth of ultrathin NbS2, suggesting that ultrathin NbS2 on hBN grows through a 

different growth mechanism from NbS2 on sapphire. 

The growth of NbS2 on hBN is 

most probably subject to the Frank van 

der Merwe (FM) mechanism, in which 

small ultrathin nuclei form first 

followed by further growth of ultrathin 

NbS2 via in-plane growth41 (see 

schematic in Figure 14).  The growth 

of 2D crystals via the FM mechanism 

appears when the lattice mismatch 

between a 2D crystal and a substrate is 

small, which is not the case for the 

NbS2 growth onto hBN (lattice constants of NbS2 and hBN are 3.33 and 2.51 angstrom, 

respectively).  The FM mechanism is, however, possible in our case because interaction 

between NbS2 and hBN originates from van der Waals force (not via chemical bonding), which 

does not require the small lattice mismatch.  The formation of ultrathin NbS2 via the FM mode 

is promoted by rapid supply of Nb and sulfur atoms to bare edges of NbS2 nuclei, and the rapid 

Figure 14. Representative schematics showing the 

growth mode of 2D NbS2 following the Frank van 

der Merwe (FM) mechanism.      
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diffusion of Nb and sulfur atoms is realized by the ultraflat surface of hBN.  The surface of the 

current hBN (prepared by mechanical exfoliation of single crystals) is atomically flat and does 

not have any serious dangling bonds, which ensures a small energy barrier for surface diffusion.  

When the surface diffusion of Nb and sulfur is fast enough, the rate-determining step in NbS2 

growth would be the reaction at edges of nuclei, which results in formation of well-faceted 

ultrathin NbS2 crystals (as shown in Figure 3c and Figures 4a-d). 

In contrast, surface roughness and dangling bonds of sapphire cause large diffusion 

barrier, which leads to slower diffusion of Nb and sulfur; this results in the formation of NbS2 

with disordered shapes via vertical growths rather than the in-plane growth.  Nucleation density 

should be suppressed in growth on hBN as compared with that on sapphire, resulting in a larger 

NbS2 domain size (Figs. 3c and 3d).  As clearly seen in Figs 3b and 3c, NbS2 atomic layers 

grown on hBN show orientational ordering (contours of several NbS2 atomic layers are 

displayed in Fig. 3c).  The observation of the orientational ordering strongly suggests that there 

is a relation in crystallographic orientation between NbS2 grown and underlying hBN, 

indicating an epitaxial growth similar to the reported direct growth of graphene and monolayer 

WS2 on hBN42,43.  We have confirmed the epitaxial growth by electron diffraction (Figs. 8c 

and 10c).  The orientations of the two hexagonal patterns perfectly match each other, showing 

the strict relation in crystallographic orientation between NbS2 and hBN, namely the epitaxial 

growth.  The observed epitaxial growth clearly demonstrates that NbS2 crystals feel “potential” 

of hBN, and the interface between NbS2 and hBN should be very clean. 

 

3.4.2 Raman spectra 

Successful growth of ultrathin NbS2 enables us to investigate their optical and 

electronic properties.  As shown in Figure 12a, layer-number dependence in Raman shift of 
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E2 mode (~ 10 cm-1) is larger than those 

found in semiconducting TMDCs (e.g., 

MoS2
38 and WS2

39) in which the E1
2g 

Raman mode softens by ∼ 2 cm−1 with 

increasing the number of layers.  Similarly 

large shift of E1
2g Raman mode was also 

reported for metallic 2H-NbSe2 prepared 

by mechanical exfoliation technique, 

being consistent with our results44.  We 

think that the larger dielectric screening 

(larger dielectric tensors) of long-range Coulomb interactions present in metallic NbS2 is the 

origin of this large layer-number-dependent shift38.  The origin of Raman bands at ~ 160 cm-1 

and ~ 200 cm-1 has been tentatively identified as two-phonon scattering processes35.  Our 

theoretical calculation results (see Figure 15 and the calculation details in Methods) of 

phonon frequencies at Γ point for 3R-NbS2 show that these two pronounced peaks are not from 

first-order (Γ phonons) Raman process, regardless of layer numbers.  This implies that those 

peaks should result from higher-order Raman processes, for example, double-resonant Raman 

scatterings.  For linear electronic and phonon dispersion, Raman peaks shift in line with the 

Figure 15. Calculated frequency for zone-

center (Γ) phonons. There are no Raman bands 

between 100 cm-1 and 200 cm-1, confirming that 

the two prominent Raman bands at ~ 160 cm-1 

and ~ 200 cm-1 are from high-order Raman 

processes.    

Figure 16. Investigation on the 

origin of the two strong peaks at 

160 cm-1 and 200 cm-1 by Raman 

spectroscopy by using different 

laser excitations. Samples are 

thick NbS2 prepared by 

mechanical exfoliation. We do 

not observe peak shifts for spectra 

excited by lasers with different 

energies (eye guidance by the 

dashed grey lines). 
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increase or decrease of the laser excitation energies.  However, we do not observe such peak 

shifts (see Figure 16) in NbS2 bulk samples where electronic and phonon dispersion are more 

complicated.  The physical origin of those two pronounced peaks present in 3R-NbS2 is still 

not very clear.  

 

3.4.3 Electrical transport properties 

Two-probe microscopic devices are fabricated by the standard electron beam 

lithography (EBL) followed by subsequent metal electrode deposition of Cr and Au (see details 

Figure 17. Transport properties of 3R-NbS2 atomic layers. (a-c) I/V characteristics for 3L, 

6L and ~ 30 nm NbS2 samples measured at room temperature at 0 backgate voltage. Linear 

curves shown in all the three devices demonstrate the Ohmic-type contacts formed and the 

metallic channels of NbS2 atomic layers. (d) Temperature dependence in resistance for a 10 

nm NbS2 sample. Linear decrease in resistance with decrease in temperature indicates a 

phonon-limited metallic transport behavior. Interestingly, a resistivity minimum at ~ 30K 

is observed showing a much higher transition temperature than that reported in bulk 3R-

NbS2. This enhancement in transition temperature is presumably due to enhanced electron-

electron interaction in low-dimensional systems. 
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in Methods).  Figures 17a-c shows the respective I/V characteristics of 3L, 6L and t ~ 30 nm 

as-grown NbS2 samples measured at room temperature (cf. the corresponding AFM 

topographical images, Raman spectra and optical images of fabricated devices in Figure 18).  

As clearly demonstrated, all I/V curves are linear, meaning that all NbS2 devices (3, 6 layers 

and 30 nm-thick NbS2) have Ohmic contacts with metallic channels.  This is consistent with 

the metallic ground state of NbS2 as shown by a DFT calculation45.  The conductivity calculated 

from the corresponding I/V curves, and from the detailed device geometry for the three devices 

are all around 100 Ω-1·cm-1 (168, 58 and 61 Ω-1·cm-1, respectively) similar to the reported thick 

Figure 18. Corresponding AFM topographical images, Raman spectra and optical images 

of fabricated devices shown in Figs. 17. 
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NbS2 flakes (> 100 nm) prepared by mechanical exfoliation46.  The metallic nature of few-

layer-thin 3R-NbS2 is also supported by no detectable photoluminescence (see Figure 19 for 

4L, 6L and 8L NbS2).  

The metallic behavior of ultrathin NbS2 shown here is different from the previous work 

reporting that thin NbS2 nanoflakes are semiconductor, where the presence of defects and trap 

surface states are believed to be the reasons for the semiconducting behavior46.  The precise 

evaluation of quality (number of defects, trap surface states) is not straightforward, and it is, in 

principle, possible that the trap surface states lower down the electron concentration and 

conductivity.  A large amount of the trap surface state, however, is needed to practically lower 

down electron density to affect conductivity because NbS2 possesses a large amount of free 

carriers (1 electron / unit cell, much larger amount than that of doped-semiconductors); the 

large number of free carriers can be confirmed by our gate-dependent transfer data (as shown 

in Figure 20), where the gate-voltage independence of electrical conductivity shows the 

Figure 19. Photoluminescence measurements on 4L, 6L and 8L NbS2 nanoflakes. As shown 

in the figures, no photoluminescence was observed in all these NbS2 atomic layers over 500 

nm ~ 800 nm, further supporting the metallic nature of NbS2. Peaks present in the spectra 

can be identified as sapphire background, Raman peaks from NbS2 and Raman peaks from 

hBN as donated. 
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characteristic metallic behavior with large number of free carriers.  The preparation of the high-

quality NbS2 samples realized by the controllable CVD method with the 3-furnace set-up, 

together with the usage of the high-quality hBN substrates, can lead us to the successful 

observation of the intrinsic metallic nature of ultrathin NbS2.  

Figure 17d shows the temperature dependence in resistance of NbS2 with a thickness 

of 10 nm.  As seen in Figure 17d, in the temperature range above ~ 30 K, the decrease in 

resistivity is linearly proportional to the decrease in temperature, indicative of a phonon-limited 

metallic transport.  Interestingly, we observed a resistivity minimum Tm at ~ 30 K, which is 

much higher than what has been observed in bulk 3R-NbS2 samples47.  The higher Tm observed 

in the thin NbS2 is presumably due to the electron-electron interaction enhanced in low-

dimensional systems48.  Other probable origins accounting for the resistivity minimum in 3R-

NbS2 are the Kondo effect49 and weak localization50.  Further detailed studies including 

magneto-transport experiments are needed to address these interesting issues.  

  

Figure 20. Transfer data (gate-

voltage dependence) for 3L (a), 

6L (b) and ~ 30 nm (c) NbS2 

nanoflakes measured at room 

temperature. The gate-

independence results confirmed 

the typical metallic transport 

characteristics, that is, the 

existence of large amount of 

carriers near Fermi level.  
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3.5 Conclusions 

To conclude, we have developed a CVD methodology for controllable growth of 

ultrathin metallic 3R-NbS2, which is the first successful demonstration of growth of 2D 

metallic TMDCs.  The key to the successful growth of ultrathin NbS2 can be summarized by 

the following two factors: (1) the precise tuning of growth conditions using the 3-funace CVD 

method and (2) the utilization of atomically flat hBN as growth substrates.  Using the CVD 

technique, the monolayer NbS2 and thinnest 3R-NbS2 (3L) have been synthesized for the first 

time.  Raman spectroscopy and optical transmission imaging are performed for the detailed 

optical characterization of 2D NbS2, providing the basis for layer-number-dependent structure 

identification.  The crystallographic orientation matching between NbS2 and hBN substrates 

revealed from electron diffraction patterns clearly shows an epitaxial growth mechanism for 

2D NbS2 growth on hBN with a very clean interface.  The transport measurements on thin-

layered 3R-NbS2 with different thickness show that 3R-NbS2 with thickness down to 2D limit 

is still metal, being consistent with DFT-based calculations.  The synthetic methodology 

developed here can also be applied to the growth of many other 2D layered metallic systems, 

and thus offers new fundamental and technological pathways for the research of metallic 2D 

systems, which may lead to finding novel 2D superconductors. 
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3.6 Methods 

Growth of NbS2 atomic layers 

hBN substrates were deposited onto clean sapphire substrate by mechanical exfoliation using 

Nitto tape 31B51.  Prior to the CVD growth, sapphire substrates with deposited hBN were 

annealed in air at 700 ⁰C for 30 min to remove tape residues.  Three-furnace CVD approach 

was adopted where Nb source (NbCl5 powders, Alfa Aesaer, purity 99.95 %), elementary sulfur 

(powders, Aldrich, purity 99.98 %) and sapphire substrates lined up themselves in each 

furnaces along the direction of the carrier gas flow (Supplementary Fig. 1). The growth 

temperature was 1050 ⁰C with flowing 400 sccm Ar carrier gas.  Typical growth time was 10 

min and the reaction was terminated by pulling the Nb source outside the hot furnace. The 

substrates were cooled down naturally to below 500 ⁰C with keeping flowing sulfur vapors to 

suppress the sulfur vacancies52.  

Optical transmission imaging 

Optical transmission images were taken with a light microscope (Nikon NI-U) equipped with 

a digital camera (Canon EOS 6D). In brief, we used white light LED source to illuminate NbS2 

samples from backside of sapphire substrate.  Transmitted light was collected by an objective 

lens (100x/0.80NA) to form optical transmission images. A shortpass edge filter allowing < 

575 nm wavelength light to pass through was inserted in the optical pathway to increase optical 

contrasts of ultrathin NbS2.   

AFM observations and Raman spectroscopy 

AFM topological images were obtained by using an atomic force microscope (Bruker 

Dimension FastScan) operated in tapping mode with probe scanning rate of 1 ~ 10 Hz.  Raw 

AFM images were analyzed with the WSxM 5.053. We have measured Raman spectra by 
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confocal Raman microscope (Renishaw invia) with 532 nm laser as an excitation source. In all 

measurements, we used laser power of 0.225 mW (figure 4) to avoid possible laser-induced 

damages. The Raman signal collected and filtered with an objective lens (100x/0.85NA) and 

Notch filter was detected by a spectrometer equipped with charge-coupled device (CCD). The 

typical size of laser spot is around ~ 1 µm, which ensures that all Raman signals originate from 

individual NbS2 domains. 

Calculation of Γ phonon frequencies in 3R-NbS2   

Phonon frequencies in 3R-NbS2 were calculated within the density functional perturbation 

theory54,55. We use the local-density approximation56, the ultrasoft pseudopotentials57, the 

plane-wave basis set with cutoff energies of 50 Ry for wavefunctions and 400 Ry for charge 

densities, and 12 x 12 x 4 grid of k-points. The unit cell and the atomic positions were fully 

relaxed and the obtained lattice parameters (a=3.274Å and c=17.529Å) agree well with the 

experiments. 

Device fabrication and transport measurements    

Standard electron-beam lithography (EBL) processing was carried out to fabricate devices used 

in this study. Electrode contacts consisting of Cr/Au (5nm/95nm) were made by vacuum 

evaporation. Prior to measurements, devices were annealed at 120 ⁰C for ca. 20 hours in high 

vacuum (10-6 Torr) to improve the contact quality58. We also performed local in-situ heating in 

cryostat chamber to clean samples. Room temperature measurements were performed with a 

semiconductor parameter analyzer (Keithley Model 4200-SCS). Temperature dependence of 

resistivity was measured by using a current source (Keithley Model 6221) and a voltmeter 

(Keithley Model 2182A); delta mode measurements were used to remove the contribution from 

thermal electromotive force. The moving filter was used to improve signal-to-noise ratio.  

Sample transfer for TEM characterizations  
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NbS2 samples grown on hBN were transferred onto TEM-compatible grid by solution etching 

process (2M Sodium Hydroxide in hot water bath 90 ⁰C)32.  First, polystyrene (PS) (50 mg/mL 

in toluene) was spin-coated onto the target sapphire substrates (3000 rpm for 45 s). Then PS at 

the substrate edges was carefully removed to get the sapphire surface exposed.  After the 

etching process (ca. 20 min in the hot base solution), the floating PS film was fished out and 

washed with distilled water several times before transferring it onto TEM-compatible copper 

grid. After that, TEM grid (with PS film) was heated at 115 ⁰C in vacuum for 30 min to remove 

water.  Then PS film was dissolve in toluene and heated at 120 ⁰C for another 1 hour prior to 

the TEM observations.   
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Chapter 4 | Preparation for measurement of valley transport in transition 

metal dichalcogenide monolayers 

4.1 Introduction to valley transport in TMDCs 

4.1.1 Physics of valley transport in individual TMDC monolayers 

TMDC monolayers (e.g., MoS2, WS2, MoSe2, and WSe2) provide a new medium for 

studying the interplay between different degrees of freedom for carrier transport because 

information pertaining to coupled spin and valley indices can be obtained.  Accordingly, there 

is now considerable research interest for studying spintronics and valleytronics applicable to 

the 2D limit1. Following the group point of view, valley-contrasting physics at Brillouin zone 

(BZ) corners K and −K, such as the circularly polarized optical selection rule2-3 and valley-

contrasting Berry curvature4-5, emerge owing to the inversion symmetry breaking in the TMDC 

monolayers.  Physically observable quantities Ω (Berry curvature and orbital magnetic moment) 

in K and −K valleys are transformed by time reversal symmetry (TRS) such that 

𝜴 (𝐾)  =  −𝜴 (−𝐾) (Eq. 1). 

If spatial inversion symmetry is preserved in these crystals, then 

𝜴 (K)  =  𝜴 (−𝐾) (Eq. 2) 

holds true, indicating that  

𝜴 (𝐾) =  𝜴 (−𝐾) = 0 (Eq. 3). 

Therefore, inversion symmetry breaking is a required condition for the emergence of valley-

related physics, in which case, Ω in K and −K can assume finite values with opposite signs. 

Figure 1a shows the calculated Berry curvature, which can be naively regarded as an 

effective magnetic field defined in k-space perpendicular to the monolayer plane, over the 
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entire first BZ for TMDC monolayers4.  The calculation revealed equal magnitude but opposite 

sign Berry curvature for K and −K valleys.  Because of the reverse Berry curvature (opposite 

effective magnetic fields), in the presence of an in-plane electrical field, carriers in different 

valleys will be endowed with opposite “anomalous” velocities that are perpendicular to the 

applied electrical (E) field as indicated in 

𝑣⊥  =  
𝑒

ℏ
𝑬 ×  𝜴 (𝑘) (Eq. 4), 

where e is the electric charge and ℏ is the reduced Planck’s constant.  This outcome gives rise 

to the valley-Hall effect (VHE) in these systems6.  Figure 1b shows a schematic of VHE in 

hole-doped systems, in which holes at different valleys move and accumulate at opposite edges 

in monolayer crystals.     

  Figure 2 shows the first report of experimental observation of the predicted VHE in a 

model MoS2 monolayer device prepared by mechanical exfoliation7.  The MoS2 monolayer 

sample was excited by a circularly polarized 1.9 eV laser to selectively generate photoexcited 

electron–hole pairs from one specific valley (K or −K).  Because so-generated electrons and 

holes possess charges that are opposite in sign, the Berry curvature drives them to opposite 

Figure 1. (a) Calculated Berry curvature over the whole first BZ for a monolayer TMDC 

(adapted from ref. 4).  The calculated Berry curvature (or effective magnetic field) at K and 

−K valleys is same in magnitude but opposite in sign, giving rise to the valley-contrasting 

transport properties. (b) Illustration of VHE in the hole-doped monolayer TMDC (adapted 

from ref.6). Holes from K and −K are endowed with velocities, driven by Berry curvature, 

in opposite directions that are perpendicular to the applied E field.  
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directions with a perpendicular velocity relative to the applied E field.  Consequently, a voltage 

drop (VH) is expected to be measured between probes A and B.  Figure 2b shows the measured 

Hall voltage as a function of the applied E field (potential difference).  With either left-handed 

or right-handed circularly polarized light excitation, the Hall voltage shows a linear dependence 

to the applied E field, demonstrating the VHE in the monolayer MoS2 sample.  However, both 

linearly polarized light excitation on the monolayer sample and circularly polarized light 

excitation on a bilayer sample show zero Hall voltage as control experiments. 

 

4.1.2 TMDC monolayer heterostructures 

Stacking different TMDC monolayers together as schematically shown in Figure 3a 

causes interesting phenomena to occur in TMDC heterostructures.  These monolayers will 

generally form type-II band alignment as shown in Figure 3a, which illustrates model 

monolayer WX2 and MoX2 systems (MoX2/WX2)
8-10.  In this type of band alignment, 

photoexcited electrons or holes at band edges will transfer from one layer to the other, thereby 

Figure 2. Experimental demonstration of VHE (ref.7). (a) Optical excitation and electrical 

detection of VHE for a monolayer MoS2 device. (b) Hall voltage as a function of a voltage 

bias that is applied perpendicularly. Red dot line shows the result for a monolayer samples 

excited by a linearly polarized laser, and blue line show that for a bilayer sample excited by 

a circularly polarized laser. In both cases, zero Hall voltage was observed. The solid and 

dashed red lines show results for a monolayer sample excited by circularly polarized laser 

with opposite handness.  
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forming the charge transfer (CT) excitons or interlayer excitons.  This charge separation 

process is extremely fast, with a time constant of ~150 fs; moreover, it is much shorter than 

that of a pristine exciton life time8.  These interlayer excitons are bright (Figure 3b) and have 

been observed to have very long lifetimes on the scale of nanoseconds9.  

More investigations are needed to demonstrate valley injection and valley transport in 

TMDC heterostructures (see an example in Figure 4)10-12.  To date, studies have been limited 

to TMDC heterostructures that are manually stacked, which results in a random crystalline 

orientation between the two layers; this lack of orientation control hampers the observation and 

detection of valley injection and transport in TMDC heterostructures.  We propose a direct 

bottom-up synthesis of TMDC heterostructures in which the orientation are expected to be 

controlled via epitaxial growth mechanism.  We are currently using a newly introduced 

molecular beam epitaxy (MBE) apparatus to control the growth of TMDC heterostructures 

(apparatus shown in Figure 5).  The precise control of the metal and chalcogen atom supply 

Figure 3. (a) Interlayer exactions formed in the TMDC monolayer heterostructures 

(MoX2/WX2) with a type II band alignment (adapted from ref. 8). The process of the 

charge separation is extremely fast ~150 fs. (b) Interlayer exciton in the PL spectrum 

(indicated by the red circle) in MoSe2/WSe2 heterostructures that are prepared by 

manual transfer of each monolayers (adapted from ref. 9). 
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should lead to the successful growth of TMDC heterostructures with high crystalline quality 

and matching orientations.  

  

  

Figure 4. Valley-polarized interlayer excitons that are expected and predicted in 

crystallographic orientation-matched TMDC monolayer heterostructures 

(MoX2/WX2). (a) is adapted from ref. 10, and (b) is adapted from ref. 11.  

Figure 5. A photo of MBE set-up that is 

newly introduced for the growth of TMDC 

monolayer heterostructures.  
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4.2 Experimental 

 A set of photos displaying the instrumental set-up used in the measurement of valley 

transport is shown in Figure 6.  Briefly, the set-up is composed of an illumination system (633 

nm circularly polarized laser), an electrical measuring system (lock-in amplifier), a cryostat 

sample stage, and pumping and cooling systems. This set-up enables us to measure the valley 

transport in monolayer TMDCs and TMDC heterostructures at liquid N2 temperature with 

circularly polarized laser excitation. 

  A schematic of optical excitation and electrical signal detection is shown in Figure 7. 

A continuous wave single-frequency laser (633 nm) passes a mechanical chopper running at a 

specified frequency (for example, ~10 kHz).  The light is vertically linearly polarized after 

passing it through the polarizer and half-plate.  Then, a quarter-plate is combined with the half-

Figure 6. A set of photos displaying the instrumental set-up used in the measurement of 

valley transport. 
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plate to change the linearly polarized light to circularly polarized light (left-handed or right-

handed).  The circularly polarized light is subsequently focused onto samples by an objective 

lens.  The resultant electrical signal occurring upon laser excitation (~10 kHz) is selectively 

detected and measured using a lock-in amplifier.  

  Prior to each measurement, the purity of the generated circular polarization was 

examined.  One of the typical results is shown in Figure 8a.  Nearly constant light power upon 

the rotation of a polarizer placed in front of a power meter clearly showed that our optical set-

Figure 7. Schematic representation for the optical excitation and electrical signal detection 

used in the measurement of valley transport.  

Figure 8. (a) Examination of purity of circularly polarized light. The nearly constant power 

output with changing the direction of a polarizer indicates high purity of circularly polarized 

light. (b) Linear response of photocurrent with increasing laser power for a multilayer MoS2 

device.  All these test experiments demonstrated that our prepared set-up can properly excite 

materials with high purity of circularly polarized laser light, and can correctly detect the 

electrical signals.   
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up is able to excite samples with high purity circularly polarized laser light.  Figure 8b shows 

a photocurrent measurement of a thin multi-layer MoS2 device prepared by mechanical 

exfoliation.  The linear response of photocurrent upon the increase of laser excitation power 

indicates that our instrumental set-up can correctly measure the electrical signal. 
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4.3 Progress and results 

Preliminary results were obtained after we confirmed that the set-up could correctly 

measure the electrical signal output.  Figure 9a shows the photoluminescence (PL) microscopy 

image (obtained by a digital camera without a spectrometer) of thin-layered MoS2 synthesized 

on hBN by CVD (Courtesy of Mr. Yusuke Kureishi, an M1 student in Professor Shinohara’s 

research group).  By determining the PL strength, we were able to roughly examine the 

presence of monolayer samples and their formation quality on a micrometer size scale, thereby 

offering a rapid and noninvasive optical method to determine high-quality monolayer samples 

for further device processing.  For example, the bright sample indicated by a white arrow in 

Figure 9a was examined by AFM as shown in Figures 9b and 9c.  AFM images confirmed 

that this sample was monolayer and had a very clean surface.  Suitable monolayer samples 

Figure 9. (a) PL microscopy image of CVD-synthezied monolayer MoS2 

grown on hBN. The arrow indicates a monolayer sample shown in (b). (b) 

AFM image of a monolayer MoS2 sample indicated by the white arrow shown 

in (a). (c) Height profile of the monolayer MoS2 along the line in (b).   
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were identified by utilizing this developed PL imaging technique, and electron beam 

lithography (EBL) was used for micro-sized device fabrication. 

  We prepared CVD-synthesized MoS2 monolayer devices for valley-Hall experiments 

by combining PL imaging and EBL techniques.  One of the devices is shown in Figure 10a, 

and its electrical characteristics (transfer curve) are shown in Figure 10b.  The on/off ratio of 

this CVD-synthesized MoS2 device is about 105–106 and the calculated mobility, µ, is about 

3.08 cm2 V−1 s−1 (data were measured using 1-2 probes).  These were not considered to be poor 

measurements once the effect of contact resistance from the two-probe measurement geometry 

was considered. 

  The same sample was used for the valley-Hall measurement; it was excited by a 633 

nm laser with high-purity circular polarization.  A constant current was passed through 3-4 

probes, while the ~10 kHz voltage signal (if any) between 1-2 probes was monitored by a lock-

in amplifier as displayed in the inset of Figure 11a.  Figure 11a shows the measured Hall 

voltage as a function of loading current.  The linear response of the measured voltage is 

consistent with the relationship of the valley carriers’ velocity with the applied E field (loading 

Figure 10. (a) Optical image of a CVD-syntehsized monolayer MoS2 device compatible with 

Hall measurement.  (b) Electrical characteristics (transfer curve) for the same device shown 

in (a); data are collected from measurement via probes 1-2 at room temperature. Carrier 

mobility, µ, at the electron side (positive gate voltage) is estimated to be 3.08 cm2 V-1 s-1, and 

the on/off ratio is about 105–106, which are reasonable results for a two-probe measurement 

geometry.  
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current) as described in Eq. 4.  Figure 11b shows the laser power-dependent Hall voltage.  

When the power of the excitation laser increased, the concentration of photoexcited carriers 

also increased, leading to increased Hall voltage.  When we decreased the polarization degree 

of circularly polarized light, we observed a decrease in the Hall voltage, which is consistent 

with the prediction and expectation of the VHE.  However, our samples had thick MoS2 layers 

surrounding the edges of the underlying hBN substrate; this could have contributed to the 

measured Hall voltage and possibly explains the large Hall voltage in addition to the 

background voltage (non-zero voltage when extrapolating to the zero power in Figure 11a).  

Future work includes conducting the valley Hall transport measurements for the isolated CVD-

synthesized MoS2, WS2 samples, and TMDCs heterostructures with matching orientations.  

Figure 11. Valley-Hall measurement for a CVD-synthesized monolayer MoS2. (a) Linear 

dependence of Hall voltage on current flowing through 3-4 probes. The inset displays the 

electrical measurement geometry. (b) Dependence of Hall voltage on the excitation laser power.  
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