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Chapter 1

Introduction

To assist the reader in understanding the value of this dissertation, this chapter
presents the background and includes present and future traffic trends, and the
history of transmission technology as well as path layer technology including stan-
dardization activities. The target and assumption of transport path are explained.
After that, the goals and the contributions of this study are described. Finally,
organization of the dissertation is shown.

1.1 Background

The Internet can be accessed from any where in the world thanks to the prolifera-
tion of broadband services such as inexpensive Asymmetric Digital Subscriber Line
(ADSL), high capacity Fiber To The Home (FTTH), and high mobility wireless ac-
cess. The Internet has become one of the most indispensable social infrastructures
as it allows humans to communicate with each other, to enjoy movies and games,
to conduct business, to acculturate our society and so on. Recent video technolo-
gies such as Internet Protocol (IP) TV and high-definition and ultrahigh-definition
TV continue to advance and have gained wide acceptance. More advanced video
applications that include 3D TV and cutting-edge applications including e-science,
all of which need enormous bandwidth, have been conceived [1]. The amount of
Internet traffic in the backbone network has drastically increased with the different
communications and recent video technologies.

Figure 1.1 shows the amount of a forecast of global Internet traffic (2014 to
2018) [2, 3]. Figure 1.1 (a) shows the global consumer IP traffic for the key cat-
egories of online gaming, file sharing, web, email, and data, and Internet video.
Internet video streaming and downloads are beginning to consume a larger share
of the bandwidth and will grow to more than 80 percent of all consumer Internet
traffic. As another forecast, Figure 1.1 (b) shows the global data center IP traffic.
Data center IP traffic by 2018 will drastically increase to about 8,000 Exabytes
with the enhancement of cloud application services, and more than three-fourths
of the entire workloads will be processed in cloud data centers due to the faster
delivery of services and data. Data center traffic will continue to dominate Inter-
net traffic for the foreseeable future. Recent advances in cellular phone technology
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Figure 1.1. The amount of global Internet traffic.

such as Long Term Evolution (LTE) will also support another traffic trend by high
mobility and heavy loads [4]. These changes of relentless increases tendencies in
quasi-dynamic and multi-granular traffic will certainly continue in the future.

1.1.1 Digital Transmission Technology

Digital transmission technology has been developed to realize higher capacities and
longer transmission distances [5–7]. A brief history of digital transmission tech-
nology is given here [8]. Digital transmission started with the invention of Pulse
Code Modulation (PCM) by A. H. Reeves in 1937 [9]. PCM based transmission
using Time Division Multiplexing (TDM) was achieved for the first time in the
world by Bell Labs in 1962 using balanced pair cable [10]. In Japan, a 1.5 Mbit/s
commercial system, PCM-24, was deployed by NTT in 1965. After that, a 400
Mbit/s commercial system, DC-400M, was deployed in 1975 on coaxial cable. A
significant event was the proposal of optical fiber communication over a glass rod
by Seki and Negishi in 1936. The next advancement was proposal by K. C. Kao
in 1966 to establish optical fiber communication on low loss optical fiber made of
purified silica glass [11]. Practical optical fiber with loss under 0.2 dB/km was a
major advance in implementation techniques in 1976 [12].

Figure 1.2 shows the history of optical fiber transmission technology as it im-
pacts the capacity of optical networks. Three key technologies are now used to
achieve higher capacity and longer distance. Electrical time division multiplexing
(ETDM), the first generation of optical fiber communication technology, bundles
multiple lines into one shared line. F-32M, a 32 Mbit/s commercial system, was
deployed for short distance communication in 1981 [13, 14]. The combination of
single-mode optical fiber and long wavelength lasers yielded F-400M, which was de-
ployed between Asahikawa and Kagoshima. 600 Mbit/s, 2.4 Gbit/s and 10 Gbit/s
commercial systems based on the interface of 156 Mbit/s were developed in con-
junction with the standardization of the Synchronous Digital hierarchy (SDH).

2



Figure 1.2. Developments in transport technologies for enhancing speed and capacity.

The second generation of optical fiber communication technology is dominated by
dense wavelength division multiplexing (DWDM) and optical amplifiers such as
the erbium-doped fiber amplifier (EDFA), which adds erbium ions to the optical
fiber core. 2008 saw th release of a 1.6 Tbit/s DWDM transmission system that
multiplexes 40 λ each carrying a 40 Gbit/s signal, and an 800 Gbit/s (10 Gbit/s ×
80 λ) reconfigurable optical add/drop multiplexer (ROADM) transmission system
used to construct 10 Gbit/s optical signal add/drop optical ring networks [15]. The
third generation of optical fiber communication technology revolves around digital
signal processing and coherent detection, called digital coherent technology, which
improves receiver sensitivity and spectral efficiency while also significantly improv-
ing dispersion-compensation performance before and after long-distance transmis-
sion. In 2015, a 100 Gbit/s packet transport system (100G-PTS) was developed by
NTT as the next generation optical transport system [16]. 100G-PTS can achieve
a maximum capacity of 8 Tbit/s by multiplexing 80 λ, each carrying a 100 Gbit/s
signal.

1.1.2 Path Layer Technology

Path layer technology has been developed with digital transmission technology.
The history of this is described in Fig. 1.3. In the 1980s, the Plesiochronous
Digital Hierarchy (PDH) using staff multiplexing was deployed that allows the
streaming of data to synchronize the signal exchanges. There were three main
issues. First, there was no international agreement as to the three different hierar-
chies so interconnecting countries was difficult. Second, it could not demultiplex
directly from high speed signal to low speed signal less than two layer. Third,

3



Figure 1.3. Developments of path layer technologies.

Operation, Administration, and Maintenance (OAM) had some constraints due to
the paucity of overhead bits. To cope with those issues, SDH was standardized
in 1988 [17]. It was originally designed to establish circuit mode communica-
tions where two network nodes established a dedicated communications channel
(circuit) through the network. The hierarchy was internationally unified based on
Synchronous Transport Module Level One (STM-1) of 155.52 Mbit/s. It permitted
the direct multiplexing or demultiplexing low speed digital paths and made cross-
connection easier to achieve. The network operation function was strengthened to
have overhead each section and path layer, which allowed transmission and qual-
ity to be controlled in each layer. The Optical Transport Network (OTN), based
on the idea of SDH was standardized for Layer 1 in 2001, [18]. The structure of
OTN is similar to that of SDH. The biggest difference between OTN and SDH is
that SDH was defined with fixed frame rates, while OTN was defined with fixed
frame sizes. This fundamental change makes mapping IP-based traffic into OTN
much more efficient than is possible with SDH and so provide a practical way
to cope with the change in traffic from voice or telephone centric to data one.
In another development, the cell based transport protocol called Asynchronous
Transfer Mode (ATM) was standardized in 1990. Compared to circuit switching
style of SDH, ATM of store & forward has a strong point that different bit rates
and burst traffic could be accommodated more efficiency and a weak point that
delay occurs according to increasing size of cell. In 2012, Multi-protocol Label
Switching - Transport Profile (MPLS-TP) was standardized for Layer 2 as a next
generation packet based transport protocol to cope with increasing IP/Ethernet-
based traffic [19]. MPLS-TP will provide with a reliable packet-based technology
that is based upon circuit-based transport networking and accommodate from low
granularity traffic and high one.

1.1.3 Standardization of OTN and MPLS-TP

The OTN provides optical communication technologies suitable for the WDM
systems adopted by ITU-T [20]. In 2001, three bit rates, Optical channel Date
Unit (ODU)-1 (2.5 Gbit/s), ODU-2 (10 Gbit/s), and ODU-3 (40 Gbit/s), were
specified in the OTN standard to match SDH bit rates. An additional bit rates,
ODU-4 (100 Gbit/s) was specified in 2007. The network architecture defined
in [21] that is composed of the Optical Channel (OCh), Optical Multiplex Section
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(OMS) and Optical Transmission Section (OTS). The interface of OTN was defined
in ITU-T Rec. G.709 to implement OCh by means of a digital framed signal
with digital overhead that supports management requirements [18]. Two digital
layer networks, ODU and Optical Transport Unit (OTU), were introduced. The
intention was that all client signals would be mapped into the OCh via the ODU
and OTU layer networks. The principal information containment relationships are
described in Figure 1.4.

Figure 1.4. Frame structure of OTN

A packet-based technology that can accommodate packet-based data more effi-
ciently than current SDH or OTN has been an urgent requirement because packet-
based traffic has become dominant in these networks as the number of IP-based
services [22]. However, traditional packet network technologies are problematic
for adoption by telecommunication carriers because of a lack of sufficient OAM
functions, fault localization, and fast switching in the event of a failure. Thus,
a new packet-based transport network technology that has the same operation
and maintenance capabilities as traditional transport network technology is re-
quired [19, 23, 24]. MPLS has been standardized in IETF to make it possible to
explicitly determine the path route of IP packets by attaching a label to each IP
packet and forwarding each packet by inspecting only the label instead of the IP
address header on the label-switched path (LSP) [22]. MPLS, however, does not
have ofter all of the maintenance functions required in transport networks. Some
conventional MPLS functions including penultimate hop popping (PHP), equal
cost multi-path (ECMP), and label merging could disrupt the management of a
connection-oriented path because of a lack of traceability. Moreover, MPLS can
be controlled by the control plane through a soft state procedure that any fault
occurs during the exchange of control messages in the data plane even though they
are not experiencing a failure. It is difficult to secure user data traffic.

To modify weakness features and extend conventional MPLS, MPLS-TP em-
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phasizes operation and maintenance capabilities by improving the data plane con-
trol mechanism, introducing static and central operations by the management
plane, and implementing various OAM functions and high-speed protection switch-
ing as shown in Fig. 1.5 [22]. A generic associated channel label (GAL) is newly
defined in the MPLS header stack for identifying the OAM packet, and each OAM
function is differentiated by an associated channel (ACH). Existing functions such
as Pseudo Wire Emulation Edge-to-Edge (PWE3) and MPLS forwarding are also
available in MPLS-TP.

Figure 1.5. Difference between MPLS-TP and IP/MPLS.

1.1.4 Transport Path for WDM Networks

In the wavelength layer, there are two optical path schemes: wavelength path
scheme and virtual wavelength path scheme [25]. The wavelength path uses the
same wavelength between source and destination nodes. Therefore, assigning wave-
lengths is complicated due to the wavelength continuity constraint [26]. On the
other hand, the virtual wavelength path assigns wavelengths link-by-link. There-
fore, virtual wavelength paths offer greater accommodation efficiency than wave-
length paths. However, virtual wavelength paths demand the use of wavelength
converters or Optical-Electrical-Optical (OEO) conversion which increases equip-
ment cost. This dissertation targets the wavelength path scheme as optical path
in wavelength layer.

In the sub-lambda (or electrical) layer, which sub-lambda path corresponds to
ODU path and LSP in MPLS-TP, it is cost effectively that traffic less than the
bandwidth of a wavelength path is accommodated to sub-lambda paths. The ac-
commodation of wavelength path combined with sub-lambda path is cost effective
solution for multi-granular traffic. This dissertation targets sub-lambda path over
wavelength path multi-layer transport networks.
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1.2 Purpose of This Study

The optical reach without OEO conversion has been extended as a result of the
introduction of digital coherent technology [5–7]. Therefore, a lot of 3R (Re-
shaping, Retiming and Regenerating) transponders can be reduced. However, the
wavelength continuity constraint for wavelength path states that the same wave-
length must be assigned from the source to the destination node. Figure 1.6 shows
the wavelength channel to fiber link that occurs wavelength fragmentation in some
wavelength channels [27,28]. Wavelength fragmentation, which is similar to storage
fragmentation, increases and the wavelength accommodation efficiency degrades.

Figure 1.6. Image of wavelength fragmentation.

On the other hand, to simplify path layer and to decrease the number of elec-
trical switch such as IP router, ODU over WDM and MPLS-TP over WDM have
been proposed that IP, Ethernet, ATM, and SDH are mapped into ODU or LSP in
MPLS-TP [16, 29]. Those can be reduced process of upper layer than ODU layer
or MPLS-TP layer and also reduced electrical consumption. However, the virtual
topology for cost minimization in the sub-lambda layer is changing according to
traffic fluctuations [30]. Figure 1.7 shows the image of sub-lambda path and wave-
length path accommodation. The figure at left shows that sub-lambda paths are
accommodated in multiple wavelength paths, i.e., a multi-hop sub-lambda path.
The figure at right shows that sub-lambda paths are accommodated in a single
wavelength path, i.e., a single-hop sub-lambda path. Figure 1.7 (a) shows an exam-
ple when the volume of traffic is small and traffic emerges from different locations.
As shown in Fig. 1.7 (a) at left, the number of wavelength paths is 2 and the
number of wavelengths in link is 4. As shown in Fig. 1.7 (a) at right, the number
of wavelength paths is 2 but the number of wavelengths in link is 5 larger than
that in multi-hop sub-lambda path. In this example, multi-hop sub-lambda path
can reduce the number of wavelengths in link. Figure 1.7 (b) shows an example
when the traffic volume increases at the same source and destination nodes. As
shown in Fig. 1.7 (b) at left, the number of wavelength paths is 2 and the number
of wavelengths in link is 4. As shown in Fig. 1.7 (b) at right, the number of wave-
length paths is 1 smaller than that in multi-hop sub-lambda path and the number

7



of wavelengths in link is 4 as same as that in the multi-hop sub-lambda path. In
this example, single-hop sub-lambda path can reduce the number of wavelength
paths. Thus, optimized virtual topology in sub-lambda layer, i.e., accommodation
design for cost minimization as single-hop or multi-hop, is changing according to
how much the amount of traffic and where between nodes traffic emerge.

(a) Example when the volume of traffic is small and traffic emerges from different locations.

(b) Example when the traffic volume increases at the same source and destination nodes.

Figure 1.7. Multi-hop and single-hop sub-lambda path.
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To achieve more efficient path accommodation in the sub-lambda path over
wavelength path multi-layer transport networks, reconfiguration of wavelength
path combined with sub-lambda path is one of the promising candidates method.
Following study challenges need to be resolved:

1. Wavelength path accommodation design and reconfiguration considering
wavelength continuity constraint.

2. Sub-lambda path regrooming.
3. Reduction of migrating sequence from old path set to new one when recon-

figuring.
4. Path accommodation design and reconfiguration for different reliability classes

considering trade-off of reconfiguration between cost effectiveness and dis-
ruption risk.

The purposed of this dissertation is to resolve the above challenges, and main
contributions are as follows:

1. Proposed optical path accommodation design and management schemes in
Chapter 3.

2. Proposed reconfiguration schemes with three phases: reconfiguration trig-
ger, design and migrating sequence in Chapters 4 and 5.

3. Proposed mathematical formulation and heuristic algorithms for reconfigu-
ration with wavelength defragmentation in Chapters 4 and 5.

4. Proposed accommodation design and reconfiguration schemes for virtual-
ized multi-layer transport networks based on different service classes in
Chapter 6.

1.3 Organization of This Dissertation

This dissertation presents research-derived proposals for and analysis of the re-
configurable multi-layer and multi-granular optical transport network design. The
dissertation includes 7 chapters. Chapter 1 provides an introductory background.
Chapter 2 presents related work. Relationship between study challenges and Chap-
ters 3 to 6 is shown in Fig. 1.8. To answer study challenge 1, Chapter 3 presents
optical path accommodation design and management. Chapter 3 follows the study
paper of [31]. To answer study challenges 1 and 3, Chapter 4 deals with wave-
length path reconfiguration to minimize fragmentation and reconfiguration costs.
Chapter 4 extends the study papers of [27, 32–35]. To answer study challenges
1, 2 and 3, Chapter 5 presents sub-lambda path regrooming with wavelength de-
fragmentation. Chapter 5 is also based on the study papers published in [36–38].
To answer for study challenge 4 based on the established reconfiguration studies
in Chapters 3, 4 and 5, Chapter 6 presents multi-layer reconfiguration schemes
considering differentiated reliable classes defined as a combination of including or
excluding a secondary path and allowing or not allowing reconfiguration. Chapter
6 is an extension of the study papers published in [39, 40]. Finally, Chapter 7 is
conclusion of this dissertation. Main contents of chapters in the dissertation are
organized as follows.
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Figure 1.8. Relationship between study challenges and chapters.

Chapter 1 : Introduction presents the introductory background that in-
cludes present and future traffic trends, and the history of transmission technology
as well as path layer technology including standardization activities. It clarifies
the purposes and contributions of this dissertation.

Chapter 2 : Multi-layer and Multi-granular Photonic Transport Net-
works presents a comprehensive review of related work. Sub-lambda over wave-
length path in the multi-layer node architecture is introduced. Each problem for
the wavelength path, the sub-lambda path and reconfiguration is addressed, re-
spectively. Finally, conventional studies are summarized.

Chapter 3 : Pre-planning and Reconfiguration on the Wavelength-
grouped Transmission Guaranteed Link presents optical path accommoda-
tion design and resource management schemes in optical transparent WDM net-
works. This chapter proposes the pre-planning based wavelength path reconfig-
uration scheme. There are two stages: pre-planning stage and operation stage.
In the pre-planning stage, optical path is designed in advance based on demand
prediction and reserved on calculated routes as path group. In the operation stage,
optical path is accommodated and virtually reconfigured routes and wavelengths
in the logical end-to-end link if demand prediction is different from the actual de-
mand. The effectiveness of the proposed scheme is evaluated in the view point of
the number of fibers and accommodation efficiency.

Chapter 4 : Wavelength Defragmentation presents a reconfiguration
study of wavelength paths with the goal of reducing wavelength fragmentation.
This chapter presents a wavelength path reconfiguration scheme that reduces wave-
length fragmentation in three phases: i) reconfiguration trigger phase; ii) reconfig-
uration design phase; and iii) migrating sequence phase from old path set to new
path set. Two cost models are introduced: wavelength fragmentation cost and
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reconfiguration cost, and the reconfiguration design using integer linear program-
ming (ILP) is shown that can reduce the number of changed wavelengths while re-
taining the effectiveness of wavelength defragmentation. For the migration phase,
a migrating sequence algorithm is proposed that prevents service disruption by
using spare wavelengths to break the dependency cycles that may be formed in
moving to the new path set. For large-scale networks, heuristic algorithms are also
proposed. Employing the proposed heuristic algorithms can suppress the number
of fibers and increase the accommodation efficiency.

Chapter 5 : Sub-lambda Path Reconfiguration with Wavelength De-
fragmentation presents sub-lambda path regrooming after wavelength defrag-
mentation. This chapter proposes two steps reconfiguration scheme using ILP
which performs sub-lambda path regrooming after wavelength defragmentation.
An adaptive reconfiguration scheme based on wavelength path resource manage-
ment is also presented including a heuristic sub-lambda path regrooming algo-
rithm. Employing the proposed scheme, network can be designed to reduce not
only the number of fiber but also the number of network devices.

Chapter 6 : Differential Reliability Classes Based Path Accommoda-
tion Design and Reconfiguration presents differentiated reconfiguration to ad-
dress the trade-off relationship between accommodation efficiency and disruption
risks in virtualized multi-layer transport networks that considers service classes
defined as a combination of including or excluding a secondary path and allowing
or not allowing reconfiguration. A multi-layer redundant path accommodation
design scheme and a reconfiguration algorithm are proposed. An evaluation algo-
rithm for reliability is also introduced. The proposed reconfigurable networks are
shown to be a cost effective solution that maintains reliability.

Chapter 7 : Conclusions presents a summary of this dissertation and de-
scribes future prospects.
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Chapter 2

Multi-layer and Multi-granular
Photonic Transport Networks

This chapter presents a comprehensive review of related work done on reconfigu-
ration problems. Sub-lambda over wavelength path in the multi-layer node archi-
tecture is introduced. Each problem for the wavelength path, the sub-lambda path
and reconfiguration is addressed, respectively. Finally, conventional studies are
summarized.

2.1 Introduction

In the wavelength layer, transparent optical WDM networks can be reduced to
3R transponders with OEO conversion as a result of the digital coherent technol-
ogy. However, the wavelength continuity constraint states that the same wave-
length must be assigned from the source to the destination node. Wavelength
fragmentation increases and the wavelength accommodation efficiency degrades.
In the sub-lambda layer, it is cost effectively that traffic less than the bandwidth
of a wavelength path is accommodated to sub-lambda paths. The accommoda-
tion of wavelength path combined with sub-lambda path is cost effective solution
for multi-granular traffic. However,the optimized virtual topology in sub-lambda
layer, i.e., accommodation design for cost minimization as single-hop or multi-hop,
is changing according to traffic fluctuations. For further efficient path accommoda-
tion in the sub-lambda path over wavelength path multi-layer transport networks,
reconfiguration of wavelength path combined with sub-lambda path is one of the
promising candidates method.

This chapter presents the hierarchical multi-layer transport node architecture
and each problem for the wavelength path, the sub-lambda path and reconfigura-
tion is addressed, respectively.

2.2 Multi-layer Node Architecture

Figure 2.1 shows the multi-layer node architecture in which each node is equipped
with multiple digital cross connects (DXCs) and a wavelength (or optical) cross
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connect (WXC) without wavelength-conversion capability, so that a wavelength
path set between DXC nodes must keep the wavelength unchanging along the
path. The WXC has wavelength multiplex or demultiplex capabilities and through
the use of wavelength selective switches (WSS) is color-less, direction-less, and
contention-less (CDC-less); this permits the setup of arbitrary wavelengths and
directions [41]. Bidirectional wavelength paths are also possible: the same wave-
length can travel in both directions simultaneously. Each WXC is connected
to multiple DXCs in parallel such as ODU cross connects or MPLS-TP routers,
and the wavelength path in wavelength layer can be provided routing that pass
through that node. The sub-lambda path in sub-lambda layer are also groomed
and switched as multi-hop or single-hop by DXC. The multi-hop sub-lambda path
can be defined such that a connection can traverse multiple wavelength paths be-
fore it reaches the final destination; this means that a connection may be groomed
using different connections on different wavelength paths. On the other hand, the
single-hop sub-lambda path is defined as a connection that can traverse only a
single wavelength path, i.e., only end-to-end traffic grooming is allowed [42]. The
DXC is assumed to have a delay adjustment capability so that switch to the new
path creates no service disruption [43].

Figure 2.1. Multi-layer node architecture.
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2.3 Routing and Wavelength Assignment

Problem

The problem of establishing wavelength paths by routing and assigning a wave-
length to each connection is called the RWA problem [26, 44]. The quality of an
optical signal for wavelength paths degrades as it travels through fibers and in-
termediate node devices. Then, the problem considering transmission impairment
constraint which limits the route selection is also called Impairment awareness
Routing and Wavelength Assignment (IRWA) problem. There are two main traf-
fic cases: static, and incremental or quasi-dynamic. The static traffic case assumes
that all wavelength paths are established at the same time. The set of connec-
tions is known in advance, and the problem is then to establish wavelength paths
for these connections in a global fashion while minimizing the network resources
used such as the number of wavelengths multiplexed in a fiber or the number of
fibers in the network. In realistic optical networks, traffic is incremental and some
wavelength paths will be released after a few days, month or years. In the incre-
mental or quasi dynamic case, new connection requests arrive sequentially, and a
wavelength path should be established for each connection.

The problem of establishing a static traffic design is known as to be NP-
complete [45]. The objective function is to minimize the flow in each link, which, in
turn, corresponds to minimizing the number of wavelength paths passing through
a particular link. Mathematical formulation is presented for the problem to mini-
mize the number of wavelengths required as follows.

• Given: Λ(m,n).

• Variables: p
(m,n),w
(i,j) , wr and λ

w
(m,n).

The objective function is as follows.

Minimize :wr. (2.1)

The constraints are based on the principle of conservation of flows as follows.

wr ≥
∑

(m,n)∈PW ,w∈W

p
(m,n),w
(i,j) ∀(i, j) ∈ E. (2.2)

∑
i∈V

p
(m,n),w
(i,j) −

∑
k∈V

p
(m,n),w
(j,k) =


λw(m,n); If m = j

−λw(m,n); If n = j ∀(m,n) ∈ PW , w ∈ W.

0; Otherwise

(2.3)

∑
w∈W

λw(m,n) = Λ(m,n) ∀(m,n) ∈ PW . (2.4)

∑
(m,n)∈PW

p
(m,n),w
(i,j) ≤ 1∀(i, j) ∈ E,w ∈ W. (2.5)

Equation (2.2) ensures that the summation of wavelengths used in link (i, j) is
less than or equal to the number of wavelengths required. Equations (2.3) - (2.5)
decide the route and wavelength for each wavelength path demand.
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A lot of heuristic wavelength assignment algorithms have been studied for in-
cremental or quasi-dynamic traffic demands such as First Fit (FF), Random (R),
Most-Used (MU), and Least Fragmentation (LF) algorithms [26, 46, 47]. The FF
algorithm choses a lower numbered wavelength before a higher-numbered wave-
length when all wavelengths are numbered. The idea behind this scheme is to
pack all in-use wavelengths in the lower end of the wavelength space so that con-
tinuous longer paths toward the higher end of the wavelength space will have a
higher probability of being available. The R algorithm chooses, at random, one of
all wavelengths available. The MU algorithm selects the wavelength that used most
often in the network. MU slightly outperforms FF, doing a better job of packing
connections into fewer wavelengths and conserving the spare capacity of less-used
wavelengths. The LF algorithm was proposed to achieve higher accommodation
efficiency; to decrease the wavelength fragmentation, it assigns wavelength of the
least fragmentation value calculated from each wavelength index around required
routes. The LF algorithm was shown that accommodation efficiency is higher than
the other algorithms [46,47].

2.4 Traffic Grooming Problem

The bandwidth of a optical path (i.e., a wavelength path) in WDM backbone net-
work is quite high (100 Gbit/s, today), and expected to grow to 400 Gbit/s or 1
Tbit/s in the future [48]. Many services will generate much lower demands, e.g.,
ODU-1 (2.5 Gbit/s), ODU-2 (10 Gbit/s) and ODU-3 (40 Gbit/s). Since high-
bandwidth optical paths will carry many low-speed traffic streams, it is necessary
to accommodate low-speed traffic efficiently, which is known as the traffic-grooming
problem [44,49]. Its objective is to minimize the network cost or to maximize the
network throughput. There are two main traffic cases: static, incremental or
quasi-dynamic. In this section, the static traffic case is examined. The traffic
grooming problem is usually divided into three sub-problems, which are not nec-
essarily independent: (1) determining the virtual (or logical) topology, (2) routing
and wavelength assignment over the physical topology, (3) routing the traffic on
the virtual topology.

The problem of designing the virtual topology can be formulated as ILP, which
is known to be NP-hard [42]. This subsection shows a mathematical formulation
for static traffic in which a connection can traverse multiple wavelength paths be-
fore it reaches its destination and that a connection may be groomed with different
connections on different wavelength paths. All nodes are assumed to be equipped
with tunable transceivers, which can be tuned to any of a fixed number of wave-
lengths w. Mathematical formulation is presented for the problem to maximize
the total successfully-routed low-speed traffic demands as follows.

• Given: CS, CW , DS, f(i,j), NWM , RRm and TRm.

• Variables: p
(m,n),w
(i,j) , s

(s,d),cS ,dS
(m,n) , v(m,n), v

w
(m,n) and σ

cS ,dS
(s,d)
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The objective function is following.

Maximize :
∑

(s,d)∈PS ,cS∈CS ,dS∈DS

cS · σcS ,dS
(s,d) (2.6)

The constraints are based on the conservation of flows and resources. They are also
divided three parts: constraints for virtual topology connections, and constraints
for physical route, constraints for virtual topology traffic.
Constraints for virtual topology connections:∑

n∈V

v(m,n) ≤ TRm ∀m ∈ V (2.7)∑
m∈V

v(m,n) ≤ RRn ∀n ∈ V (2.8)∑
w∈W

vw(m,n) ≤ v(m,n) ∀(m,n) ∈ PW (2.9)

Constraints for physical route:∑
i∈V

p
(m,n),w
(i,n) = vw(m,n) ∀(m,n) ∈ PW , w ∈ W (2.10)∑

j∈V

p
(m,n),w
(m,j) = vw(m,n) ∀(m,n) ∈ PW , w ∈ W (2.11)∑

i∈V

p
(m,n),w
(i,m) = 0 ∀(m,n) ∈ PW , w ∈ W (2.12)∑

j∈V

p
(m,n),w
(n,j) = 0 ∀(m,n) ∈ PW , w ∈ W (2.13)∑

i∈V

p
(m,n),w
(i,k) −

∑
j∈V

p
(m,n),w
(k,j) = 0 If k ̸= m,n ∀(m,n) ∈ PW , w ∈ W (2.14)∑

(m,n)∈PW

p
(m,n),w
(i,j) ≤ f(i,j) ∀(i, j) ∈ E,w ∈ W (2.15)

Constraints for virtual topology traffic:∑
m∈V

s
(s,d),cS ,dS
(m,d) = σcS ,dS

(s,d) ∀(s, d) ∈ PS, cS ∈ CS, dS ∈ DS (2.16)∑
n∈V

s
(s,d),cS ,dS
(s,n) = σcS ,dS

(s,d) ∀(s, d) ∈ PS, cS ∈ CS, dS ∈ DS (2.17)∑
m∈V

s
(s,d),cS ,dS
(m,s) = 0 ∀(s, d) ∈ PS, cS ∈ CS, dS ∈ DS (2.18)∑

n∈V

s
(s,d),cS ,dS
(d,n) = 0 ∀(s, d) ∈ PS, cS ∈ CS, dS ∈ DS (2.19)

∑
m∈V

s
(s,d),cS ,dS
(m,k) −

∑
n∈V

s
(s,d),cS ,dS
(k,n) = 0

If k ̸= s, d ∀(s, d) ∈ PS, dS ∈ DS, cS ∈ CS (2.20)
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∑
(s,d)∈PS ,cS∈CS ,dS∈DS

cS · s(s,d),cS ,dS(m,n) ≤ CW · v(m,n) ∀(m,n) ∈ PW (2.21)

The above equations are explained below.

• Equations (2.7) and (2.8) ensure that the number of wavelength paths be-
tween (m,n) is less than or equal to the number of transmitters at node m
and the number of receivers at node j.

• Equation (2.9) shows that the wavelength paths between (m,n) are com-
posed of wavelength paths with different wavelengths.

• Equations (2.10) - (2.14) are the multi-commodity equations (for flow con-
servation) that determine the routing of a wavelength path from its origin
to its termination.

• Equation (2.15) ensures that wavelength w on fiber link (i, j) can only be
present in at most wavelength path of number of fiber link in the virtual
topology.

• Equations (2.16) - (2.20) are the multi-commodity equations (for flow con-
servation) that determine the routing of sub-lambda path demands on the
virtual topology.

• Equation (2.21) ensures that the aggregate sub-lambda path flowing through
wavelength paths cannot exceed the overall wavelength channel capacity.

Several heuristic algorithms have been studied to resolve the traffic-grooming
problem such as Maximizing Single-hop Traffic (MST) and Maximizing Resource
Utilization (MRU) [42]. Let T (s, d) denote the aggregate traffic between node pair
s and d, which has yet to be assigned. Let t(s, d) denote one connection request
between s and d, which has yet to be assigned.

The basic idea of the MST algorithm was introduced to resolve the virtual-
topology design problem. This simple heuristic attempts to establish wavelength
paths between source and destination pairs with the highest T (s, d) values, sub-
ject to constraints on the number of transceivers at the two end nodes, and the
availability of a wavelength in the path connecting the two end nodes. The con-
nection requests between s and d will be carried as much as possible on the latest
wavelength path to be established. If there is enough capacity in the network,
every connection will traverse a single wavelength path. If there are too few re-
sources to establish enough wavelength paths, the algorithm will try to carry the
blocked connection requests using currently available spare capacity of the virtual
topology.

The MRU algorithm operates as follows. Let H(s, d) denote the hop distance
on the physical topology between node pair (s, d). Define T (s, d)/H(s, d) as the
connection resource utilization value, which represents the average traffic per wave-
length link. This quantity shows how efficiently the resources are used to carry the
traffic requests. This heuristic tries to establish the wavelength paths between the
node pairs with the maximum resource utilization values. When no wavelength
path can be set up, the remaining blocked traffic requests will be routed on the vir-
tual topology based on their connection resource utilization value t(s, d)/H ′(s, d),
where H ′(s, d) denotes the hop distance between source and destination pairs on
the virtual topology.
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2.5 Reconfiguration Problem

The reconfiguration of wavelength paths and that of sub-lambda path must be
considered the RWA problem and the traffic grooming problem respectively. Ad-
ditionally, these reconfiguration problems consist of three phases: i) determination
of whether reconfiguration should be conducted; ii) design based on a certain opti-
mization objective; and iii) migrating from old path set to the new path set. This
subsection presents a comprehensive review of related work on each phase of the
reconfiguration problems [33].

For the first phase, there are two main reconfiguration triggers: a regular inter-
val and an interval determined by the traffic fluctuation. The former is periodic,
such as every week, every month, or at some fixed threshold based on the number
of path demands. The latter includes reconfiguration when unbalanced traffic is
detected on wavelength paths [30] and reconfiguration with time varying traffic
based on blocking and time windows [50].

For the second phase, there are two schemes: Passive rerouting design and
Intentional rerouting design [51]. The former dynamically reconfigures paths in
response to changing traffic demands between each node pair. The latter recon-
figures paths in advance based on some objective functions or weight functions.
The wavelength path reconfiguration problem mentioned above has been stud-
ied in different scenarios. Passive rerouting design has been studied as follows:
shortest available wavelength path rerouting [51], dynamic rerouting considering
fairness [52], and alternate rerouting to minimize propagation delay, link load,
and the number of paths changed based on a genetic algorithm [53]. Intentional
rerouting design has been studied as follows: rerouting an existing wavelength
path to the k-shortest path with the highest weight value [51] and reconfiguration
for working and backup paths [54]. The reconfiguration objectives for intentional
rerouting design include minimization of average packet hop distance [55], mini-
mization of rejected new demands and rerouted existing wavelength paths [56], and
maximization of connection requests [42]. Reconfiguration algorithms to reduce
fragmentation have been studied such as the push-pull algorithm [57], and the
greedy algorithm-based defragmentation algorithm [58]. In multi-layer reconfigu-
ration, virtual topology designs have been reported such as maximizing the carried
traffic of connections without service disruption [59], heuristic algorithm for virtual
topology reconfiguration to reduce the number of wavelength paths changed while
ensuring that the network congestion is low in optical ring networks [60], mini-
mizing the average packet hop distance while minimizing the number of changes
needed from the existing virtual topology [55], and reducing the maximum link
load [61]. Grooming algorithms for static traffic have been reported, such as MST
and MRU [42].

Work on the third phase includes: an algorithm for minimizing the number of
simultaneously disrupted connections [62], and a migration algorithm to minimize
disruption duration or the number of disruptions [63–65].

Many reconfiguration algorithms in different scenarios have been studied for
each three phase. For effective accommodation of traffic, it is necessary to recon-
figure wavelength paths in cooperation with sub-lambda paths. Additionally, since
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Internet carriers have many clients with different service level agreements, service
disruption must not occur and the number of migrating sequences needs to be re-
duced as much as possible to reduce the risk of reconfiguration. However, there are
no reconfiguration studies considering all three phases and reducing disruption risk
in multi-layer transport networks. Given this background, this dissertation targets
all three of the above mentioned phases and incremental quasi-dynamic traffic in
multi-layer transport networks. This dissertation assumes that wavelength path
demands are changed at intervals in excess of a week. Thus reconfiguration is
assumed to be performed every few weeks or few months.

2.6 Summary

This chapter presented a comprehensive review of related work. The sub-lambda
over wavelength path in the multi-layer node architecture was also introduced.
Two problems for path accommodation design were shown: routing and wave-
length assignment in the wavelength layer and traffic grooming problems in the
sub-lambda layer. After that, path reconfiguration directed towards these two
problems as described.

The reconfiguration problem consists of three phases: i) determination of
whether reconfiguration should be conducted; ii) design based on a certain op-
timization objective; and iii) migrating from old path set to new path set. For
effective accommodation of traffic, it is necessary to reconfigure wavelength paths
in cooperation with sub-lambda paths. This dissertation targets all three of the
above mentioned phases and incremental quasi-dynamic traffic in multi-layer trans-
port networks.
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Chapter 3

Pre-planning and Reconfiguration
on the Wavelength-grouped
Transmission Guaranteed Link

This chapter presents optical path accommodation design and resource management
schemes in optical transparent WDM networks. In optical path accommodation de-
sign, there are the simple classes of post-planning and pre-planning schemes con-
sidering wavelength continuity constraints. This chapter proposes the pre-planning
based wavelength path reconfiguration scheme. There are two stages: pre-planning
stage and operation stage. In the pre-planning stage, optical path is designed in
advance based on demand prediction and reserved on calculated routes as path
group. In the operation stage, optical path is accommodated and virtually recon-
figured routes and wavelengths in the logical end-to-end link if demand prediction
is different from the actual demand. The effectiveness of the proposed scheme is
evaluated in the view point of the number of fibers and accommodation efficiency.

3.1 Introduction

In core and metro transparent optical WDM networks, all optical paths should be
established from the source node to destination node implementing optical switches
to eliminate expensive OEO conversions at each intermediate node. However,
optical path accommodation design has two constraints: the wavelength continuity
constraint and the transmission impairment constraint. Therefore, implementing a
design to accommodate optical paths is more difficult than implementing a design
to dispose of OEO conversion in opaque networks. The wavelength continuity
constraint includes the constraints on wavelength channel selection and on route
selection in order to avoid wavelength collision. The same wavelength must be
assigned from source node to destination node. The optical path scheme to deal
with this wavelength continuity constraint was proposed as the Wavelength Path as
described in Section 2.3. The transmission impairment constraint limits the route
selection because the quality of an optical signal degrades as it travels through
fibers and intermediate node devices.
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Optical path accommodation design schemes that consider these constraints
are simply classified into post-planning and pre-planning schemes. In the post-
planning scheme, the route and wavelength are calculated using a heuristic al-
gorithm to address the Impairment awareness Routing and Wavelength Assign-
ment (IRWA) problem in real time, and accommodates one-by-one an optical
path [66,67]. The post-planning scheme flexibly accommodates an optical path as
long as the resources in the network are available. However, this scheme cannot
achieve optimal accommodation throughout the network because it depends on the
order of the wavelength assignment. Moreover, it takes time to establish an optical
path, because a route is designed when the path is established and the design for
transmission is not employed at that time. On the other hand, in the pre-planning
scheme, the route and wavelength are calculated off-line in advance according to
the optical path demand prediction, and are accommodated one-by-one in an opti-
cal path when request for establishing the optical path is caused. The management
and control scheme for transparent optical networks in the pre-planning scheme
was proposed, that is called a Wavelength-grouped Transmission-Guaranteed Link
(λTGL) [68]. The λTGL is a logical end-to-end link that directly connects the
source and destination nodes with multiple wavelengths using a route in which op-
tical reachability is guaranteed. The optical reachability is guaranteed by the phys-
ical layer transmission design, which is completed in advance. The wavelengths
in each λTGL are also determined in advance considering wavelength continuity
constraints. Optical path accommodation design scheme based on to λTGL con-
cept is needed considering virtualized reconfiguration of routes and wavelengths
on path management table according to the change of the optical path demand
prediction.

This chapter presents the Pre-planning and Reconfiguration of Wavelength
Path (PRW) scheme based on the λTGL management and control scheme, which
achieves a fast and flexible optical path accommodation design. A mathematical
formulation for the PRW is also introduced. Numerical evaluations show that
proposed PRW is cost effectiveness design in the view of the number of fiber
required and accommodation rate.

3.2 Pre-planning and Reconfiguration of Wave-

length Path and Resource Management

3.2.1 Pre-planning and Reconfiguration of Wavelength Path

The pre-planning scheme is more effective than the post-planning scheme as long
as the optical path demand prediction matches the real optical path demand from
the viewpoint of both capital expenditure (CAPEX) and operational expenditure
(OPEX). However, in the pre-planning scheme, there are some problems that need
to be addressed in addition to the IRWA problem. The first problem is how to
plan or prediction the optical path demand. The second problem is how and when
to reconfigure routes and wavelengths when there is a mismatch in the optical
path demand prediction. In regard to the first problem, the optical path demand
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prediction is assumed to be given, and to resolve second problem, the PRW scheme
is used. The scheme is achieved in four steps as follows.

• Step 1: Optical path design in the pre-planning stage
• Step 2: Reservation of wavelengths on calculated routes for each between

node pair in the pre-planning stage
• Step 3: Optical path accommodation in the network operation stage
• Step 4: Virtualized reconfiguration of routes and wavelengths in the λTGL

(a) Flow in the pre-planning stage. (b) Flow in the network operation stage.

Figure 3.1. PRW scheme flow.

In the Step 1, routes and wavelengths are designed with the physical topology and
initial equipment as inputs, i.e., the number of fibers in each link, the number of
wavelengths multiplexed in a fiber, and the optical path demand prediction for
all optical paths. Based on calculations, if additional fiber equipment is required
in a link, then it is implemented. If this is not the case, then the initial amount
of equipment is used. In the Step 2, the wavelengths are reserved on calculated
routes for each between node pair in the λTGL. The flow of the algorithm for
Step 1 and Step 2 is shown in Fig. 3.1 (a). When establishing the optical path is
requested, an pre-planed optical path in the secured λTGL with requested source
and destination node pair is selected, and a wavelength is assigned to the optical
path. If the optical path demand prediction is different from the actual optical
path demand and a resource in the λTGL is occupied, this scheme proceeds to
Step 4. In the Step 4, and routes and wavelengths are reconfigured virtually
in the λTGL according to an updated optical path demand prediction. In this
step, reconfiguration target is optical paths not accommodated. The λTGLs must
modify each path between each node pair. The flow for the algorithm for Step 3
and Step 4 is shown in Fig. 3.1 (b). Thus, optical paths can be fast and flexibly
accommodated.
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3.2.2 Resource Management

The resource management for optical path based on the PRW scheme is presented.
For instance, as shown in Fig.3.2, when initial optical path demand prediction is
three each nodes between A-B, and between A-C, and between B-C, it assumes
that in the Step2, λTGL reserved between A-B are λ1, λ2, λ3, and λTGL reserved
between A-C and between B-C are λ4, λ5, λ6, from design of Step 1. When the
optical path is requested in Step 3, the available wavelength can be searched from
the management table having information of λTGL, and the optical path is accom-
modated at the actual wavelength. While Step 3 is repeated, available wavelength
is nothing in the group A-C. Then, this scheme goes to Step 4, routes and wave-
lengths are reconfigured without interrupting optical path accommodated, while
minimizing any increase in the number of fibers in the Step 1. Thus, the λTGLs
are modified that group A-C is λ1, λ2, λ3, and λ5, group A-B and group B-C is
λ4, λ6.

Figure 3.2. Example of PRW scheme.
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3.3 Mathematical Formulation in The Pre-planning

Stage

To realize the PRW scheme, mathematical formulation based on the ILP is pre-
sented. The problem for PRW scheme is stated as follows.

• Given: CFI , f0e, NWM , p
(m,n),w
0k , δ

(m,n)
k,e , and Λ(m,n)

• Variables: fe, p
(m,n),w
k and we.

• Determine: Design of optical path as shortest route for predicted optical
path demands to minimize the number of fiber required.

The mathematical formulation assumes that transmission impairment constraints
are not considered. The optical signal to noise ratio (OSNR) is calculated by
assigning a gain or loss power to all optical components such as the Erbium Doped
Fiber Amplifier (EDFA) or switch [69]. Then, the hop constraint is determined.
Alternative methods for determining the hop constraint are given in [67]. Optical
cross connect is assumed to be colorlessly add/drop an arbitrary wavelength at
an arbitrary UNI port, and directionless output to an arbitrary NNI port. Thus,
wavelengths do not collide in any of the nodes and it only has to consider about
the wavelength collision in the fibers.

Following formulation is also described not multi-commodity equations de-
scribed in Section 2.4 but physical route search based [70]. Then, routes are
searched between source and destination nodes all pairs, in advance. The objec-
tive function is formulated to minimize the sum of the number of wavelengths
used in all links and the number of all fibers multiplied by the cost of fibers in the
network as

Minimize :
∑
e∈E

(
we + CFI · fe

)
. (3.1)

The cost of fiber expansion, CFI , in Equation (3.1) assumes a much higher cost
than that for the number of wavelengths. In other words, the route takes a detour
as long as the resources in the fibers are unused and the number of additional
fibers is minimized. Constraints are formulated as follows.∑

w∈W,k∈K

p
(m,n),w
k = Λ(m,n)∀(m,n) ∈ PW . (3.2)

∑
k∈K,(m,n)∈PW

δ
(m,n)
k,e p

(m,n),w
k ≤ fe∀e ∈ E,w ∈ W. (3.3)

∑
k∈K,(m,n)∈PW ,w∈W

δ
(m,n)
k,e p

(m,n),w
k ≤ we∀e ∈ E. (3.4)

we ≤ NWMfe∀e ∈ E. (3.5)

Explanation of those equations is as follows.

• Equation (3.2) ensures that the optical path demand each between source
and destination is satisfied the sum of the number of wavelengths for all
routes.
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• Equation (3.3) ensures the wavelength continuity.
• Equation (3.4) and (3.5) ensure that the sum of the number of wavelengths

is less than or equal to the number of wavelengths multiplexed in a fiber
multiplied by the number of fibers.

When there is a change in the optical path demand prediction, the existing optical
paths are not reconfigured. Following constraint must be added

p
(m,n),w
0k ≤ p

(m,n),w
k ∀ k ∈ K, (m,n) ∈ PW , w ∈ W. (3.6)

In Step 1, each network link with a fiber was equipped. The number of equipped
fibers was not decreased even if an optical path did not pass through that fiber.
Following constraint must be added

f0e ≤ f e∀e ∈ E. (3.7)

3.4 Numerical Evaluation for Pre-planning and

Reconfiguration of Wavelength Path

The PRW scheme is compared to the post-planning scheme in terms of the number
of required fibers and accommodation rate of the optical path in fibers. The
rate of change in the optical path demand prediction is defined as the difference
between the initial optical path demand prediction and the actual optical path
demand, assumed to be equal to the updated optical path demand prediction.
This simulation is assumed that the updated optical path demand prediction is
not changing and all updated optical path demands are accommodated. The sum
of all the initial optical path demands prediction is assumed to be equal to the
sum of all updated optical path demand prediction, and the rate of increase is
equal to the rate of decrease. For example, when the initial optical path demand
prediction is 10 between each node pair in a physical topology with 9 nodes (total
demand is 360 for 9C2× 10) and the rate of change in the demand prediction is 10
%, both the rates of increase and decrease in the demand are 5 % and both the
increase and decrease in optical path demand are 18 demands for 360 × 5 %.

3.4.1 Simulation Conditions

In the PRW scheme, wavelengths are assigned as a whole according to the initial
optical path demand prediction using the ILP described in Section 3.2.2, and routes
and wavelengths are reconfigured virtually in the λTGL about paths between
each node pair more than initial optical path demand prediction according to an
updated optical path demand prediction considering Equations (3.6) and (3.7).
On the other hand, in the post-planning scheme, optical paths are accommodated
sequentially one by one from the source to destination node each an optical path
demand. To obtain an exact optimal solution would take an exponential amount
of time. Thus, the optimization calculation using ILP is terminated within a
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few percent of the optimized result of the real number linear programming (LP)
result. These demands between node pairs are randomly changed 10 times, and
the average of the results is calculated. Physical topology is used 3×3 grid as
shown in Fig. 3.3. Number of Wavelengths multiplexed in a fiber (NWM) are
changing 24, 40, or 56.

Figure 3.3. Physical topology in simulation.

3.4.2 Results and Discussion

The reduction rate of number of fibers for the PRW to the post-planning in terms
of the rate of change in the initial demand prediction is shown in Fig. 3.4. The
number of required fibers for the PRW can be reduced from 15 % to 28 % compared
to post-planning. The reduction rate of number of required fibers for the PRW to
the post-planning decreases with an increase in the rate of change in the demand
prediction. The reason is because the route and wavelength of the PRW is close to
that of the post-planning according to increasing demand fluctuation. Figure 3.5
shows the same evaluation measure with respect to changing the initial optical path
demand prediction from 10 to 40 when the rate of change in the initial demand
prediction is 30 %. The reduction rate of number of required fibers for the PRW
to the post-planning remains constant with an increase in demand. Based on Figs.
3.4 and 3.5, the PRW scheme can be used to design economical networks compared
to using the post-planning scheme regardless of the increase in the optical path
demand.

26



 0

 5

 10

 15

 20

 25

 30

 0  10  20  30  40  50R
ed

uc
tio

n 
ra

te
 o

f n
um

be
r 

of
 fi

be
rs

 fo
r 

th
e 

P
R

W
 [%

]

Rate of change in demand prediction [%]

NWM=24
NWM=40
NWM=56

Figure 3.4. Reduction rate of number of fibers for the PRW to the post-planning in terms of the
rate of change in the initial demand prediction.
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Figure 3.5. Reduction rate of number of fibers for the PRW to the post-planning when the rate
of change in the initial demand prediction is 30 %.
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The accommodation rates in the fibers for the PRW and the post-planning
schemes when the rate of change in the initial demand prediction is 30 % are
shown in Fig. 3.6. The accommodation rate is defined as the sum of wavelength
in all links to NWM times the sum of fibers:

A =

∑
e∈E we

NWM

∑
e∈E fe

. (3.8)

The gap between the accommodation rate for the post-planning scheme and that
for the PRW scheme is small with an increase in demand. When the initial opti-
cal path demand prediction between each node pair is low, as a higher number of
wavelength multiplexed is employed, the accommodation rate of the post-planning
becomes worse. In this simulation, the PRW scheme achieves a higher accommo-
dation rate than the post-planning scheme.
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Figure 3.6. Comparison of accommodation rate for the PRW and post-planning.
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3.5 Summary

This chapter presented optical path accommodation design and resource manage-
ment schemes in optical transparent WDM networks. This chapter proposed the
PRW scheme based on the concept of λTGL, which is logical end-to-end link that
directly connects the source and destination nodes with multiple wavelengths using
a route in which optical reachability is guaranteed. Numerical evaluations showed
in 3×3 grid that the number of required fibers for the PRW can be reduced from
15 % to 28 % compared to post-planning, and that the PRW scheme achieves a
higher accommodation rate than the post-planning scheme.
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Chapter 4

Wavelength Defragmentation

This chapter presents a reconfiguration study of wavelength paths with the goal
of reducing wavelength fragmentation. This chapter presents a wavelength path
reconfiguration scheme that reduces wavelength fragmentation in three phases: i)
reconfiguration trigger phase; ii) reconfiguration design phase; and iii) migrating
sequence phase from old path set to new path set. Two cost models are introduced:
wavelength fragmentation cost and reconfiguration cost, and the reconfiguration
design using ILP is shown that can reduce the number of changed wavelengths
while retaining the effectiveness of wavelength defragmentation. For the migration
phase, a migrating sequence algorithm is proposed that prevents service disruption
by using spare wavelengths to break the dependency cycles that may be formed in
moving to the new path set. For large-scale networks, heuristic algorithms are also
proposed. Employing the proposed heuristic algorithms can suppress the number of
fibers and increase the accommodation efficiency.

4.1 Introduction

The optical reach that can be achieved without OEO conversion has been extended
as a result of advances in long-distance and high capacity transmission technolo-
gies [6]. The wavelength continuity constraint of optical transparent WDM net-
works states that the same wavelength must be assigned from the source to the
destination node [25]. To enhance the accommodation efficiency, there have been
studied routing and wavelength assignment algorithms such as FF algorithm, MU
algorithm and so on for an incoming wavelength path [26]. The LF algorithm was
proposed to achieve higher accommodation efficiency; to decrease the wavelength
fragmentation [46,47]. However, when it is difficult to predict where future incom-
ing traffic will emerge between source and destination nodes, overall optimization
is limited to only route design and wavelength assignment for a wavelength path.
Therefore, repetitive reconfiguration for wavelength defragmentation is important
for optimizing all accommodated paths.

Figure 4.1 shows an image of wavelength defragmentation in which wavelength
paths are reconfigured to minimize the wavelength or spectrum fragmentation.
There are two examples of reconfiguration design as shown to the right in Fig. 4.1.
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Figure 4.1. Image of wavelength path reconfiguration.

Reconfiguration design A shows that wavelength paths are reconfigured to a lower
frequency or number. The number of wavelength channels used is 2 and the number
of migrating sequences is 5. On the other hand, reconfiguration design B shows that
a wavelength path in λ 2 is reconfigured to λ 4. The number of wavelength channels
used is 2, which is the same result as that from reconfiguration design A, and the
number of migrating sequences is only 1, which is less than that in reconfiguration
design A. Namely, by engineering a reconfiguration design algorithm, the number
of migrating sequences can be reduced the number of migrating sequences while
retaining the effectiveness of the wavelength defragmentation.

This chapter focuses on the three phases for intentional rerouting design in
the wavelength layer. As for the first phase, two scheme are considered: trigger
that the number of paths accommodated exceeds some some threshold number
and that wavelength path resources is less than the threshold value set. As for the
second phase, a mathematical formulation for reconfiguration design is proposed
employing fragmentation and reconfiguration costs to decrease both wavelength
blocking for future traffic demand and the number of sequences that needed to
be migrated to the new path set. Heuristic algorithms are also proposed to re-
duce calculation time of ILP based design. As for the third phase, a migrating
sequence algorithm is introduced with eliminates service disruption by using spare
wavelength to break the dependency cycles. Numerical evaluations show that the
number of fibers for ILP-based reconfiguration design can be suppressed compared
to the design without employing fragmentation cost while reducing the number of
changed wavelengths. Additionally, employing proposed heuristic algorithms, the
number of fibers can be suppressed and the accommodation efficiency is increased
compared to when reconfiguration is not performed.
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4.2 Problem Statements and Assumptions for

Wavelength Defragmentation Design

A network of V nodes connected by bidirectional E links forming an arbitrary
physical topology is considered. All links in the physical topology have at least
one fiber, and the number of fibers is increased when a wavelength path cannot
be established. Each fiber carries as many wavelength channels as the number
of wavelengths multiplexed in a fiber. Each node is equipped with a WXC with-
out a wavelength-conversion capability so that a wavelength path must be set
up with the same wavelength. The node comprises an OTM-IF with a WDM
function, an OCh-IF, an ODU-IF and WDM transponders. The WXC has wave-
length multiplexing or demultiplexing capabilities and is CDC-less through the
use of wavelength selective switches. This permits the establishment of arbitrary
wavelengths and directions.

In the second phase, i.e. reconfiguration design, there are some assumptions
that reconfiguration design is calculated off-line, and wavelength path demands are
changed at intervals in excess of a week. In the third phase, i.e. migrating phase, it
is assumed that there are some spare (or vacant) wavelength channels to setup 1+1
protection and so break the dependency graph. The network equipment and fiber
are assumed to be expanded so as to keep this assumption. The reconfiguration
design problem is stated as follows.
Given:

• A physical network topology graph, G(V,E).
• Number of wavelengths multiplexed in a fiber.
• Number of fibers on a link.
• Number of wavelength paths between each node pair.
• Set of routes and wavelengths for all wavelength paths accommodated before

reconfiguration.

Determine:

• Reconfiguration design that reduces wavelength blocking for subsequent
incoming traffic

• Reduction of the number of fibers required
• Reduction of the number of changed paths in the new path set.

4.3 ILP-based Wavelength Defragmentation

The reconfiguration design is stated using ILP. Reconfiguration is performed when
the number of wavelength paths accommodated exceeds some threshold number.
First, the costs of fragmentation and reconfiguration are introduced for multi-fiber
WDM networks. Then the objective function and constraints are described. Given
parameters and variables are following.
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• Given: CF , CWR, f(i,j), Mm,f and NWM .

• Variables: p
(m,n),w,dW
(i,j),f and λw,dW

(m,n)

Wavelength fragmentation cost is introduced. When there are some usable wave-
lengths in a link that has multiple fibers, f(i,j),w in link (i, j) and wavelength
channel w shows 0; otherwise 1. f(i,j),w can be written as

f(i,j),w =

⌊∑
(m,n)∈PW ,dW∈DW ,f∈F p

(m,n),w,dW
(i,j),f

f(i,j)

⌋
. (4.1)

For instance, Fig. 4.2 shows an image of wavelength fragmentation in a simple
network. When there are two fibers in link e(i, j) = (2, 3), λ1 or λ3 cannot be used,
fe=(2,3),w=1 or fe=(2,3),w=3 is equal to 1. On the other hand, λ2 or λ4 is available, so
fe=(2,3),w=2 or fe=(2,3),w=4 is equal to 0. Wavelength fragmentation cost for wave-
length channel Fw is determined by calculating f(i,j),w for each wavelength channel,
w, for all links (i, j). Fw is 0 if the wavelength is completely occupied or vacant
through all physical links; otherwise, the function shows 1. The mathematical
formulation is given as

Fw =

⌈∑
(i,j)∈E f(i,j),w

|E|

⌉
−

⌊∑
(i,j)∈E f(i,j),w

|E|

⌋
. (4.2)

Reconfiguration cost is introduced to satisfy two objectives; reducing the num-
ber of migrating sequences, and reducing the number of wavelength cross connec-
tions between source and destination nodes that need to be reset. Reconfiguration
cost for a wavelength path dW between nodes pair (m,n), R(m,n),dW is formulated
as

R(m,n),dW =
∑

(i,j)∈E,w∈W,f∈F\F0

p
(m,n),w,dW
(i,j),f . (4.3)

The reconfiguration cost represents the number of wavelengths that must be switched
to unused wavelength or fiber route before reconfiguration. Figure 4.3 shows an
example of reconfiguration in single fiber in a 3× 3 grid. Left figure shows the ac-
commodation of wavelength paths in λ1, and right figure shows that in λ2; three
wavelength paths are accommodated. Figure 4.3 (a) shows the reconfiguration
from λ2 to λ1, Fig. 4.3(b) shows the reconfiguration from λ1 to λ2. In Fig. 4.3(a),∑

(m,n),dW
R(m,n),dW is equal to 5, and in Fig. 4.3 (b),

∑
(m,n),dW

R(m,n),dW is equal
to 7. The reconfiguration cost in case 1 is less than that in case 2; thus the number
of changed wavelengths or the number of reset wavelength cross connections for
case 1 is less than that for case 2.

The objective function and constraints are shown for the reconfiguration design
based on ILP. The objective function is given as

Minimize :
∑

(i,j)∈E,f∈F,(m,n)∈PW ,w∈W,dW∈DW

p
(m,n),w,dW
(i,j),f

+ CF

∑
w∈W

Fw + CWR

∑
(m,n)∈PW ,dW∈DW

R(m,n),dW . (4.4)
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Figure 4.2. Explanation of wavelength fragmentation

(a) Case1: Reconfiguration from λ2 to λ1.

(b) Case2: Reconfiguration from λ1 to λ2.

Figure 4.3. Explanation of reconfiguration cost function
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The number of fragmented wavelength channels and changed wavelength paths
are decided by the value of CF and CWR, respectively. When CWR is equal to 0, if
the second term, CF

∑
w Fw, is equal to 0 in the case of a detour route longer than

the shortest one in a wavelength channel, the paths are allowed to detour less than
or equal to the sum of CF and the number of shortest hops. When the physical
topology is a grid, for instance the 4×4 grid , there are no detour routes one hop
longer than the shortest route. Then, for example, if CF is equal to 1, it can be
designed for the shortest route in the topology. This dissertation assumes that
CF is equal to 1 for defragemntation design. When CF is equal to 0, this design
does not consider defragmentation. The third term, CWR

∑
(m,n),dW

R(m,n),dW , is
determined by the number of wavelengths that can be reused in the new path set.
This dissertation assumes that CWR is expressed as a function of the number of
fibers in the networks as follows:

CWR = k · 1∑
(i,j)∈E f(i,j)

, (4.5)

where k is constant number. The number of changed wavelengths is analyzed while
varying k.
□ Inequality constraints for fragmentation cost:
Equations (4.1) and (4.2) are decided using the characteristics of the floor and

ceiling functions given by

y

x
− 1 <

⌊y
x

⌋
<
y

x
+

1

x
: x > 0, 0 ≤ y ≤ x, {x, y} ∈ Z, (4.6)

y

x
− 1

x
<

⌈y
x

⌉
<
y

x
+ 1 : x > 0, 0 ≤ y ≤ x, {x, y} ∈ Z. (4.7)

The inequality constraint of (4.6) or (4.7) sets the floor or ceiling function of y/x
to 0 or 1. Equation (4.1) describes the use of the inequality constraint of (4.6) as∑

f∈F,(m,n)∈PW ,dW∈DW
p
(m,n),w,dW
(i,j),f

f(i,j)
− 1 < f(i,j),w

<

∑
f∈F,(m,n)∈PW ,dW∈DW

p
(m,n),w,dW
(i,j),f

f(i,j)
+

1

f(i,j)
. (4.8)

The first term and second term in Equation (4.2) describes the use of the inequality
constraint of (4.7) and (4.6), respectively, as follows:∑

(i,j)∈E f(i,j),w

|E|
− 1

|E|
<

⌈∑
(i,j)∈E f(i,j),w

|E|

⌉
<

∑
(i,j)∈E f(i,j),w

|E|
+ 1. (4.9)

∑
(i,j)∈E f(i,j),w

|E|
− 1 <

⌊∑
(i,j)∈E f(i,j),w

|E|

⌋
<

∑
(i,j)∈E f(i,j),w

|E|
+

1

|E|
. (4.10)
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□ On wavelength route constraints:∑
i∈V,f∈F

p
(m,n),w,dW
(i,k),f =

∑
j∈V,f∈F

p
(m,n),w,dW
(k,j),f

if k ̸= m,n ∀(m,n) ∈ PW , w ∈ W,dW ∈ DW . (4.11)∑
i∈V,f∈F

p
(m,n),w,dW
(i,m),f = 0 ∀(m,n) ∈ PW , w ∈ W,dW ∈ DW . (4.12)

∑
j∈V,f∈F

p
(m,n),w,dW
(n,j),f = 0 ∀(m,n) ∈ PW , w ∈ W,dW ∈ DW . (4.13)

∑
j∈V,f∈F

p
(m,n),w,dW
(m,j),f = λw,dW

(m,n) ∀(m,n) ∈ PW , w ∈ W,dW ∈ DW . (4.14)

∑
i∈V,f∈F

p
(m,n),w,dW
(i,n),f = λw,dW

(m,n) ∀(m,n) ∈ PW , w ∈ W,dW ∈ DW . (4.15)

∑
w∈W

λw,dW
(m,n) = 1 ∀(m,n) ∈ PW , dW ∈ DW . (4.16)

The routing of the wavelength path and wavelength continuity constraints follow
the principles of multi-commodity flow equations (or flow conservation) [42]. The
explanations of Equations (4.11-4.16) are as follows:

• Equation (4.11) ensures that, for an intermediate node of a wavelength
path, the number of incoming wavelength paths is equal to the number of
outgoing wavelength paths.

• Equation (4.12) ensures that, for the source node of a wavelength path, the
number of incoming wavelength paths is 0.

• Equation (4.13) ensures that, for the destination node of a wavelength path,
the number of outgoing wavelength paths is 0.

• Equation (4.14) ensures that, for the source node of a wavelength path, the
number of outgoing wavelength paths is equal to the number of wavelength
paths between the node pair.

• Equation (4.15) ensures that, for the destination node of a wavelength path,
the number of incoming wavelength paths is equal to the number of wave-
length paths between the node pair.

• Equation (4.16) ensures that the wavelength can be present in one wave-
length path.

□ Link capacity constraint:∑
(m,n)∈PW ,w∈W,dW∈DW

p
(m,n),w,dW
(i,j),f ≤ NWM ∀(i, j) ∈ E, f ∈ F. (4.17)

The number of wavelengths is equal or less than the number of wavelengths mul-
tiplexed in a fiber.
□ Multi-fiber constraint:∑

(i,j)∈E,n∈V,w∈W

p
(m,n),w,dW
(i,j),f ≤ NWM ·Mm,f ∀m ∈ V, f ∈ F. (4.18)
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The wavelength paths are passed through the multiplexer/demultiplexer capability
connecting the fiber in the node. Here,

∑
m,f Mm,f/2 is the sum of fibers in the

network.

4.4 Migrating Sequence without Service

Disruption

In this section, a migrating sequence algorithm is introduced that prevents service
disruption. Effective migration requires that the issue of dependency cycles be-
tween the paths before reconfiguration and after reconfiguration be addressed. For
instance, the route and wavelength of path pi selected to complete reconfiguration,
may be blocked by existing path pj which in turn may need to be reconfigured.
Here pi can only be reconfigured after pj, i.e., pi depends on pj which is repre-
sented as pi 7→ pj . This dependence existing between reconfiguration requests can
be represented as a graph, the “resource dependency graph” [63]. Furthermore,
request pi might depend on request pj, which might depend on pk, which in turn
might again depend on pi. so pi 7→ pj 7→ pk 7→ pi which yields a dependency cycle.
Such dependency cycles in a resource dependency graph need to be resolved to de-
termine effective migrating sequences for the network. Here, a migrating sequence
algorithm is introduced that uses spare wavelengths to break the dependency cycle
(called decyclization).

Algorithm 1 Migrating Sequence Algorithm without Service Disruption

Input: Set of wavelength paths before and after reconfiguration and physical topol-
ogy G(V,E).
Output: Migrating sequence

1: For all changed paths, generate dependency graphs.
2: Select a dependency graph.
3: Find the wavelength path at the tail endpoint of the dependency graph.
4: If the dependency graph has a cycle, go to Step 5, otherwise go to Step 6.
5: Perform decyclization to establish a wavelength path using spare wavelength,

and go to Step 7.
6: Establish the wavelength path at the route and wavelength based on the re-

configuration design, and go to Step 7.
7: Delete old wavelength path before reconfiguration.
8: If the migration of all wavelength paths in the dependency graph is finished,

go to Step 9, otherwise reenter Step 4 for the next wavelength path in the
dependency graph.

9: Iterate Step 2 until all changed paths are migrated.

First, dependency graphs from the old path set to the new one are generated
using, for example, Johnson’s algorithm [71]. Next, one of the dependency graphs
is selected, and a wavelength path at the tail end point of the dependency graph
is identified. If a wavelength path that can be reconfigured without blocking is
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found, i.e. not cyclic, reconfiguration begins sequentially from the tail endpoint
of the dependency graph. If the dependency graph indicates a cycle, which means
the graph returns to some wavelength path, the cycle is broken by migrating to
a spare wavelength. The above-mentioned sequence is applied to all wavelength
paths that are to be reconfigured. In Step 5 and Step 6, the reconfiguration can
be performed without service disruption by setting 1+1 protection.

The migrating algorithm is explained using the simple example of Fig. 4.4; it
shows reconfiguration design for a 3×3 grid. Before reconfiguration, three paths
are accommodated, a is 1-4-3 route with λ1, b is 3-0-1-2-5-8 route with λ2, c is
2-5-4 route with λ1, as shown in Fig. 4.4 (a); for reconfiguration, three paths
are changed, a becomes 1-0-3 route with λ1, b is 3-4-5-8 route with λ1, c is 2-
1-4 route with λ1, as shown in Fig. 4.4 (b). Figure 4.5 shows the dependency
graph for reconfiguration considered here. Figure 4.5 (a) shows the image of a
dependency cycle, and Figure 4.5 (b) shows the image of using a spare wavelength
to establish decyclization. From Figure 4.4, the dependency relation before and
after reconfiguration is a 7→ b, c 7→ b, b 7→ a, and b 7→ c, so path a, b, and c form a
dependency cycle as shown in Fig. 4.5 (a). In this example, first of all, wavelength
path b is migrated to establish decyclization using a spare wavelength, after that
a or c is migrated, sequentially.

(a) Before reconfiguration. (b) After reconfiguration.

Figure 4.4. Example of reconfiguration design in a 3× 3 grid topology

(a) Dependency cycle. (b) Decyclization.

Figure 4.5. Dependency cycle and decyclization image
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4.5 Wavelength Defragmentation Based on

Wavelength Resource Management

An adaptive reconfiguration scheme based on wavelength path resource manage-
ment is proposed. The scheme comprises three phases. First, wavelength path
resources are managed such that the number of wavelength paths that can be ac-
commodated between all node pairs is calculated for each accommodated path.
Second, if that number is less than the threshold value set by the network carrier
for some node pair, reconfiguration is designed. Third, the number of wavelength
path resources calculated is increased after redesigning the paths. Wavelength
paths are reconfigured; otherwise, reconfiguration is not triggered until fiber links
are added between the pair of target nodes.

4.5.1 Wavelength Path Resource Management

The wavelength path resource algorithm calculates the number of wavelength paths
that can be accommodated for all node pairs. First, k routes for all node pairs
are calculated. Next, for a wavelength channel, routes are deleted that have a link
where the wavelength is used. Subsequently, disjoint route pairs are found and
the number of disjoint routes is calculated for each pair. The maximum number
of disjoint routes is decided and the sum of the disjoint routes for all wavelength
channels between each node pair is calculated. The algorithm flow is shown in
Algorithm 2.

Figures 4.6 (a) and (b) show an example of the algorithm for the number of
wavelength path resources. First, k routes are calculated between node 0 and node
6. Next, the route in which a wavelength, λ 1, is used between node 3 and node
6 is deleted. In this example, there are two link disjoint route pairs which are
pair 1 having 2 routes, 0-1-4-6 and 0-2-5-6, and pair 2 having 1 route, 0-2-5-6.
Then, the maximum number of disjoint routes in link disjoint pair 1 is found in
Step 3. Figure 4.7 shows a management table for the wavelength path resources
indicating the number of wavelength paths that can be accommodated. The rows
indicate the wavelength channel and the columns represent the pairs between the
source and destination. The table is updated for each path accommodated and
the bottom line shows the sum of the number of wavelength paths that can be
accommodated for each node pair. When the number in the bottom line is less
than the number predetermined by the operator, reconfiguration is performed.

(a) Step 1. (b) Steps 2 and 3.

Figure 4.6. Image of wavelength path resource management algorithm.
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Figure 4.7. Management table.

Algorithm 2 Wavelength path resource management

INPUT: Set of wavelengths used on each physical link.
OUTPUT: Number of wavelength paths between each node pair that can be ac-
commodated on the fiber.

1: Calculate k routes for all node pairs.
2: For a wavelength channel, delete routes that have a link carrying a used wave-

length.
3: Find disjoint route pairs for each route and calculate the number of disjoint

routes.
4: Decide the maximum number of disjoint routes from Step 3 considering the

wavelength continuity constraint.
5: Repeat Steps 2 to 4 for all wavelength channels
6: Calculate the sum of the number of disjoint routes for all wavelength channels

between each node pair.

4.5.2 Heuristic Algorithms for Wavelength
Defragmentation

Two wavelength defragmentation algorithms according to the accommodation rate
are proposed, which are Fixed Route Defragmentation - according to the Accom-
modation Rate (FRD-AR) and Alternative Route Defragmentation - according to
Accommodation Rate (ARD-AR). Here, The accommodation rate of the wave-
length channel is defined as the ratio of the number of used links to the total
number of links including multiple fibers for a wavelength as shown in Algorithm
3. The features of the proposed algorithm are given below.

1. Adaptive selection for reconfiguring a wavelength channel according to the
accommodation rate.

2. Reduction in the number of migration sequences due to the reconfigura-
tion from a low to high accommodation rate for one wavelength channel
compared to reconfiguration not considering the accommodation rate.

The FRD-AR algorithm reconfigures wavelength paths from the lowest wavelength
accommodation rate of the wavelength channel to the highest rate. The ARD-AR
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Algorithm 3 FRD-AR/ARD-AR

INPUT: Set of wavelength paths before reconfiguration and physical topology.
OUTPUT: Reconfiguration design and migrating sequence.

1: Calculate wavelength accommodation rate for each wavelength channel.
2: Sort wavelength channels in descending order from the highest accommodation

rate, and generate a search table.
3: Delete the wavelength channels with accommodation rates of 1 or 0 from the

table.
4: Find a vacant wavelength in the fixed route/alternate shortest route that in-

cludes multiple fibers per link from the top line until one line from the bottom
for the wavelength path in the bottom line.

5: If there is a vacant wavelength, then reconfigure the wavelength path. Other-
wise, the wavelength path is not reconfigured.

6: If the search for all wavelength paths in the bottom line is completed, delete
this line (wavelength channel) from the search table and go to Step 7. Other-
wise, repeat Step 4 and Step 5.

7: Repeat Steps 4 to 6 until all wavelength paths are searched in all lines.

algorithm extends the FRD-AR algorithm from fixed route search to shortest al-
ternative route search in Step 4 in the FRD-AR algorithm. Figure 4.8 shows an
example of the proposed algorithm. Figure 4.8 (a) is a simple example of the
physical topology, which consists of 4 nodes, 3 links, and 2 fibers in each link. The
wavelength accommodation rate for each wavelength channel is calculated. When
wavelength paths are accommodated such as in Fig. 4.8 (b), the wavelength ac-
commodation rate is calculated as shown in the column to the far right. Next, the
wavelength channels are sorted in descending order from the highest accommoda-
tion rate, and a search table is generated as shown in Fig. 4.8 (c). The wavelength
channels for the accommodation rates of 1 and 0 are deleted from the table. For
the wavelength path indicated in the bottom line, a search is performed for a va-
cant wavelength in the fixed route among the multiple fibers per link from the top
line (λ 5) until one line from the bottom (λ 6). If there is a vacant wavelength,
the wavelength path migrates to that path; otherwise, the wavelength path does
not change. This step is repeated until all wavelength paths are searched in all
lines. Figure 4.8 (d) shows an image of the migration sequence. In this case, a
search of wavelength channel λ 5 indicates no appropriate vacant wavelengths to
accommodate the wavelength paths in wavelength channel λ 3. Since there are no
appropriate reconfigurable locations, a searched is performed on the next line. In
this example, the wavelength paths can be reconfigured in wavelength channel λ
3 into the wavelength path in λ 7. In the same way, the two wavelength paths are
reconfigured in λ 6 into λ 4, and reconfigure the wavelength path in λ 4 into λ 5.

The other heuristic algorithm is proposed that extends the FRD-AR/ARD-AR
algorithms. The algorithm performs pre-adjustment by rerouting existing paths in
the reconfigured wavelength channel. The proposed Pre-adjustment by Rerouting
Existing paths (PRE) algorithm is shown in Algorithm 4. The PRE algorithm
extends Step 5 of the FRD-AR/ARD-AR algorithms. Figure 4.9 shows Step 5 in
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(a) Example topology. (b) Wavelength path accommodation status .

(c) Search table. (d) Migration sequence.

Figure 4.8. Explanation of FRD-AR.

the PRE algorithm. When a target wavelength path cannot be reconfigured in
alternate routes, it searches for a reconfigurable wavelength channel by combining
routes between the target path and existing path in the reconfigured wavelength
channel. In Step 8, migrating sequences are decided by using Algorithm 1.

The computational complexity for each of these algorithms from Step 4 to Step
7 is obtained. In regard to the FRD-AR algorithm, the computational complexity
in Step 4 and 5 is O(w−1) and then, that form Step 4 to 6 is O(nw(w−1)), where
nw is the number of wavelength paths in the wavelength channel w. Therefor,
the computational complexity in the FRD-AR algorithm when the repeat time is
(w − 1) in Step 7 can be obtained as follows:

OFRD = nw(w − 1)2. (4.19)

In regard to the ARD-AR algorithm, an alternate route in Step 4 is assumed the use
of Depth First Search (DFS) or Breadth First Search (BFS) algorithm, and then
the computational complexity of the alternate route search is O(|E| + |V |) [72].
Therefore, in the same way as that of FRD-AR algorithm, the computational
complexity in the ARD-AR algorithm can be obtained approximately as follows.

OARD = nw(w − 1)2(|E|+ |V |). (4.20)

The PRE algorithm in Step 5 searches for a reconfigurable wavelength channel by
combining routes between the target path and existing paths in the reconfigured
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Algorithm 4 PRE

INPUT: Set of wavelength paths before reconfiguration and physical topology.
OUTPUT: Reconfiguration design and migrating sequence.

1: Calculate the wavelength accommodation rate for each wavelength channel.
2: Sort wavelength channels in descending order from the highest accommodation

rate, and generate a search table.
3: Delete the wavelength channels with accommodation rates of 1 or 0 from the

table.
4: Find a vacant wavelength in the shortest alternate route that includes mul-

tiple fibers per link from the top line until one line from the bottom for the
wavelength path in the bottom line.

5: If there is a vacant wavelength, then reconfigure the wavelength path. Other-
wise, find a location that can be reconfigured from the top line until one line
from the bottom by combining routes searched between the target reconfigured
path and the wavelength paths of the reconfigured channel.

6: If the search for all wavelength paths in the bottom line is completed, delete
this line (wavelength channel) from the search table and go to Step 7. Other-
wise, repeat Step 4 and Step 5.

7: Repeat Steps 4 to 6 until all wavelength paths are searched in all lines.
8: For all changed paths, dependency graphs are generated and migrating se-

quences are decided.

Figure 4.9. Image of Step 5 in the PRE algorithm.

43



wavelength channel. The computational complexity of combinatorial search by
k number route for a wavelength path is O(knw+1). Then, the computational
complexity in worst case is approximately obtained as

OPRE ≃ nw(w − 1)2knw+1. (4.21)

4.6 Numerical Evaluation for ILP-based

Wavelength Defragmenation

The proposed reconfiguration design based on ILP is evaluated. The effect of
employing wavelength fragmentation and reconfiguration costs are analyzed in
view of the number of fibers as shown in Figs. 4.11-4.12, the number of fragmented
wavelength channels as shown in Fig. 4.13, the number of changed wavelengths
as shown in Fig. 4.14, and computation time for the calculations as shown in Fig.
4.15. The objectives for evaluation are No Reconfiguration (NR), Reconfiguration
without Defragmentation (Rw/oD), and Reconfiguration with Defragmentation
(RD) with k values of 0, 1/2, 1, 2, 3, and 4, where k is a constant that determines
the relative reconfiguration cost parameter CWR in Equation (4.5).

4.6.1 Simulation Conditions

The physical topologies examined are a 12-node simplified Japan core (JPN) net-
work , shown in Fig. 4.10 (a) [25], a 14-node National science foundation (NSF)
network, shown in Fig. 4.10 (b) [73], a 16-node European core (EUR) network ,
shown in Fig. 4.10 (c) [74] and a 4×4 grid, shown in Fig. 4.10 (d). The number
of wavelengths multiplexed in a fiber (NWM) is 10 to evaluate the effectiveness of
the proposed design quickly. Making NWM bigger than 10, will yield the same
tendency. Wavelength paths are accommodated randomly one-by-one from their
source to destination nodes using the shortest routes with random wavelength
assignment. Reconfiguration is performed upon the receipt of every 10th path de-
mand. The accommodated patterns are changed 10 times and the average of the
results is calculated. Initially, all links are equipped with one fiber. When a new
path cannot be accommodated, fibers are added on the shortest route link. As
the ILP solver, CPLEX [75] is used running on a workstation with a Xeon 3.3GHz
processor and 48GB of RAM.

4.6.2 Results and Discussion

Figure 4.11 compares RD and Rw/oD to No reconfiguration in terms of the max-
imum reduction rate of the number of fibers. The effectiveness of the defragmen-
tation in the JPN network, NSF network, EUR network, and 4×4 grid is as much
as 5%, 4%, 12%, and 15%, respectively, compared to Rw/oD. The effectiveness of
reconfiguration with defragmentation compared to No reconfiguration is from 8%
to 19%.
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(a) JPN network. (b) NSF network.

(c) EUR network. (d) 4×4 grid.

Figure 4.10. Physical topologies examined in the simulation
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Figure 4.11. Comparison of RD and Rw/oD to No reconfiguration with regard to maximimum
reduction rate of the number of fibers.

45



Figure 4.12 shows the relative number of fibers for Rw/oD, RD (k = 1/2, 1,
2, 3, and 4) normalized by NR. There is almost no difference between the results
for k = 0, 1/2, and 1. Additionally, the effectiveness of defragmentation increases
with the wavelength path demands.

Figure 4.13 shows the number of fragmented wavelength channels in which the
wavelength channels are not completely occupied or vacant through all physical
links, normalized by the number of wavelengths multiplexed in a fiber, 10. There is
only a slight difference between the number of fragmented wavelength channels for
RD (k = 0) and that for RD (k = 1/2). The fragmentation can be also suppressed
30%-50%. From Figures. 4.12 and 4.13, the effectiveness of our reconfigure design
proposal increases with the number of nodes.

Figure 4.14 shows that the number of changed wavelengths is reduced approxi-
mately 50%-90% employing reduction cost. When the reduction cost has k values
of 1/2 or 1, the effectiveness of defragmentation for number of fibers used is the
same as that when the reduction cost is not considered (k = 0) as shown in Fig.
4.12.

Figure 4.15 shows the computation time for the calculation. If not employ-
ing the reconfiguration cost, the computation time is drastically increasing with
increasing the number of wavelength path demands. On the other hand, the com-
putation time can be decreased by employing the reconfiguration cost.
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 0.8

 0.82

 0.84

 0.86

 0.88

 0.9

 0.92

 0.94

 0.96

 0.98

 1

 1.02

 10  20  30  40  50  60  70  80  90  100

R
el

at
iv

e 
 n

um
be

r 
of

 fi
be

rs
 to

 "
N

o 
re

co
nf

ig
ur

at
io

n"

Wavelength path demands

No reconfiguration
W/o defrag

W/ defrag and k=0
W/ defrag and k=1/2

W/ defrag and k=1
W/ defrag and k=2
W/ defrag and k=3
W/ defrag and k=4

(b) NSF network.

Figure 4.12. Comparison of the relative number of fibers for ILP-based wavelength defragmena-
tion in JPN and NSF.
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Figure 4.12. Comparison of the relative number of fibers for ILP-based wavelength defragmena-
tion in EUR and 4×4 grid.

48



 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0.7

 0.8

 0.9

 1

 10  20  30  40  50  60  70  80  90  100

N
um

be
r 

of
 fr

ag
m

en
te

d 
ch

an
ne

ls
 

 n
or

m
al

iz
ed

 b
y 

N
W

M

Wavelength path demands

No reconfiguration
W/o defrag

W/ defrag and k=0
W/ defrag and k=1/2

W/ defrag and k=)
W/ defrag and k=2
W/ defrag and k=3
W/ defrag and k=4

(a) JPN network.

 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0.7

 0.8

 0.9

 1

 10  20  30  40  50  60  70  80  90  100

N
um

be
r 

of
 fr

ag
m

en
te

d 
ch

an
ne

ls
 

 n
or

m
al

iz
ed

 b
y 

N
W

M

Wavelength path demands

No reconfiguration
W/o defrag

W/ defrag and k=0
W/ defrag and k=1/2

W/ defrag and k=1
W/ defrag and k=2
W/ defrag and k=3
W/ defrag and k=4

(b) NSF network.

Figure 4.13. Comparison of the number of fragmented wavelength channels for ILP-based wave-
length defragmenation in JPN and NSF.
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Figure 4.13. Comparison of the number of fragmented wavelength channels for ILP-based wave-
length defragmenation in EUR and 4×4 grid.
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Figure 4.14. Comparison of the number of changed wavelengths for ILP-based wavelength de-
fragmenation in JPN and NSF.
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Figure 4.14. Comparison of the number of changed wavelengths for ILP-based wavelength de-
fragmenation in EUR and 4×4 grid.
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Figure 4.15. Comparison of running time for ILP-based wavelength defragmenation in JPN and
NSF.
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Figure 4.15. Comparison of running time for ILP-based wavelength defragmenation in EUR and
4×4 grid.
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4.7 Numerical Evaluation for Heuristic

Wavelength Defragmentation Algorithms

Following algorithms are evaluated: No reconfiguration, Push-pull, FRD-AR, ARD-
AR, and PRE. To simulate the Push-pull algorithm proposed by [57], the fixed
route defragmentation (FRD) algorithm is used in which defragmentation is per-
formed in fixed routes in ascending order of the number of wavelength channels.
Evaluation items for comparison are the number of fibers, wavelength accommo-
dation rate, number of wavelength resources, and number of migration sequences.

4.7.1 Simulation Conditions

The employed physical topology is the NSF network with 14 nodes and 21 links
as shown in Fig. 4.16 (a) and COST266 with 26 nodes and 43 links as shown in
Fig. 4.16 (b). Wavelength paths are accommodated randomly one-by-one from the
source to the destination node. Wavelength paths are accommodated in order of
the shortest route and FF wavelength assignment. Reconfiguration is performed
when the wavelength path resources, i.e., the number of wavelength paths that
can be accommodated at some source and destination nodes, is less than 4. The
fiber extension policy states that when it becomes impossible to store a path, the
shortest path search is performed and the fewest links are selected based on the
number of extensions. The number of wavelengths multiplexed in a fiber is 40.

(a) NSF. (b) COST266.

Figure 4.16. Physical topology in the simulation.

4.7.2 Results and Discussion

Comparative results based on the number of fibers are shown in Fig. 4.17 and
(a) shows the results of the number of fibers in the NSF network and 4.17 (b)
shows the results of that for COST266. The numbers of fibers for the Puhs-pull,
FRD-AR, ARD-AR, and PRE algorithms are reduced by 5%, 6%, 7%, and 8%
at maximum, respectively, compared to that for no reconfiguration in the NSF
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network and COST266. The effectiveness of the wavelength defragmentation, i.e.,
the PRE algorithm, is approximately 2% at maximum compared to that for ARD-
AR in the NSF and COST266.

Comparative results for the accommodation rate are shown in Fig. 4.18. Wave-
length accommodation rate A is the number of wavelength per number of used
fibers per NWM = 40 described in Equation (3.8). From the results among wave-
length defragmentation, Push-pull, FRD-AR, and ARD-AR, the effectiveness of
the wavelength defragmentation is approximately 5%-8% compared to no wave-
length defragmentation. The difference in the accommodation rate between each
defragmentation algorithm is slight.

The normalized number of migrating sequences for Push-pull, FRD-AR, and
PRE to that for ARD-AR, is shown in Fig. 4.19. The number of migrating
sequences in both networks decreases according to Push-pull, FRD-AR, and ARD-
AR in that order and the number of migrating sequences for Push-pull is 1.9 times
that for ARD-AR. On the other hand, that for PRE is 4.0 times that for ARD-
AR in COST266 and is almost same of that for Push-pull in NSF. The reason
that the number of the migrating sequences for PRE is large is that all resources
are searched including the target reconfigured wavelength path in the wavelength
channel and that some dependency cycles emerge and migrating sequences are
increased to delete dependency cycles.
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Figure 4.19. Comparison of reduction rate in number of migration sequences to Push-pull algo-
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Figure 4.17. Comparison of number of fibers for heuristic algorithms.
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Figure 4.18. Comparison of accommodation rate for heuristic algorithms.
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4.8 Summary

This chapter presented a wavelength path reconfiguration scheme that reduces
wavelength fragmentation in three phases: i) reconfiguration trigger phase; ii) re-
configuration design phase; and iii) migrating sequence phase from old path set to
new path set. Two cost models were introduced: wavelength fragmentation cost
and reconfiguration cost, and a reconfiguration design was introduced that reduces
the number of changed wavelengths while retaining the effectiveness of wavelength
defragmentation using ILP. For the migration phase, a migrating sequence algo-
rithm was proposed that prevents service disruption by using spare wavelengths
to break the dependency cycles that may be formed in moving to the new path
set. Numerical evaluations showed that the number of fibers is suppressed by
4%-15% by employing the fragmentation cost, and that the number of changed
wavelengths was reduced approximately 50%-90% while retailing the effectiveness
of defragmentation. Additionally, the computation time can be decreased.

A wavelength defragmentation scheme based on wavelength resource manage-
ment was proposed. Three heuristic algorithms were also introduced. The pro-
posed and conventional algorithms were analyzed from the viewpoints of the num-
ber of fibers, accommodation rate, and number of migrating sequences needed.
Numerical evaluations showed that the number of fibers can be reduced by up to
9% and that the accommodation efficiency is increased by approximately 5%-8%
compared to the case when reconfiguration is not performed. The numbers of
fibers for the Puhs-pull, FRD-AR, ARD-AR, and PRE algorithms are reduced by
5%, 6%, 7%, and 8% at maximum, respectively, compared to that for no recon-
figuration. The number of migrating sequences decreases in the order Push-pull,
FRD-AR, and ARD-AR, with Push-pull needing is 1.9 times more sequences than
ARD-AR. On the other hand, PRE needs more migrating sequences since it must
delete dependency cycles.

This chapter showed that reconfiguration for wavelength defragmentation can
reduce the capital expenditure cost. On the other hand, there are some risks in
terms of service disruption and a delay difference before and after reconfiguration.
Therefore, it is important to use the algorithms appropriately. For instance, when
there are many migrating sequences, the PRE algorithm can be used for some ser-
vices in which reconfiguration risks do not need to be considered heavily. The path
accommodation design and the reconfiguration scheme for using these algorithms
appropriately for different services are described in Chapter 7.
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Chapter 5

Sub-lambda Path Regrooming
with Wavelength
Defragmentation

This chapter presents sub-lambda path regrooming with wavelength defragmenta-
tion. This chapter proposes two steps reconfiguration scheme using ILP which
performs sub-lambda path regrooming after wavelength defragmentation. An adap-
tive reconfiguration scheme based on wavelength path resource management is also
presented including a heuristic sub-lambda path regrooming algorithm. Employing
the proposed scheme, network can be designed to reduce not only the number of
fiber but also the number of network devices.

5.1 Introduction

As described in Chapter 4, wavelength path reconfiguration to minimize fragmen-
tation is a promising solution to reduce the resource requirements on core and
metro networks. On the other hand, in the sub-lambda (or electrical) transport
layer, the optimal virtual topology is adjusted according to traffic fluctuations [30].
When the volume of traffic is small and traffic emerges from different locations,
accommodating traffic in multiple wavelength paths, i.e., a multi-hop sub-lambda
path, can effectively reduce the resource requirements. When the traffic volume
increases at the same source and destination nodes, accommodating the traffic in a
single wavelength path, i.e., a single-hop sub-lambda path, is better. For effective
accommodation of traffic, it is necessary to reconfigure wavelength paths cooper-
atively with sub-lambda paths. Figure 5.1 shows an image of sub-lambda path
regrooming and wavelength path reconfiguration. At the reconfiguration stage,
first sub-lambda paths are regroomed (reconfigured) into wavelength paths to min-
imize the equipment resource used, such as transponders. Wavelength paths not
accommodating sub-lambda paths are deleted. Subsequently, wavelength paths
are reconfigured to minimize the number of wavelengths used or spectrum frag-
mentation for future incoming traffic. Thereby, the number of equipment can be
reduced and fiber resources can be used more effectively.
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Figure 5.1. Image of sub-lambda path regrooming and wavelength path reconfiguration.

This chapter presents sub-lambda path regrooming with wavelength defrag-
mentation. Two steps reconfiguration scheme using ILP is proposed. An adaptive
reconfiguration scheme based on wavelength path resource management is also
presented including a heuristic sub-lambda path regrooming algorithm. Numeri-
cal evaluations show that employing the proposed scheme, network can be designed
to reduce not only the number of fiber but also the number of network devices.

5.2 Problem Statements and Assumptions for

Multi-layer Path Reconfiguration Design

A multi-layer node architecture is also assumed such that each node is equipped
with a WXC without a wavelength-conversion capability and an ODU-XC so that
a wavelength path must be set up with the same wavelength between ODU-XC
nodes. The node comprises an OTM-IF with a WDM function, an OCh-IF, an
ODU-IF and WDM transponders. The ODU-XC is assumed to be added to WXC
in parallel when all ports in ODU-XC are used.

The ODU-XC provides routing for multi-hop or single-hop sub-lambda paths.
In this chapter, multi-layer path accommodation is assumed; i.e wavelength paths
are accommodated in fibers. After that sub-lambda paths are accommodated in
the wavelength paths as multi-hop sub-lambda paths. The reconfiguration problem
is stated as follows.
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Given:

• Physical network topology graph G(V,E).
• Number of wavelengths multiplexed in a fiber.
• Number of fibers on a link.
• Number of multi-granular sub-lambda paths between each node pair.
• Set of wavelength paths and sub-lambda paths before reconfiguration.

Determine:

• Regrooming of sub-lambda paths that reduces the equipment cost.
• Reconfiguration of wavelength paths that reduces wavelength blocking for

subsequent incoming traffic.
• Reduction of the number of migration sequences.

5.3 Greenfield Regrooming with Wavelength

Defragmentation

Since high-bandwidth wavelength paths are filled up by many low-speed traffic
streams, it is necessity to accommodate low-speed traffic efficiently as described
in Section 2.4. Additionally, wavelength path reconfiguration to reduce fragmen-
tation can be reduced number of using fiber as shown in Chapter 4. To address
those issues, the Greenfield regrooming with wavelength defragmentation (GRWD)
scheme is proposed. The “Greenfield” is defined as all of the network resources
including existing paths. Periodically, e.g., every day or every weekend, GRWD is
triggered and performed in two steps: re-grooming and wavelength defragmenta-
tion.

First, the virtual topology is reoptimized to minimize the total network cost.
When the traffic between the same node pair increases, it is cost effective to recon-
figure a direct wavelength path between the pair of nodes to groom. Additionally,
since the efficiency of accommodating sub-lambada paths into the wavelength path
decreases with the number of times the paths are deleted or established, it is also
cost effective to regroom the sub-lambda paths into fewer wavelength paths and to
delete the spare wavelength paths. Second, wavelength allocation is reoptimized to
minimize the employed range of wavelength channels in the network. The second
step has no direct relation to the network cost, but it can reduce the potential
cost by minimizing wavelength blocking for further incoming traffic demand. It is
expected that it will be effective especially for multiple-hop demands under high-
traffic accommodation conditions. After these two calculation steps, wavelength
paths and sub-lambda paths are reconfigured based on the results. From the view-
point of a carrier network, the disruption of services is not assumed. Hence, when
the operation for reconfiguration is applied to all targeted wavelength paths, the
network can be reconfigured without service disruption by setting 1+1 protec-
tions. The values of cost for network equipments are described in [76]. The cost of
the OCh-IF is calculated as CMI divided by NWM . The ODU type is considered
ODU-1, ODU-2 and ODU-3. Given parameters and variables in the problem are
following.
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• Given: CS, CW , DS, NDP , NDPM , NWM , p
(m,n),w
0(i,j) , s

(s,d),cS ,dS
0(m,n) and σcS ,dS

(s,d) .
• Equipment costs: CCI , CDI,cS , CDX , CMI , CT and CWX .

• Variables: CIw(i,j), DI(m,n),cS , DXm, MI(i,j), p
(m,n),w
(i,j) , s

(s,d),cS ,dS
(m,n) , Tm, v(m,n)

and vw(m,n).

The MI(i,j) is equal to the f(i,j) which is the number of fibers. The objective
function for the first calculation step is to minimize the total network cost and is
formulated as follows.

Minimize :CWX |V |+ CMI

∑
(i,j)∈E

MI(i,j) + CCI

∑
(i,j)∈E,w∈W

CIw(i,j) + CT

∑
m∈V

Tm

+ CDX

∑
m∈V

DXm +
∑

(i,j)∈E,cS∈CS

CDI,cS ·DI(i,j),cS (5.1)

The objective function for the second calculation step minimizes the employed
range of the wavelength channels in the network. Wavelength channels are num-
bered from 1 to NWM and wavelength paths are reconfigured to smaller number
wavelength channel. It is formulated as follows.

Minimize :
∑
w∈W

w ·

 ∑
(i,j)∈E,(m,n)∈PW

p
(m,n),w
(i,j)

 (5.2)

In the objective function, wavelength path are reconfigured from smaller number
wavelength channel and total number of used wavelength channel is minimized.
The constraints of multi-hop grooming use the principles from multi-commodity
flow for physical routing of wavelength paths and for routing of ODU paths on
a virtual topology described in Section 2.4. The Equations (2.7) and (2.8) are
replaced with Equation (5.3). The Equations (2.9) - (2.21) are also added. Another
constraints for those devices are given below.∑

n∈V

(
v(m,n) + v(n,m)

)
= Tm∀m ∈ V . (5.3)

∑
w∈W

CIw(i,j) ≤ NWM ·MI(i,j)∀(i, j) ∈ E. (5.4)

∑
(m,n)∈PW

(
p
(m,n),w
(i,j) + p

(n,m),w
(i,j)

)
= CIw(i,j)∀(i, j) ∈ E,w ∈ W. (5.5)

∑
n∈V,cS∈CS

NDP,cS ·DI(m,n),cS ≤ NDPM ·DXm∀m ∈ V. (5.6)

∑
(s,d)∈PS

(
s
(s,d),cS ,dS
(m,n) + s

(s,d),cS ,dS
(n,m)

)
= DI(m,n),cS∀(m,n) ∈ PW , cS ∈ CS, dS ∈ DS.(5.7)
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Explanation of equations:

• Equation (5.3) ensures that number of wavelength paths in node m is equal
to the number of transponders.

• Equation (5.4) ensures that the number of OCh-IFs is equal to or less than
the number of OTM-IFs multiplied by the number of wavelengths multi-
plexed in a fiber.

• Equation (5.5) ensures that the numbers of wavelength paths, w, between
(m, n) in the link (i, j) and fibers, f , are equal to the number of OCh-IFs.

• Equation (5.6) ensures that the number of ODU-IFs in node m is equal to
or less than the number of ODU-XCs multiplied by the maximum number
of ODU-IF ports.

• Equation (5.7) ensures that the number of ODU paths of ODU type cS
between (s, d) in virtual topology (m, n) is equal to the number of ODU-
IFs.

All wavelengths are numbered, and wavelength paths are reconfigured to a lower
numbered wavelength. As additional constraints, the route of the wavelength paths
is unchanged, and variables for the equipment, ODU-XC, OTM-IF, ODU-IF, and
transponder are fixed based on the results of first calculation step.

5.4 Adaptive Reconfiguration Based on Wave-

length Path Resource Management

In this section, an adaptive reconfiguration based on wavelength path resource
management is presented. This scheme is based on the scheme described in Section
4.5. The adaptive reconfiguration scheme comprises the three steps below. The
flow is shown in Figure 5.2.

1. Wavelength path resource management: The number of wavelength paths
that can be accommodated between all node pairs is calculated for each
path accommodated.

2. Reconfiguration trigger: If that number is less than the threshold value set
by the network carrier for some node pair, reconfiguration is performed.

3. Reconfiguration: Sub-lambda path is regroomed and wavelength path are
reconfigured.

In Step 3, if the number of wavelength path resources is increased after redesigning
the paths, reconfiguration is performed; otherwise, reconfiguration is not triggered
until fiber links are added between the pair of target nodes. The wavelength path
resource algorithm is used in Algorithm 2.

5.4.1 Heuristic Algorithm for Sub-lambda Path
Regrooming

The MST algorithm described in Section 2.4 is extended to reconfigure sub-lambda
paths without service disruption. Sub-lambda path regrooming, i.e., the Multi-
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Figure 5.2. Adaptive sub-lambda path regrooming and wavelength path reconfiguration scheme.

hop to Single-hop First (MSF) algorithm, is described in Algorithm 5. There
are three main phases. In Phase I (Steps 1-3), multi-hop sub-lambda paths are
regroomed in descending order of virtual hops in the virtual topology to an ex-
isting single-wavelength path. In Phase II (Steps 4-5), the combination that con-
sumes the wavelength bandwidth through regrooming is determined. Then, single-
wavelength paths are established as the shortest route and wavelength assignment
using FF algorithm and those sub-lambda paths are regroomed. In Phase III (Step
6), the multi-hop sub-lambda paths not yet regroomed are regroomed to existing
multiple-wavelength paths. Figure 5.3 shows an image of the MSF algorithm. Ca-
pacity of wavelength path and sub-lambda path is assumed to 40 Gbit/s and 10
Gbit/s, respectively. In Phase I, multi-hop sub-lambda paths, M-S 1 and M-S
2, in the λ1 are regroomed to the single-wavelength path, in the λ4 and M-S 4,
in the λ1 are regroomed to the single-wavelength path, in the λ2 . In Phase II,
summation of capacity of M-S 3, M-S 5, M-S 6 and M-S 7 consumes the capacity
of wavelength path. Single-wavelength path that source and destination nodes are
same as target sub-lambda path, (M-S 3, M-S 5, M-S 6 and M-S 7), is established
newly in the λ5, and their sub-lambda paths are regroomed to the wavelength
path. In Phase III, M-S 8 is regroomed to multiple-wavelength paths in the λ2.

The past study was shown that the rate at which the multi-hop sub-lambda
paths are changed before and after reoptimization is decreased by 45%-88% in an
environment with incremental traffic [36]. Therefore, in Phases I and II (Steps
1-5), the number of transponders can be reduced effectively for incremental traffic
by regrooming based on the descending order of the number of virtual hops.
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Algorithm 5 MSF

INPUT: Set of sub-lambda and wavelength paths before reconfiguration and
physical topology.
OUTPUT: Sub-lambda path regrooming design and migration se-
quence.

1: Find sub-lambda paths in descending order of the number of physical route
hops.

2: Regrooming in descending order of the number of virtual hops in the virtual
topology to an existing single-wavelength path. If sub-lambda paths in the
wavelength path are vacant, delete the wavelength paths.

3: Repeat Step 2 until all sub-lambda paths selected in Step 1 are processed.
4: Search for a combination that consumes the wavelength bandwidth by re-

grooming some sub-lambda paths. If there is such a combination and the
wavelength paths that can accommodate those sub-lambda paths are vacant,
establish single-wavelength paths as the shortest route and FF wavelength as-
signment. Reconfigure those sub-lambda paths and delete the vacant multiple-
wavelength paths.

5: Repeat Steps 1 to 5 until all node pairs have been processed.
6: For multi-hop sub-lambda paths that have yet to be regroomed, regrooming

multi-hop sub-lambda paths to existing multiple-wavelength paths in descend-
ing order of the number of virtual hops.

5.5 Numerical Evaluation for Greenfield Re-

grooming with Wavelength Defragmentation

5.5.1 Simulation Conditions

In this simulation, the statistical distribution of the ODU path type (ODU-1:
ODU-2: ODU-3) is assumed to 5: 2: 3 using the same ratio as (STM-1: STM-4:
STM-16) [73], and the physical topology is a 2×3 grid or 3×3 grid as shown in Fig.
5.4. Multi-granularity bidirectional ODU path demands is assumed in a full mesh
topology. These demands are accommodated randomly one-by-one from the source
to the destination node using object function 5.2. The patterns are changed 10
times and the average of the results is calculated. A workstation with a Xeon 3.3
GHz processor and 48 GB RAM is used for the simulation. The ILP formulation
for SG comprises the added constraints of not changing the route and wavelength
of the existing wavelength paths or the route of the existing ODU paths as given
below:

p
(m,n),w
(i,j) ≥ p

(m,n),w
0(i,j) ∀(i, j) ∈ E,w ∈ W, (m,n) PW . (5.8)

s
(s,d),t,dS
(m,n) ≥ s

(s,d),t,dS
0(m,n) ∀(s, d) ∈ PS, (m,n) ∈ PW , t ∈ {1, 2, 3}, dS ∈ DS. (5.9)

Therefore, SG can provide the optimal design for sequential path provisioning in
the meaning that it satisfies the objective function for a sequential path. The
proposed scheme performs re-optimization every 50 ODU path demands.
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Figure 5.3. Image of the MSF algorithm.

5.5.2 Results and Discussion

The average running time for a SG calculation is approximately 0.8 sec and 5.0
sec in the 2×3 grid and 3×3 grid, respectively. The average running time for the
first step calculation is approximately 2.1 sec and 39 sec, and that for the second
step calculation is approximately 1.2 sec and 14 sec for the 2×3 grid and 3×3 grid,
respectively.

The results of the simulation are shown in Figs. 5.5, 5.6, and 5.7. Figure
5.5 shows the number of OTM-Ifs in the 3×3 grid. The number of OTM-IFs
corresponds to the number of fiber-links needed. As shown in Fig. 5.5, the ex-
pansion timing of the node transport equipment in the proposed scheme can be
slow according to the increase in traffic demand. When the traffic demand is
3[Tbps], 4[Tbps], and 5[Tbps], the number of OTM-IFs for GRWD compared to
not employing the second step is 5%, 7%, and 7% respectively. Figure 5.6 shows
the number of ODU paths for single-hop grooming paths and multi-hop grooming
paths except for single hops in the 3×3 grid. When the amount of traffic is small,
i.e., less than approximately 1[Tbps], the average rate at which of the number of
transponder is decreased before and after performing GRWD is 17%. At that time,
the rate at which the multi-hop paths are changed is increased by 65%. On the
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(a) 2×3 grid. (b) 3×3 grid.

Figure 5.4. Physical topology in the simulation.

other hand, the average rate at which of the number of transponder is decreased
before and after performing GRWD is 5%-12%. At that time, the rate at which
the multi-hop paths are changed before and after performing GRWD is decreased
by 45%-88%. Figure 5.7 shows active network equipment cost reduction of up to
12% in the 2×3 grid and 16% in the 3×3 grid for GRWD compared to SG.

Numerical simulations show that the proposed GRWD scheme can design a
network to minimize the number of sets of transport equipment such as ODU-
switches. Under high-traffic accommodation conditions, wavelength defragmen-
tation becomes effective. Additionally, the specific feature is shown that the
rate at which the multi-hop sub-lambda paths are changed before and after re-
optimization is decreased deeply in an environment with incremental traffic.
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5.6 Numerical Evaluation for Adaptive

Reconfiguration Based on Wavelength Path

Resource Management

This section evaluates for the adaptive reconfiguration based on wavelength path
resource management. The following algorithms/combinations are evaluated: no
reconfiguration, only sub-lambda path regrooming MSF, MSF and Push-pull, MSF
and FRD-AR, and MSF and ARD-AR. Here, the conventional wavelength de-
fragmentation algorithm is the Push-pull algorithm, in which defragmentation is
performed in fixed routes in ascending order of the number of wavelength chan-
nels. Evaluation items for comparison are the number of fibers, equipment cost,
wavelength accommodation rate, number of wavelength resources, and number of
migration sequences.

5.6.1 Simulation Conditions

The employed physical topology is a NSF network with 14 nodes and 21 links and
COST266 network with 26 nodes and 43 links as shown in Fig. 4.16 in Section
4.6.2. Multi-granular ODU path demands in a full mesh topology are assumed.
These demands are accommodated randomly one-by-one from the source to the
destination node. The patterns are changed 10 times and the average of the
results is calculated. Wavelength paths are accommodated as the shortest route
and wavelength assignment using FF algorithm. Sub-lambda paths are configured
in multiple-wavelength paths within three hops [77]. Reconfiguration is performed
when the wavelength path resources, i.e., the number of wavelength paths that
can be accommodated at some source and destination nodes, is less than 4. The
statistical ratio of the traffic demand for each sub-lambda path (2.5 G : 10 G : 40
G) is 5 : 2 : 3 [73]. The number of wavelengths multiplexed in a fiber is 40. The
fiber extension policy states that when it becomes impossible to store a path, the
shortest path search is performed and the fewest links are selected based on the
number of extensions. The number of ODU ports is 32. When all ODU ports are
used, ODU-XC is added to the WXC.

5.6.2 Results and Discussion

Comparative results based on the number of fibers are shown in Fig. 5.8. Figure
(a) and (b) is the result of NSF and COST266, respectively. The numbers of
fibers for “MSF and ARD-AR” is reduced by 14% in NSF and 7% in COST266
compared to that for no reconfiguration. The numbers of fibers for “MSF and
FRD-AR” is reduced by 12% in NSF and 5% in COST266 at maximum compared
to that for no reconfiguration. The effectiveness of wavelength defragmentation,
i.e., the ARD-AR algorithm, is approximately 5% at maximum compared to that
for only sub-lambda path regrooming, i.e., the MSF algorithm.

The comparative results for the relative equipment cost for no reconfiguration
is shown in Fig. 5.9. Total cost CTotal is the sum of the node device cost described
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in Equation 5.1 in Section 5.3. The total cost for “MSF and ARD-AR” can
be reduced by up to 9% in NSF and 8% in COST266 compared to that for no
reconfiguration. The total cost for MSF can be reduced by up to 8% in NSF and
7% in COST266 compared to that for no reconfiguration.These results show that
the proposed multi-layer reconfiguration scheme uses the wavelength resources of
the fibers more effectively and reduces the network equipment cost.

The comparative results for the accommodation rate are shown in Fig. 5.10.
The wavelength accommodation rate A is the number of wavelength per the num-
ber of used fiber per NWM = 40 described in Equation (3.8). From the results
among wavelength defragmentation Push-pull, FRD-AR, and ARD-AR, the effec-
tiveness of wavelength defragmentation is approximately 4%-5% in both NSF and
COST266 compared to no reconfiguration. However, the accommodation rate of
only sub-lambda path regrooming MSF is lowest compared with others. Enhanc-
ing the accommodation rate is necessary for wavelength defragmentation. The
comparative results of normalized number of wavelength path resources, which is
the number of wavelength path resources normalized by the number of used fiber
times NWM = 40, are shown in Fig. 5.11. The tendency of the results is opposite
to that for the results of the accommodation rate.

The number of migration sequences is calculated as the sum of the number of
migration wavelength and sub-lambda paths including decyclization dependency
cycles described in Section 4.3. Comparative results for the reduction rate for the
number of migration sequences for “MSF and FRD-AR”, and “MSF and ARD-
AR” to that for MSF and conventional Push-pull, is shown in Fig. 5.12. The
proposed FRD-AR and ARD-AR are reduced approximately 23%- 35% in both
NSF and COST266. Based on these results, the proposed algorithm considering
the accommodation rate can suppress the number of migration sequences.

It is expected a reduction in the capital expenditure while reducing the opera-
tional cost and an enhancement to the network scalability by reducing the number
of required node degrees. The proposed scheme will be applied to high-capacity
and highly mobile traffic and to some services that allow instantaneous disruption.
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5.7 Summary

This chapter presented sub-lambda path regrooming with wavelength defragmen-
tation. First, the GRWD scheme was proposed. Periodically, e.g., every day or
every weekend, is triggered and performed in two steps: re-grooming and wave-
length defragmentation. Numerical evaluations showed as follows. The number
of OTM-IFs for GRWD compared to not employing the second step is 5%, 7%,
and 7% respectively. The number of transponder is decreased before and after
performing GRWD about 5%-12%. Active network equipment cost reduction of
up to 12% in the 2×3 grid and 16% in the 3×3 grid for GRWD compared to SG.
Additionally, the specific feature is shown that the rate at which the multi-hop
sub-lambda paths are changed before and after re-optimization is decreased by
45%-88% in an environment with incremental traffic.

An adaptive reconfiguration based on wavelength path resource management
was presented. A sub-lambda path regrooming algorithm was also proposed which
regrooms multi-hop sub-lambda path to single-hop sub-lambda path first and two
wavelength path reconfiguration algorithms that reduce wavelength fragmentation
and the number of migration sequences considering the accommodation rate in
wavelength channels without service disruption. Numerical evaluations showed
that the number of fibers is suppressed by 12%-14% and the equipment cost is
reduced by approximately 8%-9% compared to when no reconfiguration is used.
The results also show that the accommodation rate increases as the degree of
effectiveness of the wavelength defragmentation increases. The proposed multi-
layer reconfiguration scheme is shown to use the wavelength resources of the fibers
more effectively. The number of migration sequences for the proposed wavelength
defragmentation algorithms is reduced by approximately 23%-35% compared to
that for the conventional algorithm.

This chapter showed that sub-lambda path regrooming with wavelength de-
fragmentation can be reduced capital expenditure cost more than only wavelength
path reconfiguration and can be an enhancement to the network scalability by
reducing the number of required node degrees.
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Chapter 6

Differential Reliability Classes
Based Path Accommodation
Design and Reconfiguration

This Chapter presents differentiated reconfiguration to address the trade-off re-
lationship between accommodation efficiency and disruption risks in virtualized
multi-layer transport networks that considers reliability classes defined as a com-
bination of including or excluding a secondary path and allowing or not allowing
reconfiguration. A multi-layer redundant path accommodation design scheme and
a reconfiguration algorithm are proposed. An evaluation algorithm for reliability
is also introduced. The proposed reconfigurable networks are shown to be a cost
effective solution that maintains reliability.

6.1 Introduction

Various Internet services and applications have emerged that require not only a
wide bandwidth but also high levels of quality and reliability [78]. For example,
financial services require short delays and a high reliability level [79], and service
providers must pay a penalty if a contract is violated due to delay or loss. On the
other hand, Internet browsing and some services may allow instantaneous disrup-
tion and do not need a high reliability level from networks. Therefore, the paths
in the transport layer should accommodate these traffic demands with various lev-
els of granularity according to different reliable requirements. Multi-layer trans-
port networks, in which network operation is based on collaboration between sub-
lambda and wavelength paths, has been shown to be effective in accommodating
traffic with various levels of granularity [80,81]. For different service requirements,
a virtualized network was proposed in which the infrastructure is virtually sliced to
accommodate different reliability classes [82]. Provisioning according to a service
level agreement (SLA), which represents the contract of availability between a ser-
vice provider and its client, was also proposed in [83]. In IP over WDM networks
that considering both differentiated survivability services and transmission quality,
four reliability classes were defined: optical layer dedicated protection, optical layer

78



shared protection, IP/MPLS layer shared protection, and no-protection [84]. On
the other hand, to accommodate paths more efficiently, network reconfiguration
and reoptimization represent promising candidates for quasi-dynamic and multi-
granular traffic [38]. Reconfiguration however incurs some risks such as service
disruption and fluctuations in delay. These are factors in a trade-off relationship
between accommodation efficiency and disruption risks.

To address this trade-off relationship, this chapter proposes a virtualized multi-
layer transport network design and reconfiguration for different reliability classes
using combinations involving the inclusion or exclusion of a secondary path, and
allowing or not allowing reconfiguration. Numerical evaluations show effective
suppression of the number of fibers and network equipment costs while retaining
reliability according to the reliability class.

6.2 Virtualization for Differential Reliability Path

Accommodation Design and Reconfiguration

Figure 6.1 shows a virtualized transport network for different reliability classes.
The left hand side of Fig. 6.1 shows the conventional virtualized single layer,
sub-lambda layer, and network design that are segmented and virtualized in an
infrastructure network [82]. The right hand side of Fig. 6.1 shows the proposed vir-
tualized multi-layer, sub-lambda layer over wavelength layer, network design, and
reconfiguration that have different reliability classes using combinations involv-
ing the inclusion or exclusion of a secondary path, and allowing or not allowing
reconfiguration.

Table 6.1 gives the definitions of the reliability classes. The higher reliability
class (H+RC) has a secondary path and does not allow reconfiguration, the high
reliability class (HRC) has a secondary path and allows reconfiguration, the low
reliability class (LRC) does not have a secondary path and does not allow reconfig-
uration, and the lower reliability class (L−RC) does not have a secondary path and
allows reconfiguration. Wavelength and sub-lambda paths are designed for each
class. The wavelength and sub-lambda paths have a reliability class identifier and
a primary or secondary path. Thereby, each path can be virtually accommodated
in the same physical network similar to a separate network. In network opera-
tion, multi-layer paths are established in the multi-layer transport network based
on the network design results. Subsequently, the paths in some reliability classes
allowing reconfiguration are triggered to begin reconfiguration from the network
management plane.

6.3 Multi-layer Redundant Path Accommodation

Design

The proposed heuristic algorithm is proposed for multi-layer redundant path ac-
commodation design considering different reliability classes. The proposed algo-
rithm has two features:
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Figure 6.1. Virtualized transport network for different reliability classes.

Table 6.1. Reliability Class Definitions in Terms of Resiliency and Reconfigura-
tion.

Reliability Class W/ or W/o Secondary Path W/ or W/o Reconfiguration
H+RC W/ secondary path (Protection) W/o reconfiguration
HRC W/ secondary path (Protection) W/ reconfiguration
LRC W/o secondary path (No-protection) W/o reconfiguration
L−RC W/o secondary path (No-protection) W/ reconfiguration

1. Reliable path design: Combinations of redundant paths are designed as
routes that satisfy the reliability requirement.

2. Cost minimized design: Sub-lambda paths are groomed at intermediate
nodes based on the combinations of redundant paths that satisfy the relia-
bility requirement.

The steps in the proposed algorithm are described in Algorithm 6. A set of sub-
lambda path demands as input information includes source and destination nodes,
bandwidth, reliability class, and reliability and quality requirements. The SLA
determines the reliability requirement for each class, and whether or not node and
link disjoints are needed. The quality is represented by the difference in delay. In
Steps 5-7, the sub-lambda path has identifier for different reliability classes and the
primary or secondary path. Thereby, primary or secondary sub-lambda paths in
the same reliability class are groomed at intermediate nodes in different wavelength
paths. Paths in different reliability classes can also be accommodated virtually in
the same physical network, and they are distributing to different virtual networks.
In LRC and L−RC, paths are designed without considering the combination of
redundant routes in Algorithm 6.
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Algorithm 6 Multi-layer redundant path accommodation design considering dif-
ferent reliability classes

INPUT: Topologies in the wavelength layer and sub-lambda layer, and a set of
sub-lambda path demand.
OUTPUT: Routes in the wavelength and sub-lambda layer, and the wave-
length.

1: Search for combinations of redundant routes between source and destination
nodes in the sub-lambda layer.

2: Filter combinations of redundant routes based on the reliability and quality
requirements.

3: Search for combinations of redundant routes in the wavelength layer from the
results of Step 2.

4: Filter in the same manner as in Step 2.
5: Search for the shortest hop route in the sub-lambda layer that has the available

bandwidth that exceeds that required by the sub-lambda path in the same
reliability class.

6: If routes are not found, search for the least number of newly established wave-
length paths and go to Step 7. Otherwise, search for the shortest hop route
among the existing wavelength paths and go to END.

7: Search for the shortest hop route in the wavelength and sub-lambda layers,
respectively.

8: Wavelength paths are newly designed based on a FF wavelength assignment.

(a) Single-hop with node and
link disjoint.

(b) Multi-hop with node
and link disjoint.

(c) Multi-hop with partially
node or link shared.

Figure 6.2. Multi-layer redundant path accommodation design.

Figure 6.2 shows three kinds of redundant path pairs. In Step 1, route candidate
pairs in these paths, i.e. (a), (b), and (c) in Fig 6.2 are searched. Subsequently, if
the reliability requirement includes node-and-link disjointness, (c) with no disjoint
route is filtered out. In Steps 3 and 4, for two remaining combinations, (a) and
(b), routes that satisfy the reliability requirement are searched. If there are no
existing wavelength paths, (a) with a single-hop path is selected based on Steps
5 to 8. If there are existing multiple wavelength paths that have more than the
required vacant bandwidth, (b) with the multi-hop path is selected.
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6.4 Reconfiguration for Multi-layer Redundant

Paths

To actualize the proposed network, an adaptive multi-layer reconfiguration scheme
was introduced in Chapter 5 [38]. There are two objective functions: to minimize
the total equipment cost and to minimize the wavelength fragmentation. The
reconfiguration algorithms for redundant paths, rerouting both primary and sec-
ondary paths, and rerouting only secondary paths were introduced in [54]. New
reconfiguration algorithms for both primary and secondary paths are proposed
while maintaining the same reliability and quality levels. The proposed reconfigu-
ration algorithms are the Reconfiguration Secondary path First (RSF) algorithm
is shown as Algorithm 7 and the Reconfiguration Mixed Primary and Secondary
path (RMPS) algorithm is shown as Algorithm 8. The RSF algorithm is as fol-
lows. First, reconfiguration design for a secondary path is searched. Second, the
reconfiguration designs are filtered and those that do not satisfy the reliability
and quality requirements are discarded. Next, as the same way from Step 1 to
3, reconfiguration design for primary path is decided. The RMPS algorithm is
a reconfiguration design that does not distinguishing the primary path from the
secondary path in the first step in the RSF algorithm.

In this chapter, in Steps 1 and 4 of Algorithm 7, the MSF algorithm is used
as the sub-lambda path reconfiguration algorithm described in Chapter 5. Addi-
tionally, the ARD-AR is used as the wavelength path reconfiguration algorithm
described in Chapter 4 [35]. In the proposed algorithms, since path protection is
employed, there is no service disruption except in the case that a primary path
or secondary path is cut due to a violent disaster, network equipment failure, or
fiber cut when reconfiguring. Using the above-mentioned scheme, the sub-lambda
and wavelength paths are reconfigured. The sub-lambda and wavelength paths in
the lower reliability class are established as backup paths and reconfigured. After
reconfiguration is successfully completed, the backup paths in the lower reliability
class are deleted.

Algorithm 7 RSF

INPUT: Topologies in the wavelength layer and sub-lambda layer, and a set of
sub-lambda and wavelength paths before reconfiguration.
OUTPUT: Sub-lambda and wavelength path reconfiguration design and migration
sequence.

1: Search for a reconfiguration design for a secondary path using the sub-lambda
path and wavelength path reconfiguration algorithm, respectively.

2: Filter out routes that do not satisfy the reliability and quality requirements.
3: Reconfiguration design for secondary path is selected.
4: Search for a reconfiguration design for the primary path in the same manner

as in Step 1.
5: Filter routes that do not satisfy the reliability and quality requirements.
6: Reconfiguration design for primary path is selected.
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Algorithm 8 RMPS

INPUT: Topologies in the wavelength layer and sub-lambda layer, and a set of
sub-lambda and wavelength paths before reconfiguration.
OUTPUT: Sub-lambda and wavelength path reconfiguration design and migration
sequence.

1: Search for reconfiguration design for both primary and secondary paths using
sub-lambda path and wavelength path reconfiguration algorithms, respectively.

2: Filter out routes that do not satisfy the reliability and quality requirements.
3: Reconfiguration design is selected.

6.5 Analysis of Communication Reliability

There have been studies on evaluation techniques for reliability. Simplified calcu-
lation for reliability is a method used in truth tables [85]. First, a truth table is
created in which the status, ϕ(c), for all x(∈ X) is calculated where x(∈ X) is a
link and node in graph G(V,E), c(∈ C) is a combination of failure status, normal
(1) or failure (0), for all x, ϕ(c) is the communication status of c between source
and destination. Second, reliability of ϕ(c), p(ϕ(c)), is calculated for all combi-
nations of status c. Third, the sum of p(ϕ(c)) is calculated and communication
reliability R is evaluated. The order of the calculation time is O(2|X|) and as the
network scale increased, the calculation time increases exponentially. Therefore,
an approximation technique using the truth table was proposed. When a truth
table is created, a combination of status c is ignored for failure of x over some
numbers. Approximated reliability R′ is evaluated from upper limit R+ and lower
limit R−. Term R+ is evaluated from where ϕ(c) is only failure status and R− is
evaluated from where ϕ(c) is only normal status. Term R+ and R− are formulated
as follows.

R+(G) = 1−
∑
c∈C

p(ϕ(c) = 0), (6.1)

R−(G) =
∑
c∈C

p(ϕ(c) = 1). (6.2)

Then, the approximated reliability, R′, is evaluated as follows.

R′(G) =
R+(G) +R−(G)

2
. (6.3)

Other techniques to reduce the calculation time such as factoring and reduction
techniques have been proposed [86, 87]. The factoring technique is defined such
that communication reliability is given by

R(G) = pR(G ∗ x) + (1− p)R(G− x), (6.4)

where p is the reliability of x, and G ∗ x and G− x are the new networks obtained
by contracting and deleting the given link or node x. The reduction technique
can reduce the size of a graph while preserving its reliability. For analyzing path
reliability, removal reduction and series reduction are introduced. In the removal
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reduction links and nodes that the route does not pass through are removed. When
The graph G′ constructed newly is formulated as follows.

If ∀y ∈ Y, ∃x /∈ ψ(Y ), then G′ = G− x, (6.5)

where y ∈ Y is a route, ψ(y) is a set comprising link and node through which
route y passes. The series reduction can resolve new reliability issues between
nodes belonging in route y. Newly constructed reliability p′(xi) is formulated as
follows.

If ∀xi ∈ X, ∀xj ∈ X,
{
y|y ∈ Y, xi ∈ ψ(Y )

}
={

y|y ∈ Y, xj ∈ ψ(Y )
}
, then p′(xi) = p(xi)p(xj), (6.6)

where
{
xi, xj

}
∈ X. To effectively and accurately analyze the reliability, an

approximation reliability evaluation algorithm is introduced incorporating N time
- floating and reduction techniques using truth table that ignores over M number
failures as shown in Algorithm 9.

Algorithm 9 N time - floating and reduction techniques using truth table that
ignores over M number failures

INPUT: Topology in the wavelength layer, physical routes, and reliability of x.
OUTPUT: Communication reliabilityR.

1: Apply removal reduction in G as described in Equation (6.5).
2: Decide target link or node, x, at random for floating technique.
3: For x, apply floating technique and create two statuses of normal and failure.

Reliability of normal is px and that of failure is 1− px.
4: For graph G − x, if communication is disconnected, reliability in G − x is 0,

finish the floating technique at this time, and go to Step 6. Otherwise, go to
next Step.

5: Apply series reduction as described in Equation (6.6).
6: Repeat recursively from Step 2 to 5 N times.
7: For all x in graphs G ∗ x and G − x to which the floating technique can

be applied, create a truth table that ignores over M number failures. The
approximated reliability is evaluated.

8: Sum the reliability in all G′ branches and reliability evaluated in Step 7.

Figure 6.3 shows the explanation for evaluating reliability. In this example,
the floating technique is assumed to be applied at one time (N = 1) and when the
truth table is created, failures over 3 (M = 3) are ignored. Only the link reliability
is considered. In I, link A-B is the target to which the floating technique is to be
applied. Next, graph G is branched as status of normal link A-B in II in graph
G1 and status of failure link A-B in III in graph G2. Each reliability is evaluated
to pe(a,b) and 1 − pe(a,b) respectively, where pe(i,j) is reliability in link i(∈ V ) and
j(∈ V ). In IV, reduction technique is applied between A and D, and the reliability
in this graph is evaluated as follows.

R(G2) = (1− pe(a,b))(pe(a,c)pe(c,d)). (6.7)
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On the other hand, in V, a truth table that does not consider simultaneous failure
over three links is created and then R+(G1) and R

−(G1) are calculated as follows.

R′+(G1) = 1−
{
(1− pe(b,d))pe(a,c)(1− pe(c,d))

}
, (6.8)

R′−(G1) = pe(b,d)pe(a,c)pe(c,d) + pe(b,d)pe(a,c)(1− pe(c,d))+

pe(b,d)(1− pe(a,c))pe(c,d) + · · ·. (6.9)

Finally, from Equations (6.7) - (6.9), the communication reliability can be evalu-
ated as follows.

R(G1 +G2) = pe(b,d)
R+(G1) +R−(G1)

2
+R(G2). (6.10)

6.6 Numerical Evaluation

6.6.1 Simulation conditions

The simulation conditions are described hereafter. Routes comprising redundant
paths are assumed to be node and link disjoints and the quality level, i.e., difference
in delay does not consider. Multi-granular sub-lambda path demands in a full mesh
topology are assumed. These demands are accommodated randomly one-by-one
from the source to the destination node. The patterns are changed 10 times and the
average of the results is calculated. The statistical ratios assumed for the reliability
classes are 1 : 1 : 1 : 1 for H+RC : HRC : LRC : L−RC and all classes are divided
based on an equal ratio. Reconfiguration is performed when the wavelength path
resources, i.e., the number of wavelength paths that can be accommodated at
some source and destination node, is less than four. The threshold number for
reconfiguration is assumed to be 10 % of the number of wavelengths multiplexed
in a fiber (=40). The fiber extension policy is defined such that when it becomes
impossible to store a path, the shortest path search is performed and the fewest
links are selected based on the number of extensions. The number of ports in the
ODU-XC is 32 and that is extended when all ports are used. The statistical ratio
of the traffic demand for each sub-lambda path (2.5 G : 10 G : 40 G) is 5 : 2 : 3.
The wavelength bandwidth is 40 G. The employed physical topology is the NSF
network (14 nodes and 21 links) as shown in Fig. 4.16 (a) in Section 4.6.2.

6.6.2 Results and Discussion

Comparative results for the number of fibers, the number of transponders and the
number of ODU-XCs are shown in Figs. 6.4, 6.5 and 6.6 respectively. As shown
in Fig. 6.4, the number of fibers for the proposed design with reconfiguration
using RSF or RMPS can be reduced by a few fibers compared to that for No
reconfiguration. As shown in Fig. 6.5, the number of transponders can be reduced
by approximately 29 for RSF and 25 for RMPS at 9 [Tbps] representing reduction
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Figure 6.3. Explanation of reliability evaluation.

86



is rates of 6 % for RSF and 5.3 % for RMPS, respectively. As shown in Fig. 6.6,
there is no significant difference between proposed design with reconfiguration and
no reconfiguration.

The comparative results for the relative equipment cost for no reconfiguration is
shown in Fig. 6.7. Total cost CTotal is the sum of the node device cost described in
Equation 5.1 in Section 5.3. As shown in Fig. 6.7, compared to no reconfiguration
the reduction in the equipment cost for the proposed design with reconfiguration
can be increased gradually by approximately 6 % for RSF and 5.5% for RMPS.
Based on these results, the cost effectiveness of the proposed design is shown. There
is hardly any difference between the effectiveness for RSF and that for RMPS. The
reason is that there are no constraints to accommodate the primary path in this
simulation. For instance, when the primary path route must be accommodated
under constraints of the shortest route, the results for RSF and RMPS may be
different. Those analyses are left for further study.

In this simulation, the reliability of each link is assumed to be 0.9999 (= 1 −
10−4) and the node reliability is not considered. The evaluation algorithm for
reliability is described in Section 6.5. The floating technique is assumed to be
applied ten times (N = 10) and when a truth table is created, failure over 2 (M =
2) is ignored. Table 6.2 gives the average reliability, which is defined as the sum
of all path reliabilities divided by the number of paths, for ”No reconfiguration”
, ”Reconfiguration (RSF)” and ”Reconfiguration (RMPS)”. When the volume of
traffic is increased, the reliability of the proposed design with RSF or RMPS to
that for no reconfiguration is (1− 10−6) times. The difference in reliability occurs
because when reconfiguring, a low granularity sub-lambda path is reconfigured
to vacant existing wavelength paths including a detour route. The numbers of
paths accommodated in the detour route for RSF and RMPS exceed that for no
reconfiguration. The proposed design with reconfiguration is considered to retain
the link disjoint based on the results where there are no large fluctuations in
reliability according to increasing traffic.

Table 6.2. Comparison of Reliability

Traffic [Tbps] No reconfiguration RSF RMPS
1.5 0.9998801 0.9998801 0.9998801
3.0 0.9998773 0.9998772 0.9998772
4.5 0.9998764 0.9998743 0.9998741
6.0 0.9998772 0.9998752 0.9998750
7.5 0.9998777 0.9998749 0.9998750
9.0 0.9998766 0.9998745 0.9998747
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6.7 Summary

This chapter presented differentiated reconfiguration to address the trade-off re-
lationship between accommodation efficiency and disruption risks in virtualized
multi-layer transport networks that considers reliability classes defined as a com-
bination of including or excluding a secondary path and allowing or not allowing
reconfiguration. To actualize the proposed design, a multi-layer redundant path
accommodation design scheme and a reconfiguration algorithm were proposed.
An evaluation algorithm for reliability was also introduced. Numerical evaluations
assuming all classes were equally represented, showed that the proposed design
scheme with reconfiguration reduces the required number of fibers slightly com-
pared to that without consideration of reliability classes and that the equipment
cost can be reduced by approximately 6 %. To analyze the availability, it was
introduced that N time - floating and reduction techniques using truth table that
ignores overM number failures. Reliability comparisons showed that the proposed
design scheme with reconfiguration is considered to retain link disjointness. The
proposed reconfigurable networks were shown to be a cost effective solution while
maintaining reliability.
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Chapter 7

Conclusions

7.1 Research Summary

This dissertation presented innovative research on reconfigurable multi-layer and
multi-granular photonic transport network design. Chapter 1 presented the in-
troductory background. Quasi-dynamic and multi-granular traffic will certainly
increase in the future. Therefore, in the wavelength layer, wavelength fragmenta-
tion will increase and wavelength accommodation efficiency will degrade. In the
sub-lambda layer, the optimum virtual topology is also changing according to the
amount of traffic and sources and sinks of the traffic. Chapter 2 presented a com-
prehensive review of related work. For effective accommodation of traffic, it is
necessary to reconfigure wavelength paths in cooperation with sub-lambda paths.
The contributions of this dissertation are summarized below.

Chapter 3 presented optical path accommodation design and resource manage-
ment schemes for optical transparent WDM networks. The pre-planning based
wavelength path reconfiguration scheme was proposed. In the pre-planning stage,
optical path is designed in advance based on demand prediction and reserved on
calculated routes as path group. In the operation stage, optical path is accommo-
dated and virtually reconfigured routes and wavelengths in the logical end-to-end
link if demand prediction is different from the actual demand. The proposed
PRW scheme achieves fast provisioning and flexibility in dealing with changes in
the prediction of optical path demand.

Chapter 4 presented a wavelength path reconfiguration scheme that reduces
wavelength fragmentation in three phases: i) reconfiguration trigger phase; ii) re-
configuration design phase; and iii) migrating sequence phase from old path set to
new path set. Two cost models were introduced: wavelength fragmentation cost
and reconfiguration cost, and a reconfiguration design was introduced that reduces
the number of changed wavelengths while retaining the effectiveness of wavelength
defragmentation using ILP. For the migration phase, a migrating sequence algo-
rithm was proposed that prevents service disruption by using spare wavelengths to
break the dependency cycles that may be formed in moving to the new path set.
A wavelength defragmentation scheme based on wavelength resource management
and three heuristic algorithms based on it were proposed. The proposed schemes
were shown that the number of fibers and the number of migrating sequences can
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be reduced, and that the accommodation efficiency is increased compared to the
case when reconfiguration is not performed.

Chapter 5 presented sub-lambda path regrooming with wavelength defragmen-
tation. The ILP-based GRWD scheme was proposed that reconfiguration is per-
formed in two steps: first step of sub-lambda path re-grooming and second step
of wavelength defragmentation. For the heuristic approach, an adaptive reconfig-
uration scheme based on wavelength path resource management was presented.
A sub-lambda path regrooming algorithm, MSF, was also proposed which re-
grooming multi-hop sub-lambda paths to single-hop sub-lambda paths first. The
proposed sub-lambda path regrooming with wavelength defragmentation schemes
were shown that the rate at which the multi-hop sub-lambda paths are changed
before and after re-optimization is also decreased deeply in an environment with
incremental traffic, and that the CAPEX, not only the number of fiber but also
the number of transponders, can be reduced compared to conventional schemes
and no reconfiguration.

Chapter 6 presented differentiated reconfiguration to address the trade-off in
virtualized multi-layer transport networks that considers reliability classes defined
as a combination of including or excluding a secondary path and allowing or not
allowing reconfiguration. To actualize the proposed design, a multi-layer redun-
dant path accommodation design scheme and a reconfiguration algorithm were
proposed. An evaluation algorithm for reliability was also introduced. The pro-
posed reconfigurable networks were shown to be a cost effective solution while
maintaining reliability.

7.2 Future Prospects

This dissertation introduced proposals for reconfiguration that are highly effective
as they resolve the following four study challenges: 1. Wavelength path accommo-
dation design and reconfiguration, 2. Sub-lambda path regrooming, 3. Reduction
in migrating sequence and 4. Path accommodation design and reconfiguration for
different reliability classes. When high capacity and dynamic traffic streams will
emerge in the near future, for instance, with the deployment of LTE-Advanced,
these proposals could be used to reduce not only CAPEX but also OPEX.

On the other hand, a recent proposal is the spectrum-efficient and scalable
optical network architecture called the spectrum-sliced elastic optical path net-
work [88]. The necessary spectral resources on a given route are sliced off from the
available pool and adaptively allocated to the end-to-end optical path according
to the client data rate and the available spectral resources. In the elastic optical
network, reconfiguration can be also a promising way of reducing the capital ex-
penditure cost. In distance adaptive operation [89], the route distance constraint
should be addressed at reconfiguration where the performances of various modu-
lation formats, i.e. QPSK, 16QAM and 64QAM must be considered. In addition,
the spectrum continuity constraint is also critical. Reconfiguration design with
these two constraints that targets fragmentation and reconfiguration costs is left
for further study.
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L. Serra, and V. López, “A multilayer cost model for metro/core networks,”
Journal of Optical Communications and Networking, vol. 5, no. 3, pp. 210–
225, 2013.
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