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Abstract

Human body segmentation has many applications in a wide variety of image process-

ing tasks from intelligent vehicles to entertainment. A substantial amount of research

has been done in the field of segmentation and it is still one of the active research areas,

resulting in introduction of many innovative methods in literature. Still, until today a

method that can automatically segment human subjects in different kinds of situations

and with good accuracy, has not been introduced yet.

For a useful segmentation system to be realized, the following several problems that

are thought to have more importance and effect 1) Shape variations due to human body

movements, 2)Shape variations due to human wearing different clothes, 3) Variation in

color and texture of the clothing, 4) Complexity of the scene.

The articulation problem can be considered as the most important problem. Because,

the human body is made of multiple links and joints which leads to many variations in

the general shape of the body during different movements in various kinds of situations.

It is said that for completely modeling the human body a model with at least 20 degrees

of freedom (20DOF) is necessary. This leads to a very sophisticated model which even

the creation would prove to be very difficult. As a result, different approaches are usu-

ally selected instead of explicitly modeling the body ranging from 3D generative multi

joint models to simple multi joint stick-man models. Also ,combination between the

movements and change in the shape caused by human subjects wearing different types

of clothes which can affect their general shape (rain coats, coats, T-shirts, normal shirts,

and so on) adds to the complexity of the model.

Aside from this it can be said that the humans are the only species that can have

numerous changes in their outer appearance by wearing different kinds of clothing.

There numerous choices for humans in the clothes they use and even a single human

changes his/her clothes in different situation and times. As a result a vast combination of

colors and texture is created which again makes the task of modeling more problematic

and sophisticated.



Complexity of the scene that a human subject is being recorded in is also one of

important problems for a practical segmentation system. Even the simplest real-world

cases for human eyes has proved to be quite challenging for the computer to understand

and differentiate. This means that finding a model for the background will also become

difficult. Especially if we use a moving camera the problem will ascend to another level

of difficulty since now we need a dynamic model to cope with the situation.

Many of the recent methods try to use the graph-cut framework to solve the segmen-

tation problem. Although powerful, these methods usually rely on a distance penalty

term (intensity difference or RGB color distance). This term does not always lead to a

good separation between two regions. For example, if two regions are close in color,

even if they belong to two different objects, they will be grouped together, which is

undesirable. Also, if one object has different parts with different colors, e.g. humans

wearing clothes which have different colors and patterns, different parts will be seg-

mented separately. Although this can be overcome by multiple inputs from user, the

inherent problem would not be solved.

This thesis will try to address the above mentioned problems to propose automatic

segmentation algorithms that can cope with these situations. For overcoming the changes

in the shape and color we propose a method using the conventional Statistical Shape

Models (SSMs) and Grab-cut segmentation algorithm. SSM uses the statistical frame-

work to model changes in the shape of an object in Eigen space and by analyzing it and

finding the most dominant changes it can even try to generate some new shapes with the

properties of the original one, while the Grab-cut segmentation algorithm tries to learn

image color distributions and segment the foreground object based on that in an Markov

random fields frame work. By connecting these two methods through a feedback sys-

tem it becomes possible to propose a coarse to fine scheme for model generation and

refinement which in combination with Grab-cut leads to accurate segmentation results

for human subjects.

To cast aside the color/texture problem we propose a system which makes use of a

human probability map, super-pixels and Grab-cut framework. The main idea comes



from jigsaw puzzle game. If we divide the image into regions based on their color/tex-

ture, each part of the human body then, becomes like a piece of puzzle. So we can think

of an image as a puzzle with multiple pieces in which the human body occupies some of

them. By selecting the right pieces, we can have a somewhat rough (or even fine) shape

of the body and by using the Grab-cut, we can segment the human subject accurately.

Following this idea, we show that not only the system becomes automatic but also the

accuracy of the system is improved. We also show that, just by using the information of

a single image, it is possible to achieve segmentation results with accuracy comparable

to the state-of-the-art and much better than traditional methods while having relatively

simpler model. It is also good to note that this method can be used in both automatic

and interactive segmentation manner.
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Chapter 1

Introduction

1.1 Overview

Object segmentation is one the most important tasks in image processing and vision

with a generous amount of research being done in the field. Image segmentation itself

is defined as “the process of partitioning a digital image into multiple segments (sets

of pixels, also known as super-pixels). The goal of segmentation is to simplify and/or

change the representation of an image into something that is more meaningful and eas-

ier to analyze” [1]. This definition shows how wide-spread can be the applications of

image segmentation as it is mentioned by Agarwal et al. [2] as, “Segmentation can be

considered the first step and key issue in object recognition, scene understanding and

image understanding”. In simpler terms, the main goal of object segmentation methods

can be explained as the capability of separating (segmenting) the desired object(s) from

the input image. From different types of objects existing in the natural environment,

humans have caught attention of many researchers. By advances in the technology and

appearance of intelligent systems, the need for human-machine interaction has also be-

came necessary. Making the systems recognize the presence of human, understand the

human command, and be able to interact with humans, have proved to be of vital ne-

cessity. Many kinds of applications can be imagined for the mentioned capabilities of

1
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which, some has been realized nowadays. These applications can vary from very impor-

tant rescue missions in disasters like earthquakes, driving assistance systems (some of

companies have started rolling out cars with automatic navigation system) or intelligent

houses to entertainment systems like Microsoft’s Kinect. Still, humans are considered

to be an articulated type of object meaning there would be many changes in their body

appearance and shape as they move around or when they are pictured from different

aspects. Furthermore, humans wear various types of clothing in different occasions and

situations which add to the complication. The mentioned problems alongside common

ones in object segmentation like illumination changes (day/afternoon/night, under sun-

light/in shadow) as shown in Figure 1.1, registration noise/blur in Figure 1.2, complexity

of the scene in Figure 1.3, and so on, will lead to a problem which has challenged many

researchers for a long time. Still, a method that can accurately segment a human sub-

ject, adapt to different situations, and work automatically, has not yet been proposed.

It is also good to note that despite the rich literature in the field of object segmentation,

to the knowledge of the author, there is no survey that covers the methods available

for human subject segmentation. This might be because human body segmentation is

usually considered as a start point or preprocessing step for other vision tasks like face

detection/recognition, action recognition, pose/gesture estimation, and so on.

As a result, here, a brief literature review on different methods and algorithms avail-

able for image/object segmentation is provided below followed by introduction to some

works done on human segmentation.

1.2 Image/Object Segmentation

As mentioned before, literature on image/object segmentation is so rich that some re-

searchers have tried to make surveys to introduce available methods in the field. There

are surveys like those by Agarwal et al. [2], Vantaram et al. [4], Cheng et al. [5], Sridevi

et al. [6], Freixenet et al. [7], and many others in which a comprehensive review and

explanation is done. There are even works like the one by Haralik et al. [8] and Prantl

et al. [9] that try to explain the terminology commonly used in literature.
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(a) (b) (c) (d) (e)

(f) (g)

(h)

Figure 1.1: Effect of illumination changes during different times of the day. (a)&(b)
Normal day light, (c)&(d) Cloudy day, (e) Rainy day, (f) Shadow cast, (g) Two subjects
in the same place. One of the subjects is in a normal situation while the other one is
under shadow. (h) Image taken in a bright day. Images (a) ∼ (e) are from the author’s

private dataset while images (f) ∼ (h) are from PennFudan dataset [3].

Categorization of methods can be done in different ways based on the opinions of

authors and intended applications. One general approach for example, is to categorize

methods based on the type of the image they work on (grayscale vs. color), Using

single-scale representation or multi-scale one, need for user interaction (Automatic vs.

Interactive) and so on. This usually leads to a few major categories in which different
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(a) (b) (c)

(d) (e) (f)

Figure 1.2: Different kinds of noise in images, (a) Blur due to camera movement,
(b) Blur due to fast object movement, (c)&(d) Noise due to rain with little effect on
the subject, (e)&(f) Heavy noise which makes the object unidentifiable. Images from

author’s private dataset.

methods are presented without any specification about the procedure they use to perform

the segmentation. For example, all of methods can be associated to be either automatic

(unsupervised) [10–17] or interactive [18–28] segmentation. The former tries to find

and segment the object-of-interest automatically without any interference and usually

needs initialization around the object-of-interest, while the latter needs user interaction

in different levels of segmentation process to avoid miss-segmentations. The automatic

segmentation algorithms have the advantage of being free from external interference

(user interaction), but the main problem with them is the initialization and low segmen-

tation accuracy in most of the cases. On the other hand, although interactive methods

provide relatively accurate segmentations, user input is necessary for achieving satis-

factory results which renders them useless for automatic applications.
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(a)

(b)

(c)

(d)

Figure 1.3: Complex scenes containing human subjects. (a) ∼ (c) are from PennFudan
dataset [3] while (d) is from author’s private dataset.
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Automatic segmentation algorithms are useful for cases that the numbers of images/-

subjects to be segmented are not predefined (e.g. driver assistance systems, entertain-

ment systems) or the number is too big to be segmented manually (e.g. image/video

archives), while interactive algorithms are preferred for applications in which the num-

ber of images or subjects to be segmented are limited so that the user interaction cost

would be feasible. In these methods, usually, user interaction is tried to be reduced as

much as possible.

Vantram et al. [4] have made a detailed survey on image segmentation methods.

They have proposed their categorization in an abstracted chart partially presented in

Figure 1.4. They have divided the segmentation methods into three main categories.

• Spatially blind: Methods that do not make use of spatial information about image

pixels and try to perform the segmentation based on some kind of feature.

• Spatially guided: Methods that make use of spatial relation between image pixels

and try to segment an image into homogeneous regions/groups with respect to

space.

• Miscellaneous methods: Other methods that cannot explicitly be categorized in

either of the above.

1.2.1 Spatially Blind Techniques

These methods try to make use of some kind of feature for segmentation. They usually

belong to either of the following two sub-categories mentioned here:

• Clustering: Methods which assume the digital image as a point cloud in 1D

(grayscale image) or 3D (color image) and then partition the cloud into clusters

of meaningful data based on a specific criterion. In case of color image, differ-

ent kinds of color spaces such as RGB, L∗u∗v∗, YCbCr, HSI (HSV), LAB, YIQ,

. . . might be used. The result should be so that similar pixels be in one cluster,
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Figure 1.4: Low-level segmentation approaches [4].
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while each cluster would be distinguishable from the others. Some famous meth-

ods like K-means clustering [29], Mean shift clustering [30, 31], Self-Organizing

Maps (SOM) [32], or Fuzzy C-means [33] fall under this sub-category.

• Histogram thresholding: Methods that try to segment an image based on the

information obtained from the histogram of that image. By analyzing the shape of

the peaks and valleys, it is possible to segment image into different parts. Because

of its simple nature, the methods in this sub-category have become popular for

gray-scale image segmentation. Still, using them for color images has proved to

be difficult, since thresholding in a 3D space is required. Methods like those by

Tan et al. [34] on histogram thresholding or Bhattacharyya et al. [35] on adaptive

thresholding fall under this sub-category.

1.2.2 Spatially Guided Techniques

These methods try to make groups of pixels with spacial homogeneity, despite any kind

of characteristics pixels might have in the feature space. They are usually divided into

the following three sub-categories:

1.2.2.1 Region-Based Methods

Methods using region-based information usually apply one of “region growing”, “re-

gion merging”, “region splitting” methods, or a combination of them for the segmenta-

tion.

• Region growing: The process starts by selecting one or a group of pixels as

seeds and then this group is expanded using some kind of homogeneity criterion,

iteratively. Methods like [36–40] try to utilize this algorithm for segmentation.

Figure 1.5 shows an example of how region growing works.

• Region splitting: The process usually starts with an inhomogeneous segmenta-

tion of the image and tries to find homogeneous groups by splitting the regions
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(a) Some seeds are selected (b) The result of region growing
in the image after some iterations

Figure 1.5: Example of region growing in an image.

repeatedly. Note that like “Region growing”, the homogeneity criterion is de-

fined beforehand. Various methods have been proposed in this sub-category from

them [41, 42] can be mentioned.

• Region merging: In contrast to “Region splitting”, here, the given regions are

merged to find a more meaningful result based on some criterion, as depicted in

Figure 1.6. Works like [43–45] present some methods that apply region merging

for image segmentation.

It is also good to note that applying region growing/splitting will lead to over-

segmentation so usually, a scenario based on split/merge is devised to prevent the prob-

lem.

1.2.2.2 Energy-Based Methods

Many of the famous segmentation methods fall in this category. From them we can note

the following.

• Contour energy minimizers: These methods try to perform the segmentation

task using an energy minimization scheme based on an energy model defined to
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(a) Initial regions in the image (b) The result of region merging
after some iterations

Figure 1.6: Example of region merging in an image.

(a) (b) (c) (d) (e) (f)

Figure 1.7: Examples of image segmentation using Active contours. (a) User initial-
ization, (b) Chan-Vese [10] (c) GVF [11], (d) Harris-based GVF [46], (e) Vector Field
Convolution (VFC) [46], (f) Harris-based VFC (HVFC) [46]. Image taken from [46].

have minimum on the boundary of the object. Active contour (snake) [15] is the

most famous algorithm in this category which try to segment the object-of-interest

by minimizing a defined contour energy model. They have two major types,

“Parametric Active Contours” (PACs) like the original active contour by Kass et

al. [15], Gradient Vector Flow (GVF) active contour [11, 47], Balloon snakes [48]

and many others like [46, 49–51], and “Geometric Active Contours” (GACs) like

the methods proposed in [10, 12, 13, 52–55]. Figure 1.7 shows examples of how
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different methods perform segmentation.

• Region energy minimizers: These methods perform the segmentation by min-

imizing energy model defined to have minimum values based on some regional

features like the methods using “Mumford-Shah” functional [10, 56–59] or the

ones using “Bayesian” models [60–63]. Mumford-Shah functional has relieved

the curve evolution methods (GAC and PAC) from restriction of using edge in-

formation as a stop criterion. The methods using “Bayesian” models usually try

to model regional features as Markov Random Fields (MRFs) and use the Max-

imum A Posterior (MAP) method used in that framework for the energy mini-

mization procedure. From the methods using Mumford-Shah functional, Level

Sets [10] are very famous while from the ones using Bayesian framework, Condi-

tional Random Fields (CRFs) [64] are widely known. These methods use statis-

tical inference and prior information about the image and are usually used when

image has some non-deterministic features, like textures, statistical noise, etc.,

which is one of shortcomings of the conventional methods.

• Graph-based energy minimizers: These methods have become very popular

specially when they are used for interactive segmentation, due to their segmen-

tation accuracy. Usually the image is considered to be an undirected graph (ex-

plained in 2.1). Each image pixel will be then become a node of the graph with

some edges connecting it to its neighbors. Also, each edge will be assigned a

weight which shows the degree of similarity between two nodes based on some

feature. The goal will then be to segment the graph to subgraphs which are con-

sidered meaningful with respect to a defined criteria. Many of recent famous

methods like Normalized-cut [65], Graph-cut [18], Grab-cut [19], One-cut [66]

or those in [14, 16, 20–24, 67–69] will fall under this sub-category. More details

will be presented in Chapter 2.

1.2.2.3 Region-Contour Based Methods

The most famous method here is the Watershed [70, 71] which tries to segment an image

into some “catchment basins” based on region and contour information available in the
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Figure 1.8: Example of the topographic relief map used by Watershed (Image taken
from [4]).

image by viewing it as a topographic relief map (like the one in Figure 1.8).

In these maps, the third dimension (the first and the second are x and y coordinates

respectively) would be the feature (usually intensity, gradient, and so on). Each pixel

is assumed to be stationed in this terrain and then moves towards the local minima

like when water goes down a valley. The pixels that go down the same region form

the mentioned catchment basins that are called “watersheds”. Watershed has a simple

mathematical algorithm which makes it easy to implement and optimize which leads to

a very fast segmentation process. However, it tends to over-segment and there is need

for further process to achieve the desired results. On the contrary, because of its fast seg-

mentation process, it is possible to use Watershed as a preprocessing stage for different

methods at low cost. Many methods like marker-based Watershed [72], texture-gradient

Watershed [73], Watersnakes [74], work of Vanhamel et al. [75], and multi-resolution

Watershed [76], have been proposed which take this approach alongside different algo-

rithms, trying to segment images more effectively.

1.2.3 Other Methods

Aside from the mentioned methods, there are some that cannot be classified as either

of categories mentioned before. Still, some of them are well known or have some

interesting concepts and are noteworthy. In the survey by Vantaram et al. [4], they are

categorized as “miscellaneous” segmentation methods. From those types of works, we

can note:
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• Fuzzy-based methods such as the ones involving fuzzy homogeneity [77, 78] and

fuzzy region completion [79] processes.

• Supervised methods using adaptive weighted distances [80], spline regression [81],

geodesic matting [82], and linear programming [83].

• Methods using specialized image features; namely, quaternions [84, 85], tex-

tons [86, 87], Histogram of Oriented Gradients (HOG) [88], and Local Binary

Patterns (LBP) [89, 90].

• Methods that use turbo-pixel or super-pixel based representations of an image [91,

92].

• Methods that consider the segmentation as a classification and perform the task

using sophisticated classifiers such as Support Vector Machines (SVMs) [93, 94],

or employ specialized properties of images [95].

• Methods that use statistical principles [96], information bottleneck method [97],

and algorithms that consider segmentation as a task of finding perceptually salient

groupings like [98].

• Methods that use co-clustering strategies, which combine multiple segmentations

into one improved result [99] as well as co-segmentation methods that jointly

segment multiple images, which contain a common object [100].

1.3 Human Subject Segmentation

Now lets take a brief look at some methods that use human subject segmentation as a

part of their tasks. There are some surveys like [101] that explain methods used for

action recognition and segmentation, or the survey of Gandhi et al. [29] which focuses

on the pedestrian detection systems in which some use segmentation for the sake of

detection or tracking.
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(a) (b)

Figure 1.9: Human body model using three ellipses. (a) Model is composed of three
parts: head (top circle), torso (middle ellipse), and legs (downside ellipse). (b) Match-
ing the model to actual human body by detecting the head and adjusting the model to

match the whole body (Image taken from [104]).

Popa et al. [102] propose a method for human body segmentation using structural

shape priors. For this, they make use of bottom-up region detection constraints and on-

the-fly shape prior construction using recently available Human3.6M [103] to propose

“Constraint Parametric Problem Dependent Cuts with Shape Matching, Alignment and

Fusion (CPDC-MAF)”. Using this, they try to overcome the problems of multi-view

and partial-view of the human subject segmentation. For segmentation, they first use

a human region detector to achieve a set of human region candidates. After that they

use a very large dataset and a matching, alignment fusion technique to create the shape

prior based on the acquired candidates. At last, they use the estimated prior to segment

the human subject. The main problem here, is the dependency of the system on the

candidates to be found which are not always correct and also need for a very large

training set (100,000 sets of silhouettes, skeletal structures and pose information) for

creating the shape prior based on the candidate regions.

Mori et al. [105] use body part model segmentation for recovering the body pose.

Their idea is to find candidates for salient parts of human body (torso, upper and lower

parts of legs, and hands, in their work) in the input image, and try to find a reasonable

combination of these parts to segment the human subject. For this, they use a boundary

object detector proposed by Martin et al. [106] and Normalized-cuts [65], and divide

the image into some regions and super-pixels. After that, they try to find limbs by

using contour, shape, shading and focus cues. They also search for the torso using
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same cues except shading. Then, they use some constraint on the relative widths and

lengths of limbs, and symmetry between clothing in each part to connect the limbs to

the torso. Using the generated model, they try to segment the human subject and obtain

its pose. This system focuses on finding the salient limbs and torso candidates to extend

them into full body parts and connect them together to achieve the body pose. Since

here, normalized-cut is used with pre-defined number of segments (40 for salient parts

and 200 for full details) some details might be lost in the process which might not be

considered useful for pose estimation but might be useful for other tasks like action

recognition. Also, some parts like head, hands, and feet are not considered in the pose

model which not only affects the accurate pose estimation, but also when these parts

are segmented by chance, the proposed method cannot cope with them and sometimes

makes wrong decisions.

Sharma et al. [107] propose a method for simultaneously detecting and segmenting

a human subject by integrating both bottom-up and top-down frameworks for segmen-

tation. In the top-down stage, a rough estimation of the subject is acquired using the

contour information of an input image and a Probability Distribution Function (PDF)

learned from training data to find human related information. In the bottom-up stage,

interaction between extracted contour features like smooth continuity, closer, and so on,

are considered. Finally the found information is included into a Markov Random Field

(MRF) and by using min-cut algorithm, the foreground is estimated. This method tries

to make the segmentation by just incorporating the edge and boundary information of a

human body, which in some cases are not very clear and easy to achieve. In such cases,

their method will most probably fail to segment and localize the subject.

Lin et al. [108] detect and segment human subjects by proposing a hierarchical part-

template matching algorithm in combination with discriminative learning to create a

generic human detector. It uses both a global template based detector and a local part-

based detector to improve the accuracy. In their proposed method, the global templates

are divided into a local part-based tree like the one presented in Figure 1.10, and the

observations are matched to this tree for finding suitable candidates as human parts

which then results in the final segmentation. Although the body parts model used here,

is more complex than that of the previous methods, generating the part-base tree and
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Figure 1.10: The part template tree used in Lin et al. (Image taken from [108]).

matching the parts to the actual shape limits on how much detail can be fed into the tree.

As mentioned by the authors, although adding more details to the tree is possible, the

matching cost increases linearly with the numbers of temples existing in the tree while

adding more details just slightly improves the performance of the system. Also all of the

input images are downscaled to the size of 64 × 128 pixels. Matching and segmenting

in this size might prove to be accurate but this does not mean that the segmentation

accuracy will be the same on the subject in actual size.

1.4 Thesis contribution

In this chapter, some existing methods in the field of object and human segmentation

has been reviewed. As mentioned before, the literature on this subject is so rich that

mentioning all of available methods is out of the scope of this thesis, so, some major

categories based on the work of Vantaram et al. [4] have been introduced. As a general

categorization, segmentation algorithms can be devised based on different aspects of the

image they use (color/gray, single/multi-scale, single/multi-attribute, and so on), need

for supervision or their principal of operation. A brief introduction to each one has been

presented in this chapter.

As mentioned before, human body segmentation has many kinds of applications

and at the same time has several problems to be solved. In many of the real-world
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applications, usually a large amount of data has to be processed. As examples of this,

we can mention applications like video archiving, creating train or test datasets for other

vision tasks, or more importantly, in driver assistance or automatic vehicle navigation

systems which nowadays has become very famous. In the first example, a fair amount of

segmentation accuracy would suffice while the amount of time needed for the process is

usually not of the main concern (while it has to be reasonable), while in the second one,

the accuracy can play a crucial role in the assessment of the methods that the dataset

is going to be used for and usually, the more the data we have the more accurate the

system will get. Again, the time consumption is not the main concern here. In contrast

to the other two, the driver assistance or automatic navigation systems need both high

accuracy and real-time performance to be of practical use. A system with high accuracy,

reliability and real-time performance can considerably affect the problems related to

accidents thus improving the driver safety.

In Section 1.2 various methods have been introduced that perform the segmentation

task with different methodologies. As mentioned there, Object segmentation methods

can be generally divided into 3 sub-categories of 1) Spatially blind, 2) Spatially guided

and, 3) Other methods. From them spatially blind techniques are most commonly used

for basic operations and are not fit for the complex scenarios like the one in this thesis.

The last sub-category can cover different methods and techniques and making a gen-

eral statement about it would be difficult. Still, in case of human subject segmentation,

they won’t be very useful unless they are used in combination with other methods as

usually they usually incorporate a single aspect of the object to-be-segmented. In con-

trast, energy-based methods in spatially guided subcategory have proved to be useful in

complex scenarios. Table 1.1 presents a very brief comparison of methods available in

spatially guided subcategory.

As mentioned before there are different problems in vision field which one have to

overcome when performing the segmentation task. From them, illumination changes

(day/afternoon/night, under sunlight/in shadow) as shown in Figure 1.1, registration

noise/blur in Figure 1.2, complexity of the scene in Figure 1.3 can be mentioned. For

human subject segmentation, problems like changes in body appearance and shape due
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Table 1.1: Comparison between different spatially guided object segmentation meth-
ods. + means the feature is supported, −/+ means it is possible to support the feature

with additional implementation, and − means the feature is not supported.

Region-based Energy-based

Methods
Region
growing

Region
merging Hybrid

Active
contours

Mumford-
Shah Baysian Graph-cut

Other
graph-
based

Watershed

Automatic
initialization − − − −/+ −/+ −/+ −/+ −/+ +

Various prior
information
inclusion

−/+ −/+ −/+ −/+ −/+ + + + −/+

Complex
object −/+ −/+ −/+ − − − + + +

Computation
time + + + − −/+ −/+ + −/+ +

Robust
against noise − − − −/+ −/+ + + + −

Robust
against
weak
boundaries

− − − −/+ −/+ + + + −

Multiple
object
segmentation

−/+ −/+ −/+ − + + + + −/+

to movement, changes in clothing color/texture and appearance, Changes in appearance

due to being viewed from different angles, will also be added to the mentioned ones.

Since considering all of the available problems would make the task very difficult, in

this thesis, the following problems that are thought to have more importance and effect,

will be considered.

1. Shape variations due to human body movements

2. Shape variations due to human wearing different clothes

3. Variation in color and texture of the clothing

4. Complexity of the scene

The first problem relates to many variations in the shape of a human body, especially

when the subject moves or the video is recorded from different views and angles. This
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makes the modeling task difficult and a model that can cope with all of the variations

can be very complex.

The second problem comes from the fact that humans use various types of clothes

in different situations. Combination between the movements and change in the shape

caused by human subjects wearing different types of clothes which can affect their gen-

eral shape (rain coats, coats, T-shirts, normal shirts, and so on) adds to the complexity

of the model.

Another problem about clothing is their color and texture. An unimaginable com-

bination of clothes is available in the society. These combinations not only change

between different people but even for one person, they will change in different occa-

sions. Clothes are also different between genders, so for example, a model designed

specifically for men might not work for women.

The next problem which makes the task more sophisticated is the complexity of the

scene that a human subject is being recorded in. Even the simplest real-world cases

for human eyes has proved to be quite challenging for the computer to understand and

differentiate. This means that finding a model for the background will also become

difficult. Especially if we use a moving camera the problem will ascend to another level

of difficulty since now we need a dynamic model to cope with the situation.

The most practical way to overcome these problems, which is also used in this thesis,

is to incorporate some kind of information about the human subject to the segmentation

process. As indicated in the Table 1.1, Graph-cut based methods have better capability

of incorporating different kinds of prior information and are better suited for complex

object segmentation. Most of the methods that use Graph-cut framework (the Graph-cut

included) use interaction as their initialization. From those, Grab-cut by [19] has made

the user interaction as simple as inputing a polygon around the object-of-interest and

used an iterative energy minimization algorithm. it also utilizes the RGB color infor-

mation in contrast to the intensity information used in original Graph-cut by Boykov et

al. [18]. It is also possible to use the Grab-cut in automatic segmentation by making a

predefined map of labels for the input image which is the reason that it has been uses as

a basis method in the proposed methods in this thesis.
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The main goal of this thesis is to propose methods for automatic human subject

segmentation. Different applications can be imagined for a this kind of methods some

can be mentioned as follows

• Virtual reality systems (also entertainment systems) - Generating more realistic

simulations.

• Driver assistance systems - Detecting the pedestrians and their intention and as-

sisting the driver for safe driving.

• Automatic navigations systems - The same as above but for accident prevention

and so on.

• Video archiving

• Surveillance - Detecting intruders.

To achieve this goal and with the aim to solve the above problems (except for the col-

or/texture problem) in Chapter 3, a method is proposed which utilizes Statistical Shape

Models and Grab-cut framework for automatic segmentation. By taking a coarse-to-fine

model refinement through feedback between the shape model generation and segmen-

tation stages, the accuracy of the system is proved to be much higher than the original

Grab-cut method. Also, the need for user interaction is cast aside by the utilization of

new shape generation and use of tri-maps in the segmentation stage. The model re-

finement can be a time consuming procedure, and also the initialization of generated

models is not an easy task and their matching to the actual human shape might not be

always possible. Also, using just color feature for subject segmentation sometimes is

not sufficient as there are cases in which the color between the foreground object and

its background is very similar. In case of human body, there are also times that be-

cause of the variations in the texture of clothes or sudden changes between the color of

clothes and skin will lead to miss-segmentations (parts of clothing or body become the

background). As a result, in Chapter 4, the problem is solved by a different approach

through using human body probability map, super-pixels, texture feature, and Grab-cut

framework. By using the texture information, it is possible to overcome the problem of
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Grab-cut which just uses color similarity as the main segmentation factor and further

improve the accuracy of the system. Here, the main goal is to turn the input image

into a puzzle and then find the parts that have human parts inside using the probability

map provided beforehand. This way, there will not be any need for model initialization

and matching. Also, since there is no need for multi-stage model refinement, the time

consumption of the system is drastically decreased compared to the one in Chapter 3.

The rest of this thesis is arranged as follows:

• Chapter 2 will be an introduction to Markov Random Fields (MRF), which with

their versatility and capability for contextual information encoding has proved to

be an effective tool in the field of vision and image processing, graph theory which

is the basis for many recent methods in image segmentation and Grab-cut, the

method that utilizes these in one framework for interactive image segmentation.

Grab-cut is also the basis for methods proposed in this thesis.

• Chapter 3 gives a detailed explanation about the proposed automatic human sub-

ject segmentation algorithm which utilizes a slightly modified version of Grab-cut

in combination with Statistical Shape Models (SSM) for more accurate segmen-

tation.

• Chapter 4 presents the details of another automatic segmentation system for hu-

mans which utilizes a human probability map, super pixels, and Grab-cut to in-

crease the segmentation accuracy.

• Chapter 5 is the last chapter of the thesis and concludes the research done in this

thesis.



Chapter 2

Introduction to the Technologies Used

in Proposed Methods

In this chapter, some background information about Grab-cut and Graph-cut frame-

works will be presented. For understanding them, some background knowledge is

needed about graph theory, Markov random fields and min-cut/max-flow graph parti-

tioning method. As a result, some brief explanation will be presented about them and

then explanation about Graph-cut and Grab-cut will be presented.

2.1 Graph Theory Related Terms

In image processing, usually an image is considered as an analogue mapping of the

real 3D world into a 2D plane, and thus digital images become the discrete sampling of

this mapping. In this regard, the digital images are composed of some pixels which are

“finite” in their number and usually have a “rectangular” formation. These properties

have made it possible to consider the digital images as some plane grids in which it will

be possible to define graphs and use information of each pixel and its surrounding as

a tool to perform different image processing tasks. From this point onward, the word

is used “image” for digital images as nowadays most of image processing tasks are

22
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performed on digital images and analogue images are now considered a thing of the

past.

In all graph-based image segmentation methods, an image is represented by its

equal “graph”. In simple terms, a graph, noted by G, is a finite set of some “ver-

tices” (“nodes”) noted as V, and some connections between the nodes called “edges”

or “arcs” noted as E. It might also be called an “incident” to the vertice it is connected

to. By the mentioned notations, a graph will be presented as follows.

G = (V,E) (2.1)

V = {v1, . . . , vm} (2.2)

(vi, v j) ∈ E (2.3)

where m is the number of nodes in the graph and (vi, v j) denotes the edge connecting

vertices vi and v j together. E contains the set of links connecting the vertices together

like the example depicted in Figure 2.1 (a). The “order” of the graph |V| would be

described as the number of its vertices, while the “size” of the graph |E| would be the

number of the edges. A graph would be called “complete” (“fully connected”) of order

n (noted as Kn) if all n vertices are “adjacent” to each other. Two vertices are said to be

adjacent if there is an edge connecting them together, so in a complete graph of order n,

all of nodes are connected to each other by means of edges, thus the size of the graph

would become |E| = n×(n−1)
2 as shown in Figure 2.1. A graph is also called “planar” if it

is possible to draw it on a plane, given no edges intersect each other.

A “neighborhood” is a set of adjacent vertices defined around a certain vertice vi. It is

said to be “open” if vi is not included (usually “neighborhood” refers to this type of set)

and “close” if vi is also included in the set. Please note that here, we are talking about

simple graphs, so there is just one edge between two vertices and there is no “loop” (an

edge that its start and end points are one vertice) or the like in the graph.

A “clique” is a subset of vertices in G = (V,E) which form a complete subgraph

(each two vertices are adjacent). It is called “maximal” if there is no possibility of

adding another vertice to the subset and it would become “maximum” if there is not
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(a) K4 with |E| = 6 (b) K5 with |E| = 10 (c) K6 with |E| = 15
and |V| = 4 and |V| = 5 and |V| = 6

Figure 2.1: Example of complete graphs where each node is connected to all other
nodes.

Figure 2.2: A graph with 8 × 1-vertex cliques (the vertices), 13 × 2-vertex cliques (the
edges), 5 × 3-vertex cliques (the light and dark blue triangles), and 1 × 4-vertex clique
(just the dark blue area). The four light and dark blue triangles form the maximal
cliques. The dark blue 4-vertex clique is both maximum and maximal, and the clique

number of the graph is 4.

another clique in the graph that has more vertices than this one. The number of vertices

in the maximum clique is called the “clique number” noted by ω. Figure 2.2 shows an

example of how cliques are enumerated in a graph.

Graphs can also be “undirected” or “directed”. In the latter, direction of movement

between the vertices is important and the edges are usually represented as arrows start-

ing from an “initial vertice” (“tail”) and ending to a “terminal vertice” (“head”), while

in the former, direction is irrelevant. There are also “mixed” graphs containing both

mentioned types (Figure 2.3).

Another term which is common in graph theory is “weighted” graph in which a

weight wi j is assigned to each edge (somewhat like the edge capacity in the flow net-

work). The weight is usually a real number, but depending on the application, some
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(a) Undirected graph

(b) Directed graph

(c) Mixed graph

Figure 2.3: Example of different kinds of graphs.

constraints might apply, e.g. in Dijkstra’s algorithm [109], the weights must be posi-

tive. The “weight of path” or “weight of tree” is then calculated as the sum of weights

of the selected edges on the graph. In Graph-cut based methods, the constructed graph

is always a weighted graph.

“Cutting” a graph means partitioning it into two disjoint subgraphs. Each cut creates

a set of edges that has an end point in each partition (the set is called a “cut-set”). In the

flow network mentioned before, an “s-t cut” becomes a cut that puts the source and the

sink nodes in different partitions. The cut-set here will only have the edges going from

the source to the sink. The capacity of the cut is defined to be the sum of the capacity of

edges in the cut-set, while its “size” (also called weight of cut-set some times) will be

the number of edges in the cut-set. A “minimum cut” is a cut with the smallest possible

size, while the “maximum cut” is a cut with the biggest possible size in the graph as

depicted in Figure 2.4.
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(a) (b)

Figure 2.4: Example of minimum and maximum cut in an undirected unweighted
graph. (a)Minimum cut with size=2, (b) maximum cut of same graph with size=5

.

2.2 Markov Random Fields and Graph-based Segmen-

tation

In the field of computer vision, there are many tasks like image restoration, stereo dis-

parity calculation, surface reconstruction, texture analysis, optical flow, shape from X,

or segmentation that can be posed and modeled as labeling or energy minimization

problems. Usually, the energy model for these kinds of problems is assumed to be

represented as the following:

E(M) = Edata(M) + Esmoothness(M) (2.4)

which has a data term Edata(M) for adapting the modelM to the observed input data,

and a smoothness term Esmoothness(M) which is defined based on our knowledge about

the solutions.

For tasks like image segmentation, contextual information about the object to be

segmented can play a vital role in the accuracy and the correctness of the result. Thus,

using such kinds of information like texture and object features can be a very useful

asset. The main problem here would be on how to model these kinds of information in a

way that makes us able to use them for example, in an energy minimization framework.

Markov Random Fields (MRFs) are one of the most suitable thus famous methods

for encoding contextual information into a mathematical framework. As described in
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the work by Ki et al. [110], the following four reasons are the main motives to use MRFs

for solving the problem of the tasks mentioned at the beginning of this section:

• For various problems, using defined principals in a systematic manner instead of

some heuristic modeling will become possible.

• It will be possible to evaluate the results of the system in a quantitative manner

instead of a qualitative one.

• Incorporating various types of contextual information will become possible.

• MRF-based methods tend to be local, which makes them ideal for hardware par-

allelization.

An MRF framework is usually used in conjunction with statistical estimation theo-

ries to formulate the needed objective function as a probabilistic model. For this pur-

pose, Bayesian framework is one of the most famous ones used. In this framework, the

optimal solution is defined in the form of “Maximum A Posteriori” (MAP) estimates to

obtain the best parameters from random observations. For this, usually a joint distribu-

tion should be derived which is a difficult task, but thanks to the Hammersly-Clifford

theorem which indicates that the joint distribution of an MRF can be equivalently de-

scribed as a Gibbs distribution, the problem takes a rather simpler form. Thus, five steps

for MRF modeling in accordance to Li et al. [110] will become:

1. Consider the vision task as a labeling problem in which a label configuration

would be the solution.

2. Pose it as a Bayesian labeling problem where optimal solution would be in a MAP

labeling configuration.

3. Use Gibbs distribution to model joint priori distributions.

4. Using the assumed observation of data, find the likelihood density.

5. Use the Bayesian rule to calculate the posterior distribution of labeling configu-

ration.

6. Calculate the cost of obtained labeling configuration.
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2.2.1 Markov Random Field (MRF)

An MRF is usually defined by the following terms:

• A set of sites

S = {1, . . . ,m} (2.5)

with 1, . . . ,m as indices representing a point or region in Euclidean space (a pixel

or a feature like object corner, contour, and so on). An image of size n × n can be

represented in form of sites as

S = {(i, j)|1 ≤ i, j ≤ n} (2.6)

Since models are usually unordered, the definition in Equation 2.6 will look like

Equation 2.5 when we index each pixel with a number and with m = n × n.

Sites can be categorized as “regular” like image pixels or “irregular” like image

features (edges, corners and so on) extracted from image and relation between

them is defined by their “neighborhood”.

• A set of random variables (sometimes called weights) with a variable assigned to

each siteW = {w1, . . . , wm}.

• A set of neighbors in each site N = {N1, . . . ,Nm}. Each set defines the relation

between the site and the neighboring sites.

The model must adhere to interdependency requirement of Markov property which

is:

∀i ≤ m; P(wi|wS\i) = P(wi|wNi) (2.7)

in which “S \ i” means the full set of sites except site i.

This means that the model is conditionally independent of all other variables given

its neighbors (the same with conditional independence in an undirected graph). As a
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result, an MRF can be considered as an undirected graph so that:

P(W) =
1
Z

J∏
i=1

φ[WC j], (2.8)

where φ[•] is a potential function which returns a non-negative value. This value is

decided by the state of variables in a clique C j ⊂ 1, . . . ,m. Z is a normalizing constant

and is used to make sure the results abide to the probability rules. Rewriting the equation

2.8 in Gibbs format we will have:

P(W) =
1
Z

exp
[ J∑

j=1

log
[
φ[WC j]

]]
(2.9)

(2.10)

In above equation ψ = − log
[
φ[•]

]
is a cost function with a real value.

2.2.2 MAP-MRF Labeling

Many of the image processing task can be defined like segmentation; edge detection,

corner detection, etc. can be posed as a labeling problem in which a label must be

assigned to each site (pixel or feature). In a labeling problem, we have a set of labels

which can be continuous like

L = [X1, X2] ⊂ R (2.11)

in which X1 and X2 show the start and ending points of the range like analogue pixel

intensity. Also labels can be discrete like

L = {l1, . . . , lM} (2.12)

or in a more compact form

L = {1, . . . ,M} (2.13)
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(a) (b)

(d) (e)

Figure 2.5: Four types of possible combinations for the set of sites S and set of labels
L. (a) both S and L are discrete, (b) S is discrete and L is continuous, (c) S is
continuous and L is discrete, (d) both S and L are continuous. In all of cases, the

labeling set f can be considered as a mapping from set of sites S to set of labels L.

Usually a label is defined as an event that can happen to a site. For example, in case

of image segmentation, the set of labels will become, L = {foreground, background}.

In the labeling problem, a set like

f = { f1, . . . , fm} (2.14)

is called a “labeling” on S in terms of labels in L. It also can be considered a mapping

from S to L as shown in Figure 2.5 (a).

As mentioned before, Bayesian rules are used here to extract the posterior distribu-

tion. For this, we have to minimize the difference between the estimated labeling ( f ∗)
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and the original solution ( f ) which is expressed in the form of a risk function like

R( f ∗) =

∫
f∈F

C( f ∗, f )P( f |x)d f (2.15)

in which x is the observation, C( f ∗, f ) is a cost function and P( f |x) is the posterior

distribution. For achieving P( f |x), we can use Bayes rule which indicates

P( f |x) =
p(x| f )P( f )

p(d)
(2.16)

where P( f ) is the posterior probability of f , p(d| f ) is the probability distribution of the

observed data x (likelihood of f given x) and p(d) is the density of x. As for the cost

function, we can set it like

C( f ∗, f ) =


0 if ‖ f ∗ − f ‖ ≤ δ

1 otherwise
(2.17)

The Bayes risk function will then be

R( f ∗) =

∫
‖ f ∗− f ‖>δ

P( f |d)d f = 1 −
∫
‖ f ∗− f ‖≤δ

P( f |d)d f (2.18)

and if δ→ 0, it can be approximated as

R( f ∗) = 1 − κP( f |d) (2.19)

where κ is a volume of space with all labellings ‖ f ∗ − f ‖ ≤ δ inside. Minimizing this is

equivalent to the maximization of posterior probability which leads to

f ∗ = arg max
f∈F
{P( f |d)} (2.20)

Since p(d) is constant (observation is given), P( f |d) becomes relative to joint distri-

bution. As a result, the MAP estimation can be written as

f ∗ = arg max
f∈F

p(d| f )P( f ) (2.21)
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Here, for the sake of explanation, a common example in image processing is used;

the noise removal problem. We want to reconstruct an image based on available noisy

data. If we assume that the image surface is flat, the joint distribution can be written as

P( f ) =
1
Z

exp

−∑
i

∑
i′∈{i−1,i+1}

( fi − fi′)2

 (2.22)

If we assume that the available noisy data is a combination of the values on the

actual image surface plus an independent Gaussian noise distribution, we can write the

observations as

xi = fi + ei (2.23)

ei ∼ N(µ, σ2) (2.24)

The probability of distribution P(d| f ) will then become

P(d| f ) =
1∏m

i=1

√
2πσ2

exp{−U(d| f )} (2.25)

U(d| f ) =

m∑
i=1

( fi − xi)2

2σ2 (2.26)

where U(d| f ) is the “likelihood energy”. With this, the posterior probability becomes

P( f |d) ∝ exp[−U( f |d)] (2.27)

U( f |d) = U(d| f ) + U( f ) (2.28)

Thus MAP estimate can be calculated by using

f ∗ = arg min
f

U( f |d) (2.29)

Since in this example, we have only σi to determine, when decided, the MAP-MRF will

be completely defined.
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Figure 2.6: Structure of the graph created for MAP estimation. Each pixel of the 3 × 3
image is assigned to a node in the graph and directed edges connect nodes together.
Aside from that, some edges connect the source node to all nodes in the graph and

some edges connect nodes of the graph to the sink node. Image taken from [111].

2.2.3 Max-flow/Min-cut Algorithm

For inferring the MAP tasks, we usually try to define them as a “maximum flow” prob-

lem in the graphs so that the “minimum cut” (equivalent to maximum flow) of the graph

corresponds to the MAP solution. For this, we map each pixel in the image as a node

in a directed graph along with two additional nodes as “source” and “sink” which are

connected to every node in the graph as depicted in Figure 2.6. Directions of these

additional edges would be from the source towards the sink. Now, all we have to do

is to assign weights to the edges of the created graph so that the cost of each cut on

the graph would match the cost of labeling in MRF. The problem of cutting the graph

then, can be solved by using maximum flow and minimum cut methods usually known

as max-flow/min-cut algorithm. Assume that we have a directed graph like the one in

Figure 2.7 with limited capacity for each edge and we want to transfer some quantity

(“flow”) from the source node to the sink node. The goal in max-flow would be to put

through as much flow as possible in the network while not overloading the edges of

the graph. The solution is said to be found when each path from the source to the sink

contains at least one saturated edge. Now if we remove the saturated edges from the

graph, the path from the source to the sink will be completely lost. In another meaning,

these edges create a set that can separate the source and the sink nodes which is also

noted to as a “cut” on the graph (refer to section 2.1 for explanation). Please also note

that, this set consists of edges that are saturated, meaning their cost (capacity) is the

least among all other edges of the graph. As a result, it will be a cut with minimum
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Figure 2.7: Example of a graph with 6 nodes aside source and sink vertices in which
max-flow problem should be solved.

cost on the graph which is called “minimum cut” or “min-cut” for short. From this, it

is understandable that the max-flow and the min-cut are equivalent and finding either of

them will lead to the same result. For solving the max-flow problem, different methods

exist, but a simple way would be “augmenting paths” as described in [111]. Briefly pre-

senting, we first select a path in the graph from the source to the sink and push the flow

into it until one of the edges is saturated. We remove the saturated edge and subtract its

cost from all edges of the graph, and repeat the process until there is no path from the

source to the sink. The total flow being transferred from the source to the sink would be

the maximum possible flow, while the saturated edges create the minimum cut set. This

process is depicted in more details in Figure 2.8. Finding a suitable cut of the graph is

equivalent to finding the solution of the MAP problem which also leads to the desired

result for our task (image denoising, segmentation, and so on).

2.3 Grab-cut Segmentation Framework

As briefly presented in 1.2.2.2, Grab-cut is an interactive graph-based image segmen-

tation method introduced by Rother et al. [19]. It improves the Graph-cut method by

Boykov et al. [18] by incorporating color information and iterative energy minimiza-

tion framework which leads to better performance and wider area of applicability for

the system. The user interaction is also relaxed to just selecting a rectangle around the

object-of-interest as in Figure ??.
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(a)

(b)

(c)

(d)

(e)

Figure 2.8: Example of performing max-flow/min-cut. (a) One of the available paths
in the graph is selected and flow is pushed through it until one of edges of that path
is saturated. (b) Next path with spare capacity is selected and the same thing is done,
(c)&(d) Same process is done to all available paths in the graph and (e) A set of sat-
urated edges that separate the source from the sink is selected as the solution to the

min-cut problem.

Their method starts with defining the Gibbs energy as follows

E(α,k, θ, z) = U(α,k, θ, z) + V(α, z), (2.30)

where z = (z1, z2, . . . , zn) is the RGB color values of the image, α = (α1, α2, . . . , αN) is

an array of opacity values 0 ≤ αn ≤ 1, but for hard segmentation it is either 1 (fore-

ground) or 0 (background). θ shows the foreground and background models expressed

by Gaussian Mixture Models (GMM).
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The task is then to find a set of labels α using MAP-MRF. So, like Equation 2.29,

we should find

α̂ = arg min
α

E(α, θ) (2.31)

The color information is also modeled in the image as GMMs of full-covariance and

with K=5 components. One GMM is used to model the foreground and one for the

background. Each pixel in the image will be assigned to one of the GMM components

belonging to either foreground or background. A vector k = {k1, . . . , kN}, kn ∈ {1, . . . ,K}

is used to encode the mentioned assignment. The data term D(αn, kn, θ, zn) is

D
(
αn, kn, θ, zn

)
= − log p(zn | αn, kn, θ) − log π(αn, kn) (2.32)

in which p(•) is the Gaussian probability distribution, Σ is the covariance matrix, and

π(•) is the mixture weighting coefficients. Expanding the p(•) part of the above equa-

tion, we will have

D(αn, kn, θ, zn) = − log π(αn, kn) +
1
2

log det
(
Σ(αn, kn)

)
(2.33)

+
1
2

[zn − µ(αn, kn)]T Σ(αn, kn)−1[zn − µ(αn, kn)]

The model will also be like

θ = {π(α, k), µ(α, k),Σ(α, k), α = {0, 1}, k = {1, . . . ,K}} (2.34)

The smoothness term is used in the same way as by Boykov et al. [18]. The only

difference is that, here, the 3D color space is used and Euclidean distance between two

pixels is calculated in RGB space instead of using the image intensity on grayscale

image pixels.

V(α, z) = γ
∑

(m,n)∈C

exp{−β‖zm − zn‖
2}

dist(m, n)
(2.35)
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The above equation is valid given αn , αm. C is the set of neighboring pixels and

dist(•) is the Euclidean distance function. Parameter β controls the smoothness term in

a way that the smoothing in high contrast areas be avoided. According to Boykov et

al. [18], it should be set to

β =
1

〈2‖zm − zn‖
2〉

(2.36)

in which 〈•〉 is expectation over an image sample and parameter γ is set to 50 based on

some training done by Blake et al. [112].

Although Boykov et al. use min-cut algorithm only once for image segmentation,

Rother et al. devised an iterative method which allows them to refine their model incre-

mentally. The basic structure of their work is presented in Figure 2.9.

The steps presented in Figure 2.9 is straight forward. After a user puts the rectangle

(or polygon) around the object-of-interest, the tri-map T is initialized setting αn = 0 for

n ∈ TB and αn = 1 for n ∈ TU . GMM components are also initialized for foreground

and background using this initial labeling (usually background is learned from α = 0

labels and foreground is leaned from α = 1 labels. Using the famous k-means clustering

algorithm, the K = 5 components in each GMM is specified based on color distribu-

tions). In the first step of iterative energy minimization, each pixel of the image will be

assigned to one of the components in either the foreground or the background GMM.

In Step 2, mean µ(α, k) and covariance Σ(α, k) are calculated. The weights are set to be

π(α, k) = |F(k)|/
∑

k |F(k)| where |F(k)| indicates the size of the set. Step 3 will perform

the usual max-flow/min-cut algorithm for estimating the α labels. Rother et al. [19] also

mention that since each of the three steps can be considered as energy minimization on

E with respect to k, α, and θ, the algorithm is guaranteed to converge.

2.3.1 Tri-maps & User Interaction

Since an iterative energy minimization scheme is used here, the user will gain more

freedom for interacting in the process of choosing the labels of pixels by the system. In

other meaning, the user will be able to provide the system with an incomplete tri-map
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Initialization

• Foreground, background and unknown region tri-maps (TF , TB, TU)
are initialized from the user selected area. Outside of the area will be
TB while the inside becomes TU and TF = φ.

• Set αi = 0 for i ∈ TB and αi = 1 for i ∈ TU (initial labeling).

• Initialize background and foreground GMMs from α.

Energy Minimization

1. Assign each pixel in TU to a GMM component.

ki = arg min
ki

Di(αi, ki, θ, zi)

2. Learn GMM parameters.

θ = arg min
θ

U(α,k, θ, z)

3. Estimate segmentation using min-cut algorithm

min
{αi:i∈TU }

min
k

E(α,k, θ, z)

4. Repeat from step1 until convergence.

User corrections

• Correction: Change αi to 0 or 1 (background & foreground), Update
tri-map and perform segmentation estimation once.

• Refinement: Perform energy minimization process again.

Figure 2.9: Basic flow of the Grab-cut algorithm proposed by Rother et al. [19].

and the system tries to converge to the correct answer based on that incomplete input.

For example, the user can just specify the background (TB in Figure 2.9) pixels and

the system will find the label for other pixels. This is the form which is well known

when working with Grab-cut in which the user selects a rectangle around the object-

of-interest. The same can be done for a foreground object by just selecting a part of

the foreground (TF) and letting the system find the rest. It should be noted that in both
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cases when a pixel is selected by the user as either foreground or background in the

incomplete tri-map, they cannot be changed during the energy minimization process

since the whole system is working based the information provided by them. If the

segmentation result is not satisfactory, the user then will be able to select some seeds as

foreground and background, and perform the minimization again. This process can be

repeated until a satisfactory result is achieved.

2.4 Summary

In this chapter, the fundamentals of the methods used in this thesis was presented. At

first some glossary definition on graph theory was reviewed to make the reader more fa-

miliar with the definition needed for understanding how the graph-based segmentation

systems work. After that, a brief explanation about the Markov Random Fields (MRFs)

which make the base for many problem solving algorithms for graph-based vision tasks

was explained. Using MRFs makes it possible to convert the contextual information of

the image and the object (edges, gradients, and so on) into a fine mathematical frame-

work and incorporate them in the vision tasks leading to more effective solutions. As

there is a need for model estimation, Maximum A Posterior (MAP) solutions are the

most common choice when MRFs are used which makes it possible to create a prob-

abilistic framework for solving the problems. As inferring MAP-MRF proved to be a

difficult task, using graph theory and max-flow/mini-cut scheme which turns the MAP-

MRF problem to a graph partitioning problem proved to be very useful. Thus many

methods have been devised for solving the max-flow/min-cut problem.

In case of image segmentation, the mentioned methods come together in the famous

Grab-cut method [19] to make an iterative energy minimization algorithm for the task

of segmentation (which is actually a binary labeling problem).

In the following chapters, this framework is used in the proposed automatic human

subject segmentation algorithms.



Chapter 3

Statistical Shape Model Feedback

Segmentation (SSFSeg)

3.1 Introduction

As mentioned in Chapter 1, the following problems exist for human subject segmenta-

tion that is dealt with in this thesis.

1. Shape variations due to human body movements

2. Shape variations due to human wearing different clothes

3. Variation in color and texture of the clothing

4. Complexity of the scene

In this chapter, we try to solve the problems related to the shape variations and scene

complexity. From many methods and algorithms available in literature, in recent years,

interactive methods utilizing Graph-cut based segmentation framework have become

popular due to their relatively good segmentation results. The main benefit of these

kinds of methods is that they try to automatically learn the needed parameters to differ-

entiate between the foreground object and the background. But as the name indicates,

40
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this is mostly made possible by relying on the user inputs for the initialization and the

refinement procedures for achieving desired results. Still, if the need for user interac-

tion could be removed from these methods while keeping their performance, not only

our work would become much easier, the achieved unsupervised method would be ap-

plicable to a wider range of applications (both in image and video processing). Again,

because of the reliance on the user, many of interactive methods do not make any kind

of assumption about the object in the foreground or the background, and try to segment

the object based on its feature(s) (usually color or intensity).

In Chapter 1, it was also mentioned that using a model or other prior information

about the object to-be-segmented can improve the accuracy of the segmentation sys-

tem considerably. Considering what has been discussed until now, it will trigger some

questions in mind:

1. What would happen if we make these methods object specific (in this thesis a

human subject)?

2. What kind of model/prior information can be useful in these kinds of tasks?

3. How the user interaction could be reduced to the minimum or (even better) re-

moved from the segmentation process?

These questions become the main aspiration of the work presented in this chapter.

As for the first question, as mentioned before in the summary of Chapter 1, using some

kind of modeling can be very effective on the segmentation results. This will also be

explained, presented, and proved later on through this chapter. For the second question,

since a human body has an articulated structure, incorporating information about the

changes in the shape of the body to the segmentation system can affect the final seg-

mentation result considerably. From different methods of modeling available, we have

chosen the Statistical Shape Model (SSM) by Cootes et al. [113] to encode the vari-

ations of body/cloths into an statistical framework. SSMs use an statistical modeling

framework which is relatively simple, yet powerful. Their implementation is also easy

and its new shape generation is fast. But their main benefit is that by encoding the varia-

tions into Eigen-space, they can efficiently reduce the number of parameters needed for
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shape generation and also it is possible to generate shapes which is not included in the

original encoded variations (it is possible to interpolate between the data input to SSM

and generate some shapes that is not included in the input set). This will allow us to

make a system capable of encoding the shape variations and refining the created model

at a relatively low cost (with respect to the CPU). The last question can be answered

through using a human body detector for finding the location of the body and trying to

automatically initialize the segmentation process in the area indicated by the detector

as it will be explained later on. For segmentation, since the Graph-cut framework has

good segmentation accuracy, it is preferable.

But the method used in the original Graph-cut paper by Boykov et al. [18] demands

that the user must select some pixels as seeds for foreground and background. It also

tries to segment the object based on grayscale histograms and intensity distance be-

tween image pixels. As a result, the Grab-cut [19] framework which is the upgraded

version of that and uses color information and iterative energy minimization algorithm,

will be used here. Aside from good segmentation accuracy and being well-known, the

method by Rother et al. has already reduced the user interaction to selecting a polygon

(Rectangle is the most famous) around the object-of-interest. Though if the segmenta-

tion result is not satisfactory, the user is forced to input some corrections and repeat the

process until obtaining a satisfactory result. Aside from that, the iterative energy min-

imization will make it possible to adjust the amount of details expected to be obtained

from the segmentation step or the amount of refinement user can provide to the input

shape information which is sufficient for the work in this chapter.

As a result, the main matter that will be explained from here on in this chapter will

be the following points:

1. Using a human body shape model as prior information for segmentation

2. Implementing a feedback system for improving the segmentation accuracy

3. Adding a normalized distance function for achieving more precise segmentation

As we will see in the experimental results, by using a human body shape model, the abil-

ity to cope with various body deformations is achieved, resulting in more robustness and
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accuracy compared to the conventional methods. We will also use the generated shapes

from a pre-trained SSM as prior information for the Grab-cut segmentation stage. To

refine the model for achieving best possible results, also a feedback system based on

SSM shape generation is proposed. It introduces a coarse-to-fine shape generation pro-

cedure which refines the generated shapes step-by-step. This makes the segmentation

results more accurate at each step, thus achieving a segmentation system which is more

robust and has more accuracy than Grab-cut and has also the automatic segmentation

capability.

The rest of this chapter is organized as follows: Section 3.2 will explain the details of

the proposed method. Some experiments have been performed for testing the validity

of the proposed method which will be presented in Section 3.3. There would be a

discussion about system implementation and parameters selection in Section 3.4, and

finally method presented in this chapter will be summarized in Section 3.5.

3.2 Statistical Shape Feedback Segmentation

3.2.1 Main Idea

Two ideas proposed in this chapter are as follows:

1. Using the knowledge of human body shape as prior information for human seg-

mentation

2. Implementing a feedback system with a coarse-to-fine shape generation schema

which helps the system achieve more accurate results

As for the Idea 1, it is understood that in object segmentation, introducing a general

segmentation which can segment any given object-of-interest would be very difficult,

so selecting a subject for segmentation would make it much easier.

By knowing the object to be segmented, we can use various types of information as

priors for modeling and segmentation. In case of human being, due to the deformability
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(a) (b) (c)

(d) (e) (f)

Figure 3.1: Example of step-by-step mask refinement. (a) Best mask selected after
local refinement of the shapes generated in the initial SSM shape generation. (b) Best
mask which is selected after local refinement of shapes generated using parameters
of (a) and average shape model. (c) Best and final local mask selected from shapes
generated at third model refinement step using (a) and (b) parameters. (d) ∼ (f) Results

of segmentations using (a) ∼ (c) respectively.

of the body itself, and also various color and shape changes due to different types of

clothing, this task is very difficult but not impossible. At least modeling the human

body shape is possible because even if the body is highly deformable, since there are

some physical constraints on it, the degree of the shape variations is limited. So, it is

possible to model the shape changes in a mathematical way. If we can find a model
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which is relatively simple and can model the shape changes to an acceptable degree, we

can use this model as a prior for segmentation. This would give us the possibility of

segmenting the subjects with more accuracy.

This idea is exploited in the segmentation system introduced in this chapter. As one

of the ways to model the shape, the SSM method [113] was chosen to model the human

body shape and use the generated samples from a system, trained with real pedestrian

silhouettes, as a basis for human subject segmentation. The aim is to use the flexibil-

ity of the SSM algorithm for generating new shapes in addition to the segmentation

accuracy of the Grab-cut and propose a system which can segment human subjects au-

tomatically and accurately.

Although it is possible to generate various shapes with SSM and use them to improve

the segmentation result, still there is no guarantee that the generated shape matches the

actual subject to be segmented, and as a result, just by generating shapes, we might not

obtain the desired result. So, there is a need for a way to tell the shape generation process

that the shapes which are being generated are having good effect in the segmentation

or not. This is where Idea 2 shows its usefulness. A feedback system can help a lot

by providing a way of knowing if generated shapes are good or not. It also can help

speeding up the shape generation by reducing the number of shapes that is generated

each time, i.e. instead of generating a lot of shapes at once, first we can generate some

rough shapes and by using feedback, refine it until we obtain the desired result. The

effect of using feedback and also shape refinement is presented in Figure 3.1.

The proposed method is called “Statistical Shape Feedback Segmentation” and in

the rest of the thesis, it will be referred to in abbreviated form “SSFSeg”. The general

process flow of the system is shown in Figure 3.2.

Using the mentioned ideas and by modifying the Grab-cut segmentation method, the

proposed system which can be summarized in the following procedures:

• SSM generation step

– Some new samples based on the training data are generated.
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Figure 3.2: Process flow of the proposed SSFSeg method.

• Mask generation step

– The selected sample is converted into a tri-map (refer to Section 2.3.1).

• Segmentation step

1. An image containing a human subject is input.

2. Labels are assigned to each pixel based on the generated mask from the SSM

generation step.

3. For each pixel in the unknown region, a GMM for foreground and a GMM

for background are assigned.
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4. From input data, GMM parameters are learned.

5. Segmentation is done using the max-flow/min-cut algorithm.

6. Repeat from Step 3 until convergence.

• Local refinement process

– Repeat the segmentation step until a good local sample is found.

• Global refinement process

– If the segmentation result stabilizes, terminate the procedure and show the

result, otherwise, start over from the SSM generation step.

In the rest of this section, each of the items above (SSM generation, Mask genera-

tion, Segmentation, Local refinement, and Global refinement) will be explained in more

details.

3.2.2 Statistical Shape Model (SSM) Generation

Although there are many ways to model a human body, like Active Shape Models

(ASM) or Active Appearance Models (AAM), and so on, here Statistical Shape Model

(SSM) is used as the method for encoding the training samples into a mathematical

model for the proposed segmentation system. SSMs lay a very useful ground for en-

coding the changes in the shape of the object through Eigen-space analysis. By ana-

lyzing the changes in the Eigen-space and finding the dominant parameters responsible

for changes in the shape and changing them, it is also possible to generate some new

shapes not included in the actual training dataset. This is a very useful capability which

has been taken advantage of in this chapter.

The first step starts with generating some new shapes based on the training dataset

using the conventional SSM method, first introduced by Coots et al. [113]. This method

gives us the capability of defining the shape of objects in a mathematical manner and

use this representation for further works.
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For making the model, first, some training images are segmented manually, creating

a binary silhouette image based on the desired foreground object (the foreground object

can be anything, in our case, it is human but other types of objects with varying shapes

can also be targeted). After that, the boundary of each object in the training set will be

turned into a vector by selecting some points around the boundary. The shapes can be

aligned beforehand or be aligned as described by Cootes et al. [113]. Thus, for each

image, there will be a vector with 2n points like

xi = [x1, y1, ..., xn, yn]T (3.1)

The mean model for the shape domain can be calculated as:

x =
1
m

m∑
i=1

xi (3.2)

Based on these, the covariance matrix can be calculated as:

S =
1
m

m∑
i=1

(xi − x)(xi − x)T (3.3)

By analyzing this 2n × 2n matrix, it is possible to calculate its eigenvalues (λi), cor-

responding eigenvectors (pi), and selecting a small set of them, we can generate new

samples approximating the original training samples with the following equation.

xnew = x + Pb (3.4)

Here, matrix P is made by setting the selected eigenvectors as columns, and b is a vector

of weights like

P = [p1, . . . ,pt] (3.5)

b = [b1, . . . , bt] (3.6)
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(a) Case of changing b1

(b) Case of changing b2

Figure 3.3: Some samples generated with SSM.

As described in the work by Cootes et al [113], a suitable limit for the weights can be

defined as:

−2.5
√
λk ≤ bk ≤ 2.5

√
λk, k ∈ [1, . . . , t] (3.7)

In Figure 3.3, some samples generated by changing the values of bk are presented.

Note that each set of samples is created by changing just one value, for example, b =

[b1, 0, . . . , 0]T .

3.2.3 Mask Generation

After new shapes from the SSM generation step are obtained, they need to somehow be

used as prior information for segmentation.

For this, a tri-map of labels is made for the initialization of the segmentation step

and also for further segmentations in local and global refinement stages. For labeling

purposes, three types of labels are defined as



Chapter 3. Statistical Shape Model Feedback Segmentation 50

(a) Generated mask (b) Resulted tri-map

Figure 3.4: Converting a generated sample to a tri-map of “Foreground” (light gray),
“Probably foreground” (gray), and “Probably background” (dark gray).

• Foreground: Tells the system that this part is definitely foreground (object-of-

interest) so it must be included in the final segmentation result. The system must

try to find other object parts based on this selection.

• Probably foreground: Tells the system that the probability of this part belonging

to the foreground is more than being part of the background. It is possible to

change this label to other labels so all of the pixels labeled with this might not be

present in the final result.

• Probably background: Similar to the “Probably foreground”, but defined for back-

ground pixels (this time the probability of this part being part of background is

higher).

To make the tri-map, an erosion binary operator is used to create the main part of the

mask. This part is labeled as “Foreground” in the tri-map. Since a human subject would

not have the same shape as the generated mask, we should somehow tell the system to

search the image in an area more than the one indicated by the mask itself. This is done

by dilating the generated mask and labeling that part as “Probably foreground”. Aside

from these two parts, the rest of the image will be labeled as “Probably background”

in the final tri-map. Figure 3.4 shows an example of a generated mask and the tri-map

created from it.
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Table 3.1: Different γ parameters and their effect on the final segmentation result.

Gamma Parameters Error (%)
γ0 = 0.06, γ1 = 100 18.07
γ0 = 0.07, γ1 = 75 16.34
γ0 = 0.07, γ1 = 100 18.46
γ0 = 0.08, γ1 = 100 18.07
γ0 = 50, γ1 = 0 21.57

3.2.4 Segmentation

Now that shape models are generated and one of them has been converted into tri-map,

the segmentation procedure can be started. Here, the original Grab-cut by Rother et

al. [19] is modified by adding a distance penalty to the γ parameter which controls the

smoothness term of the energy model used in Grab-cut forcing it to value the points

near the boundary of the input mask more than the other parts. This usually leads to

more accurate segmentations based on the experiments done.

As a result the constant γ value in the smoothness term of Equation 2.35 becomes

a variable parameter which assign each pixel of the image with a value relative to the

Euclidean distance of that point to the nearest point on the boundary of the mask input

to the segmentation stage. Thus the smoothness term in Equation 2.35 in Chapter 2 can

be rewritten as:

V(α, z) = γ(m)
∑

(m,n)∈C

exp−β‖zm−zn‖
2

dist(m, n)
(3.8)

in which

γ(m) = γ0 + γ1 × dist(m,m′) (3.9)

again the equation holds when αn , αm. m′ is the nearest point on the boundary of

generated mask to point m in the image and dist(m, n) is the Euclidean distance function.

The resulted map is also normalized so that the difference between points does not

become dominant in the smoothness term. The values for γ0 and γ1 are also selected
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based on the experiments with different sets of images. Table 3.1 shows how changing

the values of parameters affects the final segmentation accuracy.

3.2.5 Local Refinement

After segmentation, the resulted output for foreground will be compared with the input

prior mask and the error rate will be calculated. Also, the output will be compared with

other generated samples and the most similar one (the sample whose error rate is less

than the others) would be selected for the segmentation process. This step would be

repeated until the system converges to one of the samples (the same sample is selected

repeatedly; more than θs times).

3.2.6 Global Refinement

After the local refinement process, parameters for the current and the previous samples

with the least error rate are calculated and based on that, a new set of samples (again, N

samples) are generated. The same process is repeated for finding samples with the least

error. The whole process of sample generation and image segmentation will be repeated

for more than θg times, and the final result would be presented to the user. Figure 3.1

illustrates an example of how the feedback system refines the selected masks at each

refinement step.

Since our assumption is that the system cannot use any kind of user provided data,

the generated sample is used as the ground truth for segmentation provided that the

desired object should be similar to the provided mask to some degree.

3.3 Experiments

In this section, results of different experiments for validating the SSFSeg method are

presented.
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3.3.1 Dataset

Three datasets have been used for our experiments here.

The first dataset used for testing the system here, is a private set of 180 images from

different human subjects (full body) in various situations. The images in the dataset are

extracted from high definition recorded video (1, 280 × 720 pixels) taken by a camera

installed behind the windshield of a vehicle. It contains footage of pedestrians crossing

the street or walking in pathways. Videos are taken in bright, normal, and dark places.

All images are RGB color containing pedestrians with different sizes from 47×80 pixels

to 378 × 618 pixels. The images are all taken in the day light thus, night time images

are not included in neither training nor testing experiments. Some samples of the test

dataset are presented in Figure 3.5, with their size and processing time in Table 3.2.

The second data-set has been created from Caltech Pedestrian Detection Data-set [3,

114] which is a famous data-set as a benchmark for pedestrian detection methods. The

video recording setup is the same as in our dataset but, Instead, the video size is in VGA

(640 × 480 pixels) which implies that the pedestrian sizes are smaller. Since the quality

of the images and pedestrian sizes are not very good in this data-set, 100 human subjects

with a height more than 50 pixels were selected randomly. As in the first private dataset,

these images are recorded in the day light with no night time images included.

The third dataset is also a private dataset used for training the SSM shape model

generator. For this dataset, 60 samples are used for training the SSM model which are

not included in either of the test datasets. All samples are turned into binary hand-

segmented silhouettes of real pedestrians. These pedestrians are selected from images

taken by in-vehicle camera in the same way as test datasets. The training image size is

set to 371 × 540 pixels and all training silhouettes are scaled to the same size, keeping

their original aspect ratio. Please note that this set is common for all tests.
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(1) (2) (3) (4) (5) (6)

(7) (8) (9) (10) (11) (12)

(13) (14) (15) (16) (17) (18)

(19) (20) (21) (22) (23) (24)

(25) (26) (27)

Figure 3.5: Some samples from the testing dataset containing 180 pedestrian images.
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Table 3.2: Size and processing time for the sample images in Figure 3.5

Image No. Size (pixels) Time (sec.) Image No. Size (pixels) Time (sec.)

1 94 × 216 16.83 15 142 × 221 23.93

2 150 × 217 33.32 16 147 × 293 48.86

3 150 × 241 41.29 17 150 × 282 35.66

4 93 × 234 13.30 18 162 × 279 63.39

5 207 × 393 151.55 19 70 × 104 7.44

6 198 × 320 82.06 20 121 × 210 24.47

7 83 × 127 6.36 21 179 × 276 49.80

8 72 × 104 5.55 22 178 × 204 41.05

9 56 × 105 10.15 23 167 × 300 76.15

10 116 × 221 16.90 24 154 × 311 7.75

11 59 × 100 4.26 25 368 × 580 760.06

12 150 × 242 31.70 26 98 × 185 14.92

13 246 × 412 169.59 27 205 × 399 150.01

14 204 × 335 133.09

3.3.2 SSM Sample Generation

Since real human body is used as the basis for training, chance of generating more

realistic priors for the segmentation stage increases, thus the final segmentation result

would become more accurate since we can include more realistic shape variations.

At each stage of sample generation, N = 50 samples are generated. For the first

segmentation, the mean shape is selected as the start point. For the criteria to terminate

the segmentation and the generation process, experiments show that if the parameters

are set to θs = 5 and θg = 3, as it can be viewed from Table 3.1, usually desired results

would be obtained.

3.3.3 γ Parameter Selection

It can be seen in Table 3.1 that if parameters are set to γ0 = 0.07 and γ1 = 75, the best

results are obtained. So, in all of the tests for the proposed method, these values have
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Figure 3.6: Comparison between the proposed method and other segmentation meth-
ods using the private dataset.

been selected for γ(m). Thus Equation 3.9 becomes:

γ(m) = 0.07 + 75 dist(m,m′) (3.10)

3.3.4 Results

Comparison is performed between the original Grab-cut segmentation [19], Normalized

Cut (N-cut) segmentation [65], Watershed [115] segmentation and the proposed SSFSeg

method. The segmentation error of the methods is calculated based on the number of

pixels that have been miss-segmented as foreground or background in comparison to

the ground-truth provided by manual segmentation of the desired object. Thus

Error (%) =
FN + FP

Number of pixels in the image
× 100 (3.11)

where FN is the number of foreground pixels segmented as background and FP is the

number of background pixels segmented as foreground.

For Grab-cut and Watershed segmentations, the code provided by OpenCV [116]

open source library, and for Normalized-cut segmentation, the code provided by Cour

et al. [117] were used.
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Figure 3.7: Comparison between the proposed method and other segmentation meth-
ods using images from the Caltech pedestrian dataset [114].

Figures 3.6 and 3.7 show segmentation error from using the proposed method and

comparative methods. As it can be seen in the images, segmentation error is signif-

icantly decreased compared to other methods (cut by half comparing to the Grab-cut

and Normalized-cut).

There is also Figure 3.8 which illustrates how many of images are segmented with

more than a specific accuracy. For example, from the figure, it can be seen that in

the proposed method, 168 images out of 180 images in the dataset are segmented with

accuracy more than 70% while this number is 40 for Grab-cut, 53 for Normalized-cut,

and 89 for Watershed.

Figure 3.9 shows the segmentation results by the proposed system and its comparison

to other methods. As it can be seen, the results have improved noticeably compared to

other segmentation methods.

3.4 Discussion

Some questions might arise about how parameters are selected for the system and how

changing the values selected for the system affects the segmentation result.
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Figure 3.8: Performance of the proposed and the comparative methods. Number of
dataset images that were segmented with accuracy over 70% by the proposed SSFSeg

method is much higher compared to comparative methods.

As for θg and θs, Figure 3.10 shows the results of repeating the SSM generation step

from 1 to 10 times and local refinement from 1 to 10 times. As it can be seen, the best

result is achieved when parameters are set to θs = 5 and θg = 3.

Although in the overall process, changing these values affect the final segmentation

result within a 3% range, finding the optimal parameters helps us avoid wasting time

for unnecessary shape generation and local refinement. Some experiments are also

performed for observing the effect of changing the γ factor in the smoothing term of the

Grab-cut segmentation stage. The results of these experiments can be seen in Table 3.1.

As the table shows, in the experiments when the γ parameters are set as in Eq. 3.10,

the segmentation error decreases to its minimum value (16.34% in the segmentation

experiments).

It should be noted that using feedback in the system can affect the final result sig-

nificantly. It makes it possible to generate new shapes based on the segmentation result

which has two benefits. First, the number of shapes that has to be generated at each step

is decreased to a small set of 50 images, and second, it is possible to refine the generated

mask to become as similar as possible to the segmentation result, thus improving the

final result. The effect of using feedback in the system can be seen in Figure 3.11.
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Figure 3.9: Example of image segmentation results. Results are overlaid on the input
image with a yellow colored mask.

Table 3.2 shows the time required for processing the images in Figure 3.5. The

system has been implemented in C++ and is not optimized at current stage. Also it uses

single thread for computation purposes. Note that by code optimization, it should be

possible to reduce the time consumption significantly.



Chapter 3. Statistical Shape Model Feedback Segmentation 60

Figure 3.10: Relation between θs and θg, and the effect of changing their values on
segmentation error.

Still there are also some miss-segmented cases as shown in Figure 3.12. The problem

in the first row is mainly because of the similarity between foreground and background

colors. Meanwhile, the second row shows the miss-segmentation because of wrong seed

selection.

It is also good to note that the proposed system uses and generates full body sil-

houettes at the SSM stage so it does not consider the case of occlusions. The method

explained in this chapter expects the output of a human detector algorithm (e.g. [118]

and [119]) as an input. Therefore if there exists more than one human subjects in the

image, all detected human subjects can be segmented by applying the proposed method

for each of them separately.

3.5 Summary

In this chapter, an automatic pedestrian segmentation method has been presented which

can perform the task accurately. The main idea is to make the process automatic by us-

ing the SSM model generation algorithm to generate some prior masks for the Grab-cut
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(a) Segmentation results without using the feedback

(b) Segmentation results using the feedback

Figure 3.11: Result of omitting and using feedback on the segmentation accuracy of
the proposed method.

segmentation step instead of asking the user to identify the background and foreground

seeds.

From the problems mentioned in the Chapter 1, some were selected and presented

in the introduction of this chapter to be solved. Based on that, a method was proposed

to solve the problems of shape variation and complex background together. For this,

the possible variations of the shape are encoded in an SSM model and then a feedback

system will monitor the segmentation results and refines the generation model to get the

best possible results. Combing the SSM shape generation and feedback not only makes

the segmentation result more accurate, but it also removes the need for user interaction

altogether. As a result, when used in combination with a human body detector a fully

automatic human subject segmentation system is achieved. Also, since the proposed

method uses a single-frame monocular image information, it is possible to easily adapt



Chapter 3. Statistical Shape Model Feedback Segmentation 62

Figure 3.12: An example of miss-segmentation in the proposed method and equivalent
segmentation in comparative methods.

it to multi-frame/camera human segmentation scenarios too (Using multi-frame/camera

information might also improve the accuracy and reduce the computation time, and also

widen the range of applications the proposed methods can be applied to).

It should be mentioned that even if the SSFSeg method can perform the segmenta-

tion automatically and sometimes with better accuracy in comparison with the Grab-cut

method, still there are some problems that have to be solved so that it becomes applica-

ble in real situations.

1. Since the Grab-cut just uses color features for foreground and background seg-

mentation, if the color distribution between an object and its background is not

very different, we will not be able to obtain a satisfactory result.

2. The method proposed here works on the input frames containing the full human

body which is provided by a human detector like HOG human finder or any other

detector. This means that if the detector finds multiple human subjects in an

image, they will be segmented using the proposed method. But it also means

that depending on the detection accuracy, there might be cases in which a human

subject is not detected and as a result will not be segmented either.
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3. To reduce the complexity of the shape model used in the proposed method, the

case of occlusions are not considered here. This means that the shape model

used in this chapter can only generate full human body shapes and cannot cope

with the human subjects that are occluded. As a result, the system might be able

to produce satisfactory results in case of minor occlusions, but the segmentation

accuracy will be affected considerably in cases with major occlusions. This is

also one of the problems that has to be solved.

4. Another problem is the computation time needed for converging to the best seg-

mentation result. As mentioned before, the proposed method uses a coarse-to-fine

scheme for achieving the best model to segment the human subject. This means

there is a need for segmenting the image multiple times to obtain the best result

which is time consuming. This problem might be solved by optimizing and multi-

threading the code and running that on GPU instead of the single-thread code on

CPU.



Chapter 4

Human Segmentation Using

Super-pixels & Probability Map

4.1 Introduction

In Chapter 1, the following problems were mentioned to be the focus of this thesis:

1. Shape variations due to human body movements

2. Shape variations due to human wearing different clothes

3. Variation in color and texture of the clothing

4. Complexity of the scene.

From the problems mentioned above we have tried to solve the problems related

to the shape variation and the complexity of the scene in Chapter 3. As mentioned

there, recent interactive methods have good segmentation accuracy but they need user

interaction. Another problem is that many of the Graph-cut based methods use color

(or intensity) as their main feature for discrimination between the foreground and the

background pixels which has proved to be not a very fault tolerant feature to work with.

Also, as mentioned in the summary of the previous chapter, the coarse-to-fine model

64
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(a) Input image (b) Segmentation (c) Segmentation
without seeds with seeds

Figure 4.1: Grab-cut failing to segment the human subject due to similarity of the color
between body parts and background color.

refinement is time consuming which might not be a problem for tasks that time is not

of concern, but in applications like driver assistance systems, real-time performance is

one of the crucial factors. Another problem with the previously proposed method is

that although the shape model refinement can produce good initializations, generating

full details of the body becomes a very difficult task. Also, there is no guarantee that

the produced shape would match to the actual input human subject completely. This,

sometimes, might also lead to miss-segmentations that should be avoided, if possible.

As a result, in this chapter, a solution to the remaining unsolved problem which is the

variations in color/texture of the human subjects is proposed. In addition, the proposed

method in Chapter 3 is improved by reducing the computation time through removing

the coarse-to-fine process and need for initialization steps from the proposed method. In

this chapter, the problem of need for user interaction is solved through using a human

body probability map for selecting human body regions from super-pixels generated

from an input image. The problem of color feature failure is also tackled by applying

a texture feature in the process of super-pixel generation. The main problem of just

using color feature is that due to the changes in the texture of the object or intensity of

the environment, the system usually fails to segment all parts of the object as one. For

example, in case of human body, using just color feature usually fails to provide enough

information to segment different parts of the body/clothes due to changes in color or
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Figure 4.2: Example of the segmentation process by the Grab-cut method. As it can
be viewed, since Grab-cut methods just use color feature for separating foreground and
back ground, without further corrections by user, it fails to segment the whole human

body from the image.

texture as in Figure 4.1 or Figure 4.2 (b)).

The following points are the main reasons that the combinations of human probabil-

ity map, texture feature and super-pixels was employed for the task of segmentation in

this chapter.

1. Using the probability map relieves us from the need for matching the shape model

and the actual body, thus helps to improve the segmentation accuracy.

2. Incorporating texture information can be done in super-pixels generation. Since

this kind of information which is not used by the mentioned methods, can improve

the accuracy of segmentation regions that color feature alone is not sufficient.

3. Using the coarse-to-fine or iterative schemes like the one proposed in Chapter 3,

will be taxing on time and computation power, so here, an algorithm to perform

the segmentation in one iteration is proposed. This results in much less strain on

the CPU, thus the process becomes much faster (almost by the scale of 10) while

maintaining nearly the same accuracy as the mentioned methods.

The main idea comes from jigsaw puzzle game. Usually humans wear different

clothes with various colors and textures. If the image is divided into regions based on

their color/texture, each part of the human body then, becomes like a piece of a puzzle.

So, an image can be considered as a puzzle with multiple pieces in which the human
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body occupies some of them. If right pieces are selected, a somewhat rough shape of the

body can be obtained and by using Grab-cut, the human subject is segmented accurately.

Following this idea, not only the system becomes automatic but also the accuracy of the

system improves. Also, just by using the information of a single image, it is possible to

achieve segmentation results with accuracy comparable to the state-of-the-art and much

better than traditional methods while having a relatively simpler model. It is also good

to note that this method can be used in both automatic and interactive segmentation

manners.

The rest of this chapter is arranged in the following manner. Section 4.2 introduces

the proposed method. Section 4.3 will provide the experimental setup and results of the

proposed method compared with other methods. Sections 4.4 and 4.5 will respectively

belong to discussion and conclusion of the proposed method.

4.2 Proposed Method

4.2.1 Main Idea

Before introducing the proposed method, it would be better to first provide a brief ex-

planation about the idea behind the proposed system.

Usually, images contain different kinds of objects either as scenery (background)

or the ones that are of interest (foreground). Simple objects are usually specified by

a combination of its color and texture. Complex objects like humans are hard to be

defined in this concept because they have different color/texture in each part. As a result,

if each region in the image is mapped by its color or texture, the result would become

like a puzzle with multiple pieces. So it is possible to think of this as a puzzle-game

problem, in which the input image would become a puzzle with multiple pieces. The

task will then become the search for correct pieces to select and find the human subject

inside different pieces available at hand. As for the way to make an image into a puzzle,

using methods that turn the image into some super-pixels would be the best choice.

Since the aim is to segment the human body, if the puzzle is created so that the pieces
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Figure 4.3: Flowchart of the proposed segmentation method.

related to human body are easier to pick, it would make the task much easier. There

are different methods for turning the image into super-pixels like Watershed [70], SLIC

Super-pixel [92], Liu et al.’s method [120], or others. Here, Watershed algorithm [70]

which is well-known and fast, is used in the super pixels generation process.

As it is mentioned before in 1.4, human subjects usually appear in different col-

ors/textures (because of their clothing and change in the color/texture due to shadows,

folding of different parts of the clothing, and so on). As a result, if the puzzle is first

made from the input image in which each piece contains regions with the same texture

and then try to find a human subject inside the pieces, it will be more convenient. To
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shape up the super-pixels to the best shape as possible, the Watershed algorithm is pro-

vided with best region candidates based on the texture of the regions. For this, a texture

feature map based on the work by Zhou et al. [121] is used.

Now that the puzzle pieces have become available, the right ones should be selected

as the human body. So, a human probability map is used at this stage which shows

where the probable parts that the human body might exist in the image frame. For this,

64 images were segmented manually and turned into a binary image. After that, binary

images were scaled to match in either width or height, while keeping their original

aspect ratio. At last, resized silhouettes were added together and normalized to create a

body probability map which will be input to the system. As mentioned before, this stage

is an off-line procedure which means the creation of this probability map is done before

the segmentation procedure is even started. In some cases, one piece of the puzzle might

contain a part of the object alongside the background. In this case, it will be possible to

break them into smaller pieces and select the correct parts using this probability map.

Selecting the right pieces will yield the rough shape of the human subject. This rough

shape can be improved to a more accurate result by feeding it as a prior to the Grab-

cut framework later in the process. It is also good to note that by using this idea, it is

possible to perform the segmentation in both automatic and interactive manners.

4.2.2 Overview

The basic flow of the proposed method can be seen in Figure 4.3. The inputs to the

system are the image to be segmented and a human body probability map. This map

represents the probability of human body parts in each part of the image. As mentioned

before, the probability map used in this chapter is made by hand segmenting some

human subjects, adjusting the images sizes and adding them together. It is also possible

to use a trained SSM shape generator like the one in Chapter 3 to generate many shapes

and then add them together to obtain the map.

The process after data input, can be briefly explained in the following steps. More

details will be presented in the rest of this chapter.
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• Super-pixel generation step

After the images have been input to the system, the first step is to convert them to

some super-pixels for further processing. Here, the Watershed algorithm [70] is

used for this purpose.

• Super-pixel selection using human probability map step

After super-pixels are generated, the ones related to the object-of-interest (here,

the human body) should be searched for using the probability map generated

before starting the segmentation.

• Selection refinement step

Since there might be some parts of the subject in the super-pixels that were not

selected, the one that contains a part of the object are broken into smaller ones

and are checked again.

• Result refinement step

The final selected super-pixels generate the main segmentation and is refined us-

ing Grab-cut.

4.2.3 Super-pixel Generation

After an image is input to the system, the first step is to turn it into some super-pixels for

further processing. Here Watershed algorithm [70] is used, since it has simple yet ef-

fective formulation for image segmentation, which makes it ideal for the preprocessing

stage. In addition, it can be used multiple times if needed. When provided with some

seeds, it segments the image to some coherent regions based on the input. As some

seeds are needed to define sources for segmentation, they are provided to the system by

calculating texture features which makes the segmentation a combination of color and

texture features.
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For this, here, the same algorithm used by Zhou et al. [121] and Houhou et al. [51]

which is based on the Beltrami representation [122], is used. The color image represen-

tation will be a 5D Riemannian manifold like

X(x, y)→ (X1 = x, X2 = y, X3 = R(x, y), X4 = G(x, y), X5 = B(x, y)) (4.1)

where x and y are coordinates and R,G, B(x, y) are color values at that coordinate.

As mentioned by Zhou et al. [121] and Houhou et al. [51], textures are semi-local in

nature so it is possible to use this property in our favor and create a feature map. For

this, the local representation is changed to a semi-local one using a window of size n×n

[pixels] around the specific location.

PR(x, y) =
{
R(x + wx, y + wy) : wx, wy ∈

[
−

n − 1
2

,
n − 1

2

]}
(4.2)

PG(x, y) =
{
G(x + wx, y + wy) : wx, wy ∈

[
−

n − 1
2

,
n − 1

2

]}
(4.3)

PB(x, y) =
{
B(x + wx, y + wy) : wx, wy ∈

[
−

n − 1
2

,
n − 1

2

]}
(4.4)

The new Beltrami representation will then become as

X(x, y)→ (X1 = x, X2 = y, X3 = PR(x, y), X4 = PG(x, y), X5 = PB(x, y)) (4.5)

Calculating the metric tensor gxy for this manifold, will yield

gxy =

 1 +
∑

c∈C(∂xPc(x, y))2 ∑
c∈C ∂xPc(x, y)∂yPc(x, y)∑

c∈C ∂xPc(x, y)∂yPc(x, y) 1 +
∑

c∈C(∂yPc(x, y))2

 (4.6)

In the above equation, C = {R,G, B}. Using this, the texture feature can be calculated

as

T = exp
(
−

det(gxy)
σ2

)
(4.7)

Here the Gaussian kernel acts as a low-pass filter which allows us to control the degree

of details in the calculated feature by changing the value of the scaling parameter σ > 0.
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(a) Subject with a single textured area (b) Subject with multiple textured
areas

Figure 4.4: Example of texture feature for an input image.

Result of calculating this feature for an image is presented in Figure 4.4. In Fig-

ure 4.4(a), a subject is presented with an almost uniform color and texture in which,

when the texture feature is calculated, the whole body will become as one block (single

texture), while in (b), the subject has multiple textured regions as presented in the cal-

culated texture map. As depicted here, this can be helpful in some cases while it can be

very useful in other cases.

This texture map is then converted into a binary seed map by thresholding it. Since

using one constant global threshold value would sometimes connect some parts of im-

age with different textures to each other, due to not very distinct region boundaries, a

local thresholding scheme is applied to have as much details as possible.

Write about local thresholding scheme The image edges are also removed from

the texture map to make sure that different regions are separated from each other to the

best extent as possible. For this, the threshold value is obtained in an n × n [pixels]

window by calculating a weighted average inside that window.
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4.2.4 Super-pixels Selection and Refinement Using Human Proba-

bility Map

Now that all image pixels are available as super-pixels/blocks, those that are related

to the object-of-interest (the human body in this work). For this, the human probabil-

ity map which shows where in the image frame most probably human body parts are,

is used. Still, even with the best type of probability map, there is no guaranty that

the probability map would match the current image (actually it most probably will not

match exactly), a criterion needs to be set on how super-pixel/blocks are selected based

on the probability map. For this, the following steps are prepared.

4.2.4.1 Selection

Assume that there are m super-pixels S = {S 1, . . . , S m} in the image. In the first stage,

the super-pixel/blocks that have probability of more than a threshold Ph1 would be added

to the set that can make the foreground mask as

MPF =
{
S i|
∃(x, y) ∈ S i; P(x, y) > Ph1

}
(4.8)

From these, the ones that overlap with the human probability body boundary more than

Psp1
in the probability map would be selected as the main part of a human body and put

in MF1 for creating the foreground mask. The rest of the super-pixels will be put in an

auxiliary setM′PF for further process. Accordingly,

MF1 =
{
S i|score(S i) > Psp1

; S i ⊂ MPF

}
(4.9)

M′PF =
{
S i|score(S i) < Psp1

; S i ⊂ MPF

}
(4.10)

where score(S i) is

score(S i) =
#{(x, y)|(x, y) ∈ S i; P(x, y) > Ph1}

#{S i}
(4.11)
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Here, #{•} represents the number of pixels included in the set. Other super-pixels with

lower probability or the ones that contain human body parts would be collected inM′PF

for further processing in the second step.

4.2.4.2 Refinement

In the second step, the super-pixels in M′PF = {S ′1, . . . , S
′
q} are split into smaller parts.

This time, the texture feature is extracted locally on these parts to achieve more de-

tails and feed the result to Watershed. Then, the new pieces are checked against the

probability map to check if there are some parts with probability more than Ph2 as

MFA =
{
S ′i |
∃(x, y) ∈ S ′i ; P(x, y) > Ph2

}
(4.12)

From these blocks, the ones that overlap with the human probability body boundary

more than Psp2
in the probability map would be selected as the main part of a human

body as

MF2 =
{
S ′i |score(S ′i) > Psp2

; S ′i ⊂ MFA

}
(4.13)

The foreground mask is then created by combining the super-pixels selected in the first

step and the refined ones from the second step as

MF = MF1 ∪MF2 (4.14)

This set is the final result for the rough shape of the human subject which will be further

processed in the pixels-wise refinement step.

4.2.5 Further Refinement

After selecting related super-pixels to the best possible degree, a pixel-wise refinement

is performed by using the Grab-cut method.
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(a) Original mask (b) Generated tri-map
(light gray: Foreground,

gray: Probably foreground,
dark gray: Probably background)

Figure 4.5: Example of a tri-map.

Here, the Grab-cut is used in the same way as in Chapter 3. Grab-cut is used here

to make sure that at least some of the related parts that have not been selected in the

super-pixel selection step can be segmented and presented as the final segmentation.

For using the Grab-cut at this step, first a binary mask is created by combining the

super-pixels available inMF . This would be the base labeling map input to the Grab-cut

segmentation process. For that, the mask must be first converted to a tri-map in the same

manner as described in Chapter 3. An example of a tri-map is presented in Figure 4.5.

After applying Grab-cut, a more refined segmentation result is obtained, which also

includes some of the parts that have not been selected in the super-pixel selection step.

4.3 Experiments

4.3.1 Data-sets

Three different data-sets were prepared to test the proposed method and comparative

methods.
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Table 4.1: Parameters and their values in the proposed method.

Parameter Value

Psp1
0.5

Super-pixel Psp2
0.5

generation Ph1 0.4

Ph2 0.7
Local
thresholding

n 6

The first two datasets are the same as the ones mentioned in 3.3.1. The private dataset

with 180 images and the Caltech dataset with 100 images.

The third data-set is a subset created from the PennFudan data-set [123] which is a

data-set created by both Pennsylvania and Fudan Universities. This set consists of 230

human subjects with different sizes. The images were taken with stationary cameras in

different places. Usually the background in the images is complex, and in some cases,

the color similarity between foreground and background is high. All images in the

dataset are taken in day time, RGB color images, and contain a single subject.

As for the ground-truth for evaluating the segmentation accuracy, for the first and

second data-sets, ground-truth has been created by manually segmenting the human

subjects and turning the results into a binary image. In case of the PennFudan data-set,

the ground truth is provided for each human subject by its distributor.

4.3.2 Setup

As it has been mentioned before in 4.1, for finding human body parts, a probability map

is used. This map provides us with an estimation of the existence of human body parts

in different places of a selected window. This probability map is generated off-line.

add description for Tabel 4.1
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4.3.3 Comparative Methods

To test the validity of the proposed method, it was compared with some automatic and

interactive segmentation methods.

As for the automatic methods, first Grab-cut [19] which is famous due to simple

interaction and iterative energy minimization, was prepared. It has been made automatic

by providing the system with the bounding box given to it. The second method was

SSFSeg proposed in Chapter 3 which uses a human shape model alongside Grab-cut for

automatic segmentation.

As for the interactive segmentation methods for comparison, the first one was Water-

shed algorithm [70] which can be considered a conventional method. It has fast response

time and tends to give coherent segmentation regions. The others were Efficient Graph-

cut segmentation [68], Planarcut [67], Onecut [66], and Convexity shape prior [69]. The

main reason for this selection is that aside from Watershed algorithm [70] and Convexity

shape prior [69], other methods have tried a different aspect for solving the graph-based

segmentation problem. Each method was briefly explained in Chapter 1. The two latter

methods are new methods which have showed accurate segmentation results.

4.3.4 Results

Some experiments have been performed to validate the proposed system. The results

have been compared to the methods mentioned in 4.3.3. For comparison, the accuracy

was calculated based on the following formula:

Accuracy [%] =
TP+TN

TP+TN+FP+FN
× 100 (4.15)

Here, “TP” represents True Positive which is the number of pixels that are correctly se-

lected as foreground in an image, “TN” represents True Negative which is the number

of pixels that are correctly selected as background in an image, “FP” represents False
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Figure 4.6: Automatic segmentation: Comparison of average segmentation accuracy
between comparative methods and the proposed method which uses human probability

map and super-pixels.

Positive which is the number of pixels that are wrongly selected as foreground in an im-

age, and “FN” represents False Negative which is the number of pixels that are selected

as background in an image by mistake.

4.3.4.1 Automatic Segmentation

If the proposed method is used for automatic segmentation, the results of the system

which uses human probability map and super-pixels become as presented in Figure 4.6.

Comparison is done between the proposed method, the automated Grab-cut [19], and

SSFSeg (Chapter 3). As in the graph of Figure 4.6, by combining the human probabil-

ity map and super-pixels, the accuracy becomes significantly higher than the Grab-cut

while it wins against the SSFSeg method.



Chapter 4. Using Super-pixels, Probability Map, Texture and Grab-cut for Human
Segmentation 79

Figure 4.7: Interactive segmentation: Comparison of average segmentation accuracy
between different segmentation methods and the proposed method which uses human

probability map and super-pixels.

4.3.4.2 Interactive Segmentation

If the proposed method is used for interactive segmentation, results of the system which

uses human probability map and super-pixels become as presented in Figure 4.7. Here,

the segmentation accuracy of the system is compared with some comparative interac-

tive methods. It can be seen that although the proposed uses a relatively simpler way

of doing things, the segmentation results are comparable with the state-of-the-art inter-

active segmentation methods. Note that for interactive segmentation, some foreground

and background seeds are necessary. For this, all of the methods were provided with

the same type of seeds. As presented in Figure 4.8, for background seeds, a rectangle

around the picture was provided, while for the foreground, some seeds were selected

manually so that they cover the basic skeletal shape of human body and almost cover

the subject for fair judgment.
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(a) Input image (b) Background seeds (c) Foreground seeds

Figure 4.8: Manual seed selection.

4.4 Discussion

Here, a system that can automatically segment human subject from an image was pro-

posed. By converting the image into a puzzle, using a relatively simple texture fea-

ture and human probability map, it was shown that good segmentation results could be

achieved. Using the proposed method not only solves the main problem of Graph-cut

based methods which uses just a color distance feature for distinction between two re-

gions, but also allows the segmentation of the human subject automatically with more

accuracy. Compared to the original Grab-cut, the accuracy improvement is significant

while it is increased even compared to the method proposed in Chapter 3 as depicted in

Figure 4.6.

Although the proposed method is automatic by nature, it can also be used as an

interactive segmentation method. The result of using the system in interactive mode

compared to the same type of comparative methods is presented in Figure 4.7. As it

can be seen, even if the final refinement stage uses the Grab-cut method, the accuracy

of the system in interactive mode is almost on par with recently proposed interactive

methods, while in automatic mode, the result becomes comparable with state-of-the-art

methods and much better than the conventional ones. If instead of Grab-cut, another

method is used for refinement, the accuracy might improve further. Some examples of

segmentation quality in comparison with other methods are depicted in Figs. 4.9 and

4.10. Comparison of all methods is also presented in Tables 4.2 and 4.3.
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(a) (b) (c) (d) (e) (f) (g)

Figure 4.9: Good segmentation examples from the Caltech data-set: (a) Proposed
method, (b) Planarcut [67], (c) Onecut [66], (d) Convexity shape prior [69], (e) Grab-

cut [19], (f) Efficient Graph-cut segmentation [68], and (g) Watershed [70].

Still, since here a simple probability map and texture feature are used, in some cases,

the desired segmentation result is not obtained. An example of this is presented in Fig-

ure 4.11. The main reason of failure for Figure 4.11 (a) is the wrong probability predic-

tion by the human probability map. The reason for Figure 4.11 (b) is the miscalculation

in the texture because of the similarity between the color and texture of the foreground

object and a part of the background which leads to the creation of a super-block. When

this super-block is checked against Psp1
, it will be considered as part of the background.

The process of creating the probability map was introduced in 4.2.1. It is also good to

mention that the off-line procedure of creating the map can be accompanied with an on-

line updating scheme to improve the map by adding the mask of the segmented subjects.
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(a) (b) (c) (d) (e) (f) (g)

Figure 4.10: Good segmentation from PennFudan data-set: (a) Proposed method, (b)
Planarcut [67], (c) Onecut [66], (d) Convexity shape prior [69], (e) Grab-cut [19], (f)

Efficient Graph-cut segmentation [68], and (g) Watershed [70].

Although this is a possible way for improvement, the proposed method only incorpo-

rates the off-line stage. Also, it is good to note that even though different methods can

be used to turn an image into super-pixels, the Watershed had satisfactory results for

the purpose based on the provided texture seeds. As depicted in Figure 4.12, by just

looking at the super-pixels, the boundary of human body is recognizable. Still, using
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Table 4.2: Performance comparison between different methods in interactive mode.

Method Accuracy (%)
Private Caltech PennFudan

Efficeint graph segmentation [68] 77.07 73.29 78.27

Watershed [70] 79.23 78.71 80.77

Onecut [66] 83.86 84.92 85.74

Planarcut [67] 89.72 87.65 87.42

Convexity shape prior [69] 88.90 88.12 86.58

Proposed with seeds 89.31 86.12 84.48

Table 4.3: Performance comparison between different methods in automatic mode.

Method Accuracy (%)
Private Caltech PennFudan

Proposed without seeds 87.36 85.64 79.24

SSFSeg (Chapter 3) 83.66 86.03 80.60

Grab-cut [19] 72.08 71.45 79.03

other methods might improve the system results.

Although the proposed method performs the segmentation of the image in one it-

eration in contrast to the method proposed in Chapter 3, the segmentation result is

almost the same on Caltech and PenFudann datasets while improving by 4% on the

private dataset. The main reason for the improvement is the use of probability map and

super-pixels instead of initializing a shape model on the image that might not match

completely. Also the computation time has been significantly reduced. For example,

the proposed method can segment all 180 images of the private dataset in 184.8 (1.03

seconds per image) while the Grab-cut performs the task in 39.6 seconds (0.22 seconds

per image), and SSFSeg performs it in 3.35 hours (67 seconds per image).
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(a) Failure due to probability map (b) Failure due to texture map

Figure 4.11: Two examples of segmentation failure from Caltech data-set.

Figure 4.12: Watershed texture based super-pixels generation results (Input images
from PennFudan dataset [3]).

4.5 Summary

In this chapter, an automatic method for human subject segmentation in single shot

frames was presented with good accuracy comparable to some state-of-the-art meth-

ods. The main idea was to segment an image into multiple super-pixels and then try



Chapter 4. Using Super-pixels, Probability Map, Texture and Grab-cut for Human
Segmentation 85

to find those which were related to human body parts using a human body probability

map. Although the used map is relatively simple, the system showed promising results

in segmentation. Also, even though the system is automatic, we have confirmed the

possibility of using it interactively.

The proposed method in this chapter not only solves the color/texture variation prob-

lem mentioned in Chapter 1, it also improves the method proposed in Chapter 3 con-

siderably, in terms of computation time. Although the method proposed here and in

Chapter 3 take different approaches to solve the human segmentation problem, both are

common in the concept that using various kinds of prior information about the object

to-be-segmented will considerably affect the final segmentation result. Again, the same

as its previously proposed counterpart, this method is not limited to single-frame image

and can be easily adapted to multi-frame scenario. Also the application is not just lim-

ited to the human subjects, but if available, the system can be trained to segment other

types of objects easily.

That said, there are some problems that have to be considered for further improving

the method proposed in this chapter. The following points are the most important ones.

1. The probability map used in this chapter is a very simple one. It would be more

effective to use other types of probability maps which can provide more accurate

information for the human body.

2. The refinement stages and the Grab-cut improvement in complex images some-

times become insignificant which implies that using the methods which do not

solely rely on color features might be more useful. It is still good to note that,

even with these problems, the proposed method shows a significant improvement

compared to the original Grab-cut algorithm and is also automatic.

3. Optimizing the code would also reduce the time needed for segmentation giving

more possibilities to the applications this method can be used for.

4. Since the utilized probability map is simple, the system cannot cope with major

occlusion which means in such cases, the segmentation results will most probably

be not satisfactory.



Chapter 5

Conclusion

5.1 Summary

In this thesis, the problem of human subject segmentation using automatic graph-based

segmentation has been addressed. As mentioned in Chapter 1, two main problems for

human subject segmentation are the variation in the shape of the body due to articula-

tion, and the variation in the color/texture of the body due to numerous combinations of

color/texture in the clothing of humans.

As mentioned in Chapter 1, the following problems were the main focus in this thesis.

1. Shape variations due to human body movements

2. Shape variations due to human wearing different clothes

3. Variation in color and texture of the clothing

4. Complexity of the scene

The first problem relates to many variations in the shape of human body. Especially

when the subject moves or the video is recorded from different views and angles. This

makes the modeling task difficult and a model that can cope with all of the variations

can be very complex.

86
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The second problem comes from the fact that humans wear various types of cloths

in different situations. Combination between the movement and change in the shape

caused by a human subject wearing different types of clothing which can affect their

general shape (Rain coats, coats, T-shirts, normal shirts, and so on), adds to the com-

plexity of the model.

The third problem about cloths is the color and texture of the cloth, since an unimag-

inable combinations of cloths is available. These combinations not only change between

different people but even for one person they will change in different occasions. The

clothing is also different between genders, so for example, a model designed specifically

for men might not work for women.

The forth problem which makes the task harder is the complexity of the scene that a

human subject is being recorded in. Even the simplest real-world cases for human eyes

has proved to be quite challenging for the computer to understand and differentiate. This

means that finding a model for the background will also become difficult. Especially

if a moving camera is used, the problem will ascend to another level of difficulty since

now a dynamic model to cope with the situation is necessary.

To solve the above mentioned problems, two methods were proposed in this thesis.

Those methods tried to make use of the Grab-cut [19] framework which as mentioned

in Chapter 1 is based on Graph-cut frame work. The main reason for this choice is that,

the Grab-cut has the capability to incorporate different kinds of prior informations in

its framework as mentioned in Chapter 1 and presented in Table 5.1. As a result, the

proposed methods not only improved the original method in terms of accuracy, they

also relieved the user from need to interact with the systems and make corrections.

The main contributions of this thesis can be explained in the following points:

• Making a coarse-to-fine feedback framework that can be applied to interactive

methods similar to the Grab-cut framework, and turn them into unsupervised

methods when the time consumption is of no concern.

• Implementing the same idea by utilizing the human probability map and super-

pixels for application with need for less time consumption.
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Table 5.1: Comparison between different spatially guided object segmentation meth-
ods. + means the feature is supported, −/+ means it is possible to support the feature

with additional implementation, and − means the feature is not supported.

Region-based Energy-based

Methods
Region
growing

Region
merging Hybrid

Active
contours

Mumford-
Shah Baysian Graph-cut

Other
graph-
based

Watershed

Automatic
initialization − − − −/+ −/+ −/+ −/+ −/+ +

Various prior
information
inclusion

−/+ −/+ −/+ −/+ −/+ + + + −/+

Complex
object −/+ −/+ −/+ − − − + + +

Computation
time + + + − −/+ −/+ + −/+ +

Robust
against noise − − − −/+ −/+ + + + −

Robust
against
weak
boundaries

− − − −/+ −/+ + + + −

Multiple
object
segmentation

−/+ −/+ −/+ − + + + + −/+

• Incorporating a simplistic texture feature information to the segmentation process

which in combination with super-pixels, human probability map, and Grab-cut

lead to an accurate automatic segmentation system.

To summarize the work presented in this thesis, in Chapter 3, for overcoming the

changes in the shape and color, a method using the conventional Statistical Shape Mod-

els (SSM) and Grab-cut segmentation algorithm was proposed. SSM uses the statistic

framework to model changes in the shape of an object in Eigen-space and by analyzing

it and finding the most dominant changes, it can even try to generate some new shapes

with the properties of the original one, while the Grab-cut segmentation algorithm tries

to learn image color distributions and segment the foreground object based on that in an

Markov Random Fields (MRF) framework. By connecting these two methods through

a feedback system, it becomes possible to propose a coarse-to-fine scheme for model

generation and refinement which in combination with Grab-cut, leads to accurate seg-

mentation results for human subjects.
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Although using the coarse-to-fine scheme proved to be very effective, there were

some problems that needed to be solved:

1. Even if the window containing the human subject is provided, the exact location

of the body is unknown. As a result, initializing the system with a proper mask

and in correct location, becomes difficult.

2. Even if the generated masks are detailed on the shape of the body, there is no

guarantee that they will match the actual human body shape completely. Although

the Grab-cut segmentation stage solves this problem to a good extent, it might not

be able to cope with the problem in some cases.

3. Coarse-to-fine scheme has a recursive nature. This means that the process of

shape model refinement must be performed iteratively, which as mentioned in 4.4

will be taxing on computational power and time.

4. Since the segmentation step of the proposed method uses the Grab-cut framework

in which just color feature is used in cases where there is a change in texture or

color of one object as in Figure 4.1, the system sometimes fail to produce a correct

segmentation.

To cast aside the above mentioned problems in Chapter 4, a system which makes

use of a human probability map, super-pixels, and Grab-cut framework was proposed.

Using the probability map will solve the two first problems mentioned above as now

we have an estimation about the location and general pose of the body (although very

simple), and using a texture based super-pixel generation gives us the advantage of

using texture feature in the framework. As there is no need for iterative shape model

refinement, the system also becomes much faster than before. The main idea comes

from jigsaw puzzle; If the image is divided into regions based on their color/texture,

each part of the human body then, becomes like a piece of the puzzle. So, an image

can be considered as a puzzle with multiple pieces in which the human body occupies

some of them. By selecting the right pieces, a somewhat rough (or even fine) shape of

the body is obtained and by using Grab-cut, the human subject is segmented accurately.

Following this idea, not only the system becomes automatic, but also the accuracy of
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the system is improved. Also, just by using the information of a single image, it is

possible to achieve segmentation results with accuracy comparable to the state-of-the-

art and much better than conventional methods while having a relatively simpler model.

It is also good to note that this method can be used in both automatic and interactive

segmentation manners.

In this thesis, the problem of human subject segmentation has been considered. The

result is two automatic full human body segmentation methods in still images which

take advantage of the accuracy of interactive segmentation methods (Grab-cut in this

thesis) in an unsupervised manner. Although the proposed methods are mainly focused

on still image segmentation, nothing prevents them not to work on videos. Still, some

improvement is needed from them to become practical for real-time applications.

5.2 Future Works

The main goal of this thesis is to propose methods for automatic human subject segmen-

tation. Since as mentioned in the introduction of this thesis, human subject segmentation

has application in many fields. Different applications can be imagined for a this kind of

methods. From them, the following applications are note worthy.

• Virtual reality systems (also entertainment systems) - Generating more realistic

simulations.

• Driver assistance systems - Detecting the pedestrians and their intention and as-

sisting the driver for safe driving.

• Automatic navigations systems - The same as above but for accident prevention

and so on.

• Video archiving

• Surveillance - Detecting intruders.
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Still, one of the best application fields for the proposed methods can be the automo-

tive industry, especially in nowadays, intelligent vehicles. As now, automatic driving

systems which were part of Science Fiction novels and movies until a while ago, is be-

coming realistic, it can be used for assisting a human driver or directly be used in an

automatic navigation system as part of a driver safety system. Although, the methods

proposed in this thesis are not currently working in real time, looking on how fast is

the advances in the world of computers (for example Intel’s Xeon Phi series with up

to 61 cores and 1.2 TFLOPS performance are available now but expensive for normal

consumer use), it will be possible in few years later.

Still for the proposed methods to become completely practical for the mentioned ap-

plications some points must be considered for further improvement. One of those cases

is to make the model capable of coping with occlusion as it has not been considered

in this thesis. Although the proposed methods can adapt themselves with small part

occlusions, when there is a considerable amount of occlusion, either both objects (can

be two humans occluding each other or an object and a human), or none of them will

be segmented with the current systems.

Another thing to consider is the probability map used for the proposed method in

Chapter 4. As it is also mentioned there, the utilized model was a very simple one made

by just adding some hand-segmented silhouettes together, for the sake of simplicity

of the system. The system should make use of more sophisticated models for further

improvement. Another problem to mention is that, although the proposed systems are

theoretically capable of segmenting human subjects from images taken from angular

view (like from a surveillance camera), it has not been practically tested because of the

lack of samples in the used datasets. So, the application to datasets with higher varieties

of samples including angular view needs to be considered.

To summarize, to further improve the work in this thesis, the following points should

be considered.

• Make a more complete training dataset for the SSM generation step which in-

cludes more variations in the model (for the method proposed in Chapter 3).
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• Optimize the code, so the system becomes capable of real-time segmentation.

• Extend the algorithm and devise a multi-frame segmentation scheme.

• Find a better method to generate and use the probability map.

• Use better texture descriptors.

• Unify multiple stages in one framework.

• Make use of other frameworks or methods like Planarcut [67], in the segmentation

stage.

The proposed feedback and refinement framework in Chapter 3 is relatively simple

and easy to train and implement which makes it very useful for turning other types of

interactive methods similar to Grab-cut to an unsupervised type. Since the feedback-

refinement framework provides the segmentation procedure with the information about

the shape of the object to-be-segmented and refine it iteratively, it is possible to replace

the user inputs with this automatic process. Also, although SSM is used to model shape

variations of human body, the application is not limited to just human segmentation. It

is completely possible to adapt the framework for other types of objects (preferably the

ones with distinct shape variations) by training the SSM with the desired object and use

it for the segmentation as a part of the proposed method in Chapter 3 or just use the

feedback-refinement framework alongside another method.

The same can be done for the framework introduced in Chapter 4. By creating a

probability map of the desired object, again it is possible to use the super-pixel gen-

eration, selection, and refinement process of the proposed method alongside another

methods (again interactive methods like Grab-cut) or use the whole proposed method

for the object-of-interest segmentation. Still, it is good to note that it is advisable to

make a more accurate probability map by using more advanced methods for achieving

better results. For example, it might be possible to utilize the concept of Deep Learning

which is based on the Neural Networks for categorization and classification, and has

become very active area recently, to train on much more samples and create a more

accurate map. Also, some methods like Convolutional Neural Networks (CNN), Deep
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Convolutional Neural Networks, or Deep Neural Decision Forests (DNDF) [124] which

are trying to make the task of learning and classification at the same time, might be use-

ful too. Since these methods try to learn from input training samples on themselves, they

make the task of learning and classification very easy. But the tradeoff is the problem

of tuning the network for the best performance.
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