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Abstract

A key to resolving the mystery of ultrahigh energy cosmic rays is the mea-

surement of the mass composition by air shower experiments. However,

the interpretation of the observed data strongly relies on the choice of the

hadronic interaction models used in the air shower simulations to compare

with the data. The uncertainty arising from the interaction models has

been one of the largest systematic uncertainties in the mass composition

measurements.

The Large Hadron Collider forward experiment (LHCf) measures the very

forward rapidity region of hadron collisions at the LHC. Since the bulk of

the energy flow concentrates on the forward rapidity region, LHCf has the

capability to verify the interaction models in the phase space relevant to

the air shower development. In particular, at
√
s =13 TeV, the peak of the

energy flow moves forward in the pseudorapidity range covered by LHCf

in contrast to previous runs at the LHC owing to Lorentz boost. The

detectors, conversely, have to face the serious radiation problem which is

expected to be 30 Gy/nb−1. Therefore, we have developed the upgraded

LHCf detectors with Gd2SiO5 (GSO) scintillator for the 13 TeV collisions.

The performance of the upgraded detectors for
√
s =13 TeV operation

is evaluated after the dedicated beam tests in Heavy Ion Accelerator in

Chiba (HIMAC) and the CERN Super Proton Synchrotron (SPS) in 2012–

2015. Energy and position resolutions of the upgraded LHCf detectors

are confirmed to be 3 % and better than 200 µm for 200 GeV photons,

respectively, and meet the requirement of the experiment at
√
s =13 TeV.

In June 2015, LHCf had succeeded to complete the measurement of the

proton-proton
√
s =13 TeV collisions at the LHC with the integrated

luminosity of 10 nb−1. The analysis flow of the inclusive photon events is

established after the dedicated studies such as the multihit-identification

algorithm and the spectrum unfolding. The systematic uncertainty of the

spectrum measurement at 13 TeV has been reduced comparing to the

previous analysis owing to the dedicated calibration at the SPS.

The measured photon energy spectra at η > 8.52 are compared with

the modern hadronic interaction models widely used in the air shower

experiments. The pre/post-LHC models of EPOS, QGSJET and SIBYLL



are carefully compared with the measured results. The model predictions

of the photon production are examined not only in terms of the energy

spectrum but also the pseudorapidity dependence of the energy flow.

Eventually, EPOS-LHC reproduces the best forward rapidity photon pro-

duction at
√
s =13 TeV. The results indicate that the difference of the

depth of the shower maximum predicted by the models can be explained

by model uncertainty in the very forward rapidity photon production.

This work remarks that the uncertainty on the mass composition mea-

surement in the air shower experiments is expected to be reduced after

further retuning of the hadronic interaction models with the forward pho-

ton measurement at
√
s =13 TeV.
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Chapter 1

Introduction

1.1 Cosmic-rays

Since the beginning of the 20th century, a number of cosmic-ray observations have

been revealing the nature of the universe extending the energy higher and higher. The

energy spectrum of the cosmic rays observed by several experiments so far is shown

in Fig. 1.1. The energy spectrum follows a power-law having the index of -2.7 in

perspective. Recent cosmic ray observations have been revealing the detailed features

in the spectrum. The spectrum becomes softer at 1015.6 eV, and this particular region

is the so-called knee which is associated with the acceleration limit of protons at the

astrophysical objects in the galaxy. Supernova remnant (SNR) is a strong candidate

for the source of the galactic cosmic rays [2]. While detail mechanism of cosmic-

ray acceleration is yet unknown, the maximum energy of the accelerated particle

is proportional to rigidity so as to be confined within the source. Therefore, the

contribution of galactic cosmic rays continues up to the energy of the acceleration

limit of irons at the galactic accelerators [3] known as the 2nd knee at 1017.2 eV.

The observations and the associated theories have supported that there is a tran-

sition of the contribution in the cosmic-ray spectrum from galactic to extragalactic

between the 2nd knee and the ankle at 1018.7 eV. Among the extragalactic cosmic

rays, the ones above approximately 1018 eV are called ultrahigh-energy cosmic rays

(UHECRs). Only limited number of astrophysical objects with a huge volume and/or

the intense magnetic field is considered to have the capability of accelerating particles

to UHECRs so far. Despite the decades of efforts from the experimental and the theo-

retical sides, none of the astrophysical objects including active galactic nuclei (AGN)

and gamma-ray bursts (GRBs) has been confirmed as the origin of the UHECRs.

1.1.1 Ultrahigh-energy cosmic rays

The measurement of UHECRs is the probe to understand the most energetic phe-

nomena in the universe. Due to the very small flux, a level of 1 event/km2/yr above
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Figure 1.1: Cosmic-ray spectrum observed by several experiments ([1] and references
therein).

1019 eV, the observation of UHECRs has been developed by large-area air shower ar-

rays such as Akeno Giant Air Shower Array (AGASA) [4] from 1990’s. Over the last

decade, Telescope Array [5] and Pierre Auger Observatory[6] have been leading the

observation of UHECRs with the detection areas of 800 km2 and 3,000 km2, respec-

tively. One of the achievements from these experiments is, for instance, confirmation

of the suppression of the flux at 1019.5 eV [7, 8]. Historically the suppression had

been predicted by Zatsepin and Kuzmin [9], and Greisen [10] after the discovery of

the cosmic microwave background (CMB) [11]. The cross section of the photo-pion

production,

p+ γ → n+ π+(or p+ π0), (1.1)

increases dramatically up to nearly 500 µb and has a peak around 300 MeV of labora-

tory beam momentum due to the resonance of ∆+(1232) before descending thereafter

to 100 µb. The collision energy of the interaction between UHECRs and the CMB

photons corresponds to indeed that of the resonance. Therefore, the cosmic rays above

certain energy are not able to propagate through the universe without losing their

energies. It leads the steep cutoff in the cosmic-ray spectrum observed at the Earth,

known as the GZK cutoff. There are several astrophysical models to explain the ob-

servational results of UHECRs. Information on the mass composition at the highest

energy region of cosmic rays is a crucial tool to constrain the existing astrophysical
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models assuming different acceleration mechanism and scenarios [12].

The precise energy spectra observed by Auger and Telescope Array enable us to

start a discussion of the origin of UHECRs. Further understanding of the acceler-

ation mechanism and the origin of UHECRs strongly depends on the reliable mass

composition measurement. However, there is an underlying difficulty in the mass

composition measurement of air shower experiments.

1.1.2 Mass composition measurement by the air shower ex-

periments

Mass composition measurement in the air shower experiments is performed using the

difference of the depth of the shower maximum in the atmosphere depending on the

mass number. A parameter, Xmax [g/cm2], which represents the depth of the shower

maximum is widely used in the air shower experiments so far. In this context, a

larger Xmax corresponds to a deeper shower development. In a simplified picture,

the air shower development of nucleus primaries is considered as a superposition of

nucleons, each of which carries a part, perhaps equally divided by mass number, of

the primary energy. It naturally follows that heavy-primary induced showers have

smaller Xmax, while proton-induced showers with the same primary energy lead larger

Xmax. The difference of the air shower development of proton from iron primaries is

demonstrated in Fig. 1.2. Under the condition of equal primary energies, a proton-

induced shower shows a clear and deep-penetrating development, whereas a rapid

development is observed in an iron-induced shower as shown in Fig. 1.2.

Xmax is obtained experimentally by Fluorescence Detector (FD) ([5] for example)

which observes fluorescence lights induced by charged particles in the air shower. The

yield of fluorescence is proportional to the energy deposition of the electromagnetic

(EM) component in the air shower which carries 90 % of the primary energy. Xmax is

obtained from the longitudinal profile of the measured dE/dx in the atmosphere. The

observed average shower maximum depth 〈Xmax〉 at the certain energy range is then

compared with the results of the air shower simulations because the mass number

is not uniquely determined by given Xmax. The experiments need an interpretation

relied on the air shower simulation to obtain the mass composition of the primaries.

Figure 1.3 shows the mean depth of the shower maximum measured by Telescope

Array and Pierre Auger Observatory. The observed 〈Xmax〉 at each energy is com-

pared with the MC predictions for pure proton and iron primaries indicated by the

lines representing several hadronic interaction models used in the air shower simula-

tions. According to the recent studies from both experiments, Telescope Array states

that “a light, nearly protonic, composition is in good agreement with data” [14], while

Auger states that “data suggests that the flux of cosmic rays is composed of pre-

dominantly light nuclei at around 1018.3 eV and that the fraction of heavy nuclei is

increasing up to energies of 1019.6 eV” [15]. Despite the inconsistent interpretations

3



(a) Proton 1013 eV (b) Iron 1013 eV

Figure 1.2: Composition dependence of the air shower development [13]. a) 1013 eV
proton primary and b) 1013 eV iron primary.

of the data, the working group from Telescope Array and Auger concluded that the

data of two experiments are in good agreement within the current uncertainties [16]

as shown in Fig. 1.4. The underlying problem on the interpretation of the observed

〈Xmax〉 comes from the hadronic interaction models [12]. As is indicated in Fig. 1.3,

the interpretation of the 〈Xmax〉 strongly depends on the choice of the model to com-

pare with the observed data. In fact, the interpretations of both experiments [14, 15]

are based on the different interaction models.

The air shower simulation requires a hadronic interaction model to describe the

interactions in the atmosphere. Most of the hadronic interactions induced by cosmic

rays and associated secondaries are soft interactions where a momentum transfer is

small and perturbative-QCD calculation is not applicable. Therefore, the air shower

simulation relies on a phenomenological model to calculate the cross section and

the particle production in the air shower. Each interaction model provides different

predictions of Xmax, and none of them might be correct. The interaction models used

in the air shower experiments have been only tested in the low-energy accelerators, in

which the phase space relevant to the air shower development was not fully covered

[12].

Further understanding of UHECRs by the air shower experiments depends on

the improvement of the interaction models reducing the band of the Xmax prediction
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(E > 1018.2 eV). Figs. 25–29 show the distributions in bins of width
0.2 in log10ðEÞ. There are at least 68 events in each bin. All bins with
E > 1019 eV are combined due to low statistics. For each energy bin
the data is in good agreement with the proton MC. The binned
maximum likelihood estimated chi-squared test values [23], for
each pair of distributions, are shown on each plot. The proton com-
parisons are in much better agreement, than iron, with the data
over the entire energy range. This agreement extends over a vari-
ety of hadronic models, as far as the elongation rate is concerned
(see Fig. 30).

Note that, since the estimated systematic uncertainty (at
Energy = 1019) of the mean Xmax is 16.3 g/cm2 and the statistical
uncertainty resulting from the linear fit (as shown in Fig. 23) is
9.4 g/cm2, both QGSJET-I-c and QGSJET-II-03 are in reasonable
agreement with the data, for a light, largely protonic, composition.
The SIBYLL 2.1 model [31] for protons is 20–30 g/cm2 deeper than
the data elongation rate. If the SIBYLL 2.1 model is correct, it would
require an admixture of alpha particles, and CNO nuclei to the pro-
tons to describe the data precisely. More recent hadronic models

are in progress. A recent monocular FD composition study shows
that, when compared to SIBYLL 2.1, QGSJETII-04 is only #2 g/cm2

shallower, and EPOS-LHC is expected to give a 20 g/cm2 deeper
Xmax result [32].

The PAO results indicate an RMS narrowing of the Xmax distribu-
tion relative to expectations for protons, at energies greater than
1018.5 eV. At the current level of statistics this paper cannot sup-
port, or rule out, such an effect because of statistical sampling bias,
particularly at the highest energies. Definitive statements about
this claim await the completed analysis of additional hybrid data
from the Black Rock and Long Ridge fluorescence detector sites,
as well as purely stereo data from all three sites.

9. Conclusion

The importance of this paper is in its use of fluorescence detec-
tors, identical to HiRes, with a hybrid reconstruction technique.
The HiRes composition result used a stereo reconstruction method,
while this paper uses a hybrid technique, similar but not identical,
to one used by the PAO group. It is therefore important that the
current hybrid TA data is in good agreement with the HiRes results,
as this indicates that differences in aperture, reconstruction, and
modeling by Monte Carlo simulations do not lead to any significant
systematic differences in the final physics result in the case of
identical fluorescence detectors.

The measured average Xmax at 1019 eV is 751 $ 16.3 sys. $ 9.4
stat. g/cm2 and the elongation rate is 24.3$ 3.8 sys.$ 6.5 stat. g/cm2.
Assuming a purely protonic composition, taking into account all
reconstruction and acceptance biases (using the QGSJETII-03 model),
we would expect the average Xmax at 1019 eV to be 763 g/cm2 and the
elongation rate to be 29.7 g/cm2 per energy decade.

Considering the fact that TA hybrid, and PAO hybrid data, have
different acceptances, and analysis techniques, a direct comparison
of the results can be misleading. Detailed comparisons, using a set
of simulated events from a mix of elements that are in good agree-
ment with the PAO data, are in progress [33]. Such a mix can be
input into the TA hybrid simulation, and reconstruction programs,
and the result will be a prediction of what TA should observe given
a composition inferred from PAO data. A direct comparison with
the TA data can then be made. Since this work is in progress, we
simply remark that a light, nearly protonic, composition is in good
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(a) Telescope Array

E ¼ ð7.9# 0.3Þ × 1019 eV and Xmax ¼ 762# 2 g=cm2,
respectively, where the uncertainties are statistical only.
The Xmax distributions after event selection are shown

in Fig. 12. These are the “raw” distributions [fobsðXrec
maxÞ in

Eq. (4)] that still include effects of the detector resolution
and the acceptance. Electronically readable tables of the
distributions, as well as the parameters of the resolution and
acceptance, are available at [89]. A thorough discussion of
the distributions can be found in an accompanying paper
[94], where a fit of the data with simulated templates for
different primary masses is presented.
In this paper we will concentrate on the discussion of

the first two moments of the Xmax distribution, hXmaxi and
σðXmaxÞ, which are listed in Table IV together with their
statistical and systematic uncertainties. The statistical
uncertainties are calculated with the parametric bootstrap
method. For this purpose, the data are fitted with Eq. (4)
assuming the functional form suggested in [76] as fðXmaxÞ.
Given this parametric model of the true Xmax distribution,
realizations of the measurement are repeatedly drawn from
Eq. (4) with the number of events being equal to the ones
observed. After application of the Λη analysis described in
Sec. VII B, distributions of Xmax and σðXmaxÞ are obtained
from which the statistical uncertainties of the measured
moments are estimated.
A comparison of the predictions of the moments from

simulations for proton- and iron-induced air showers to
the data is shown in Fig. 13. The simulations have been
performed using the three contemporary hadronic inter-
action models that were either tuned to recent LHC data
(QGSJetII-04 [95,96], Epos-LHC [97,98]) or found in good
agreement with these measurements (Sibyll2.1 [81], see
[99]). It is worth noting that the energy of the first data

point in Fig. 13 corresponds to a center-of-mass energy that
is only four times larger than the one currently available at
the LHC (

ffiffiffi
s

p
¼ 8 TeV). Therefore, unless the models have

deficiencies in phase-space regions that are not covered
well by LHC measurements, the uncertainties due to the
extrapolation of hadronic interactions to the lower energy
threshold of this analysis should be small. On the other
hand, the last energy bin at hlgðE=eVÞi ¼ 19.62 corre-
sponds to a center-of-mass energy that is a factor of about
40 higher than the LHC energies and the model predictions
have to be treated more carefully.
Comparing the energy evolution of hXmaxi for data

and simulations in Fig. 13 it can be seen that the slope
of the data is different than what would be expected for
either a pure-proton or pure-iron composition. The change
of hXmaxi with the logarithm of energy is usually referred
to as elongation rate [17–19],

D10 ¼
dhXmaxi

d lgðE=eVÞ
: ð9Þ

Within the superposition model, where it is assumed that a
primary nucleus of mass A and energy E can be to a good
approximation treated as a superposition of A nucleons of
energy E0 ¼ E=A, the elongation rate is expected to be the
same for any type of primary. Any deviation of an observed
elongation rate from this expectation D̂10 can be attributed
to a change of the primary composition,

D10 ¼ D̂10

"
1 −

dhlnAi
d lnðE=eVÞ

#
: ð10Þ

A single linear fit of hXmaxi as a function of lgðEÞ does
not describe our data well (χ2=ndf ¼ 138.4=16). Allowing

FIG. 13. Energy evolution of the first two central moments of the Xmax distribution compared to air-shower simulations for proton and
iron primaries [80,81,95–98].
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Fig. 6. Comparison of ⟨Xmax⟩ as measured with the MD of TA (blue squares) and the ⟨Xmax⟩ of the Auger data
folded with the MD acceptance. The data points were slightly shifted horizontally for better visibility. In the
case of the Auger points (red circles), the inner error bars denote the statistical uncertainty of the measurement
and the total error bar also includes contributions from the limited statistics of simulated events used for the
folding. The colored bands show the systematic uncertainties of the Xmax scales of each experiment.

timing and geometry of the fluorescence detector that observed the event. This step is what makes the
event a hybrid event. If either the surface or fluorescence detector fail to trigger in an event, it is not
processed any further, otherwise the shower profile is fitted via a reverse Monte Carlo method where
the atmosphere, electronics, and geometrical acceptance of the shower are fully simulated.

The resulting effect of the folding of protons and the parametric Auger distributions with the TA
detector response, reconstruction and analysis on the ⟨Xmax⟩ of Auger is shown in Fig. 5. As can be
seen, the observed mean is smaller than the unbiased mean.

4. Results and Discussion

The ⟨Xmax⟩ as measured by TA using the MD fluorescence telescope and the Auger result folded
with the TA acceptance are shown in Fig. 6. Their compatibility is quantified with a bin-by-bin com-
parison excluding the highest-energy data point of each experiment which are at different energies.
Using only the statistical uncertainties yields a χ2/Ndf of 10.7/11 with P(χ2 ≥ 10.7|11) = 0.47. The
average difference of the data points is (2.9 ± 2.7 (stat.) ± 18 (syst.)) g/cm2 with a χ2/Ndf of 9.5/10
(P = 0.48). It can be concluded that the two data sets are in excellent agreement, even without ac-
counting for the respective systematic uncertainties on the Xmax scale. However, in the present study
we did not take into account a possible difference in the energy scale of the two experiments. The
comparison of the energy spectra at the ankle region suggests that the energy scale of TA is about
13% higher than the one of the Pierre Auger Observatory [10]. But since the elongation rate of the
folded Auger data is small (∼ 19 g/cm2/decade), the effect of such an energy shift on the comparison
is expected to be at the level of a few g/cm2. For a more precise evaluation it is required to take into
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Figure 1.4: Comparison of 〈Xmax〉 as measured with Telescope Array and the folded
〈Xmax〉 of Auger [16].
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bracketed by the models. The interaction models must be tested at the highest energy

hadron collider, namely the Large Hadron Collider (LHC) at CERN.

1.2 Hadronic interaction in air shower develop-

ment

1.2.1 Hadronic interaction models used in the air shower ex-

periments

The hadronic interaction models have been developed with the studies of theories to

explain high-energy hadron scatterings at the accelerators. In the early phase, one of

the important concepts of the description of hadron scattering was Feynman scaling

[18], which states that the invariant cross-section expressed in xF = pl/(
√
s/2) and pt

becomes independent of the collision energy
√
s at the high energy regime (s� mp),

where pl, pt, and mp denote longitudinal momentum, transverse momentum, and pro-

ton mass, respectively. However the experiments at the Intersecting Storage Rings

(ISR) revealed that the violation of the Feynman scaling in rapidity density distri-

bution [19], 1/σ (dσ/dη) where the pseudorapidity η = − ln[tan( θ
2
)] (θ is a collision

angle with respect to the beam axis). The observed cross sections and multiplicities

increased with the collision energy.

The minijet model [21, 22] was proposed to give an interpretation to the observed

results in ISR and even in air shower experiments which measure higher energy colli-

sions compared to ISR. To explain the rapid increase of the cross section, the theory

adopted the concept of second interaction process where individual partons from the

colliding hadrons interact each other [20]. Since the minijet model was designed to re-

produce the hard interaction, the contribution of the soft hadronic process described

in the minijet model was considered to be independent of the energy.

The interaction models widely used in the cosmic-ray experiments recently, EPOS

[24], QGSJET [25], SIBYLL [26], and DPMJET [27] are all based on the Gribov-

Regge theory [23]. The theory takes a phenomenological approach to describe the soft

hadronic process in the high energy. The theory has the capability of reproducing the

data results by the energy-dependent behavior of cross sections for the soft processes

[20]. There are features in those interaction models for the calculation of the cross-

sections and the particle productions. For example, SIBYLL based on the dual-parton

model uses the minijet model for the hard interaction unlike the other models, and

SIBYLL has the energy-dependent cutoff of the transverse momentum to restrict the

calculation of the minijet corss section [26]. EPOS-LHC adopted the parton-based

Gribov-Regge theory [29] which allows consistent calculation of the cross-sections and

the particle production taking into account the energy conservation [24].

The interaction models used in the last decades, EPOS1.99, QGSJETII-03, and
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SIBYLL2.1, for instance, are based on the data before the LHC, such as the results

from the colliders up to Tevatron (especially parton density functions at HERA) and

the other results from fixed-target experiments and so on. Here we call these models

as “pre-LHC” models. There is a considerably large gap between the collision energies

achieved by the previous colliders and the UHECRs region.

1.2.2 Post-LHC models

After the tuning of the models with the observed data at the LHC, EPOS-LHC,

QGSJETII-04, and SIBYLL2.3 are now available. Those models were calibrated with

the measurement at the LHC, such as inelastic cross section and multiplicity and

so on. They are the so-called “post-LHC” models. Figure 1.5 shows the inelastic

cross section measurements of proton–(anti)proton collisions at the various collision

energies and the comparison with the model predictions. The left and right figures

represent the measured cross sections compared with the pre-LHC and the post-

LHC models, respectively. Very large discrepancies are found among the pre-LHC

model predictions, roughly 1.4 times difference between SIBYLL2.1 and EPOS1.99

at
√
s = 2 × 105 GeV which corresponds to 1020 eV in the laboratory frame for

instance. The inelastic cross section is relevant to the observed Xmax because it is

directly connected to the development of the air shower. Eventually, the discrepancy

between the model predictions in the inelastic cross section brings a large uncertainty

in the Xmax [30]. The inelastic cross sections at the LHC energies calculated by the

post-LHC models are well tuned with the data as shown in Fig. 1.5. More impor-

tantly, they show significantly good agreement at the highest energy after extrapola-

tion. The difference becomes less than 1 % between SIBYLL2.3 and EPOS-LHC at√
s = 2× 105 GeV. Another improvement of the model predictions is observed in the

multiplicity. Figure 1.6 shows the observed multiplicity at the central pseudorapidity

region, η = 0, with those of the pre/post-LHC models as well as Fig. 1.5. Owing

to tuning with the LHC data, uncertainty arising from the model predictions was

reduced very much in the UHECR region.

The observed energy dependence of average Xmax, namely the elongation rate, is

again compared with the post-LHC models. Figure 1.7 shows the observed results

compared with EPOS-LHC, QGJETII-04, and SIBYLL2.3. In the 1018–1020 eV re-

gion, agreement of the elongation rate among the post-LHC models is remarkably

improved. Especially QGSJETII-03, a pre-LHC version of the QGSJET, had a par-

ticularly slower elongation rate along the cosmic-ray energy, but now QGSJETII-04

shows quite similar trend as the other post-LHC models predict. The elongation rates

by the post-LHC models demonstrate that the LHC has the capability to reduce the

uncertainty of the mass composition measurement of the air shower experiments.

However, there is still a discrepancy, approximately 40 g/cm2 at 1020 eV, among the

model predictions. As for the post-LHC models, EPOS-LHC, QGSJETII-04, and
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Figure 1.5: Inelastic cross sections of proton–(anti)proton collisions at various collision
energies and the comparison with (left) the pre-LHC models and (right) post-LHC
models [31].
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Figure 1.7: Averaged shower maximum by several air shower experiments together
with the post-LHC model predictions ([32] and references therein).

SIBYLL2.3 are re-tuned with only the measurement in the central rapidity region.

Remaining possibility to reduce the systematic uncertainty of the mass composition

measurement is to further investigate the forward rapidity regions of the hadron col-

lisions at the LHC.

1.3 Very-forward measurement at the LHC

1.3.1 Very-forward rapidity region and the air shower devel-

opment

The forward measurement has an important role in the air shower development. Fig-

ure 1.8 shows the pseudorapidity dependence of the multiplicity and the energy flow

in p–p
√
s = 13 TeV collisions. In this work, the energy flow is defined as the total

energy of the particles generated in the given η region, thus dE/dη. At the LHC

the types of the detectors can be classified as the central detectors (|η| < 5) such as

the ones in the ATLAS [33] and the CMS [34] experiments, the dedicated forward

detectors (5.2 < |η| < 6.6) like the CASTOR calorimeter of the CMS experiment,

and the very-forward detectors (|η| > 8.4) represented by Large Hadron Collider for-

ward (LHCf) [35] and roman pot detectors which measure scattered beam protons.

As shown in Fig. 1.8(a), secondary particles generated in a hadron collision concen-

trate on the central rapidity region, while the multiplicity drastically decreases as |η|
increases. On the other hand, in Fig. 1.8(b), the energy flow of the secondaries dom-

inates over the forward region, which is interpreted as those particles emitted into

the forward regions are the most energetic secondaries in hadron collisions. Accord-
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particles.

ing to the prediction by QGSJETII-04, 53.1% of the total energy flow concentrated

on |η| > 8.4 in p–p
√
s = 13 TeV. The whole air shower development relies on the

way the energy is transferred from the primary to secondaries. Therefore, the precise

particle production of the interaction models in the phase space where secondaries

carry a large fraction of the primary energy is required for the reliable description of

the air shower development.

Figure 1.9 shows the fraction of the contribution of the particles emitted in each

angle of the initial interaction for a 1017 eV proton primary [36]. Each ∆η region rep-

resents the acceptances of the experiments at the LHC. The result clearly indicates

that the contribution from the very-forward rapidity region dominates the develop-

ment of the EM component of the air shower owing to the fraction of the carried

energy. However, the post-LHC models are re-tuned with the experimental results

observed at |η| < 3 where the data explains only 5 % of the resulting observed par-

itcles [36]. Therefore, it is necessary to test the models in the very-forward rapidity

region.

The relation between the energy flow and the air shower development has been

often discussed in terms of inelasticity which is the fraction of the primary energy

taken by secondaries except for the most energetic secondary particle. Ulrich et al.

[30] concluded that the longitudinal development of the air shower depends on cross

section and less strongly on inelasticity. If one considers that the air shower observed

by FDs is dominantly formed by the EM component which consists of photons (elec-

trons) mainly decayed from π0, the energy flow into the EM component in a hadron
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determined by particle production in the forward region.

The LHC data on total, elastic and diffractive cross sections and other measurements
related to soft diffraction (rapidity gaps, energy loss, ...) are examples of the first category, while
mean particle multiplicities, multiplicity distributions, jet cross sections at low p?, particle
spectra and correlations between observables belong to the second one.

6.2.1 LHC data and hadronic interaction models
For instance, measurement of the pseudorapidity dependence of the transverse energy flow and
charged particle multiplicity distributions in proton-proton collisions are sensitive to the mod-
eling of soft fragmentation effects, MPI and diffractive interactions. As well as allowing for a
deeper understanding of these effects in their own right, the tuning of MC models yields more
accurate simulations of the “underlying event” - comprising MPI and additional soft interac-
tions between the primary partons in events with a hard perturbative scatter. The dynamics
of soft interactions are also important to understand at the LHC due to the large number of
soft interactions (pile-up) which occur during every event. An example of how models can be
retuned using these data is shown on Fig. 6.2. On the left-hand side, predictions of pre-LHC
models used for air shower simulations (EPOS 1.99 [18,19] (solid line), QGSJETII-03 [21,22]
(dashed line), QGSJET01 [23, 24] (dash-dotted line) and SIBYLL 2.1 [25–27] (dotted line))
are compared to ALICE data [28], while on the right-hand side results are presented for the
two models (EPOS LHC [29] (solid line) and QGSJETII-04 [30] (dashed line)) which where
retuned using first LHC data.

By requiring a forward proton to be tagged in a LHC Roman pot based detector, a subset
of inelastic interactions are probed which will allow diffraction to be investigated in more detail.
This in turn will lead to more accurate tunes and possibly highlight areas of tension where the
current phenomenological models are unable to describe the data and would therefore need
revisiting. Such samples are especially sensitive to the modeling of the forward regions and
will be of use to constrain cosmic-ray air shower physics.

The CASTOR (CMS) calorimeter provides the unique possibility to minimize the gap in
the forward coverage of detectors at LHC. While other forward charged particle detectors reach
up to |h | < 5, this is extended by CASTOR up to 6.6. For the physics in extensive air showers
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retuned using first LHC data.
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current phenomenological models are unable to describe the data and would therefore need
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Figure 1.9: Longitudinal profile of number of electrons in a proton-induced air shower
with 1017 eV primary energy [36]. The fraction of each η range is determined by the
contribution of the particles emitted in each angles in the initial inelastic collisions.
Pseudorapidity is calculated in the center-of-mass frame of the collision.

collision could be a more sensitive observable rather than inelasticity. Especially we

should measure such photon energy flow in the very-forward rapidity region.

1.3.2 The LHCf experiment

The LHCf experiment is the only experiment dedicated for the precise measurement

of the EM component in the very-forward rapidity region at the LHC. As for the

EM component, the very-forward photon production has been measured by the LHCf

experiment so far at
√
s =0.9 TeV [37] and 7 TeV [38] p–p collisions. The very-

forward neutral pion production has been measured at
√
s = 2.76 TeV, and 7 TeV

p–p collisions and
√
sNN = 5.02 TeV p–Pb collisions [39, 40, 41]. Figure 1.10 shows

the inclusive photon spectra measured at
√
s =0.9 TeV and 7 TeV. The spectra were

calculated at η > 10.15 and 9.46 > η > 8.77 for
√
s =0.9 TeV, and η > 10.45 and

8.99 > η > 8.81 for
√
s =7 TeV collisions The results disfavor hard spectral shapes

of DPMJET3.04 [27] and PYTHIA8.145 [28] for both
√
s =0.9 TeV and 7 TeV. Even

the interaction models widely used in the last decade in the air shower experiments,

such as QGSJETII-03, EPOS1.99, and SIBYLL2.1 do not reproduce the LHCf data.

For instance, QGSJETII-03 predicts overall lower photon yield than the LHCf data

for both regions, particularly 8.99 > η > 8.81, in
√
s =7 TeV. The results conclude
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that none of the models lies within the errors of the LHCf data over the entire energy

range at
√
s =0.9 TeV and 7 TeV.

The data taken at
√
s =13 TeV with LHCf gives us a great opportunity for

the verification of the interaction models. This is firstly because that the data at√
s =13 TeV is capable of verifying the interaction models at the highest collision en-

ergy ever, corresponding 1017 eV in the laboratory frame. Furthermore, the advantage

of the data at
√
s =13 TeV with LHCf is large detection efficiency of the energy flow.

Figure 1.11 shows the photon energy flow distributions at p–p
√
s = 0.9 TeV, 7 TeV,

and 13 TeV by QGSJETII-04. Photon energy flow distributions shift toward higher

η as the collision energy increases. In the previous LHCf analyses at
√
s =0.9 TeV

and 7 TeV, photon production at η > 8.77 and η > 8.81 have been measured, respec-

tively. With these η acceptances, post-LHC models predict 0.2–0.3 % and 9–10 % of

the detection efficiency of the photon energy flow for 0.9 TeV and 7 TeV, respectively.

Because of the limitation of the coverage, the analysis focusing on the energy flow has

not been studied in the previous collisions. LHCf has completed the measurement in

13 TeV runs at the LHC in 2015 with the acceptance of η > 8.4 using a dedicated

beam condition. The acceptance of the LHCf experiment at 13 TeV runs, η > 8.4 is

indicated by a hashed blue-region in Fig. 1.11. It leads that 26–35 % of the whole

photon energy flow in a hadron collision can be covered by the LHCf experiment.

Such large coverage of the energy flow in 13 TeV is only possible for the very-forward

experiment represented by LHCf because none of the experiments at the LHC covers

8.4 > η > 6.6.

1.3.3 Experimental considerations for the measurement at

p–p
√
s =13 TeV collisions

In order to accomplish the very-forward experiment at p–p
√
s =13 TeV at the LHC,

practically we had to deal with the problems that were not influential in the previous

collision energies.

One is the irradiation problem to the detector in such high energy collisions. For

instance, comparing to 7 TeV collisions, the irradiation level increases approximately

eight times higher, under the same condition of the luminosity. Especially the radi-

ation dose problem is serious for the calorimetric detector locating the very-forward

region because the energy flow concentrates there rather than the other η regions as

demonstrated in Fig. 1.8(b). Therefore, the LHCf detector for
√
s =13 TeV must be

high radiation tolerance for the precise measurement. Previous studies have proved

that the Gd2SiO5 (GSO) scintillator is suitable for the detector for
√
s = 13 TeV

collisions from both the radiation hardness and the optical properties [42].

In addition to the radiation problem, the very-forward measurement at p–p
√
s =

13 TeV is challenging also for the analysis point of view. Despite modest increase of

the multiplicity of the secondaries at the central region from the previous collision
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Figure 1.10: Photon spectra previously measured by the LHCf experiment. The top
plots denote the single photon spectra at a) η > 10.15 and b) 9.46 > η > 8.77 in
p–p
√
s = 0.9 TeV collisions [37], while the bottom plots denote the single photon

spectra at c) η > 10.45 and d) 8.99 > η > 8.81 in p–p
√
s = 7 TeV collisions [38].

The uncertainties arising from the luminosity are not shown on the plots. All plots
are revised from the papers, but the changes are only about the appearance.
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Figure 1.11: Pseudorapidity dependence of the photon energy flow in p–p
√
s =0.9–

13 TeV collisions. The interaction model used here is QGSJETII-04.

energies as shown in Fig. 1.6, Lorentz boost makes the multiplicity in the forward

region very high. It implies that a certain fraction of the observed events is expected

as multi-hit events where two or more particles enter the detector simultaneously.

Multi-hit events have been simply cut in the spectrum calculations in the previous

analyses because the contributions of such events were small [37, 38]. In this study,

an alternative approach is taken in order to obtain the inclusive photon spectrum

without the biases of the analysis nor the detector responses. This is particularly

important for the comparison with the model predictions because we do not have to

compute the full detector simulations for each interaction models, which usually takes

a lot of computing time to obtain statistically-enough data.

1.4 Framework of this thesis

In this thesis, the photon production in the very-forward pseudorapidity region at

13 TeV is verified experimentally in terms of the energy spectrum and the energy

flow, and the results are compared with the MC predictions by several hadronic

interaction models used in the air shower experiments.

In Chap. 2, the very-forward pseudorapidity measurement with the LHCf ex-

periment is introduced. Firstly the details of the upgraded LHCf detectors with a

high-radiation tolerance for p–p
√
s =13 TeV is explained. In addition to the de-

scription of the detector structure, the basic properties of the new sensors used in
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the upgraded LHCf detectors are explained with the results obtained at beam tests

in 2011–2014 using heavy ion beams. We also discuss the reconstruction principle of

particle information with the LHCf detectors and η coverage of the LHCf experiment

at p–p
√
s =13 TeV in this chapter.

In Chap. 3, the beam test results of the upgraded LHCf detectors such as the

calibration and the performance study for EM shower measurement are discussed.

The test was performed with use of 100–250 GeV electron and 150–250 GeV muon

beams at the CERN Super Proton Synchrotron in 2015. The upgraded LHCf detectors

have been designed to improve radiation tolerance, although the optical properties of

GSO are not suitable for the LHCf detectors. Therefore, we have to evaluate all the

performance, such as energy and position resolutions, of the upgraded detectors with

respective to the requirement for
√
s =13 TeV. The agreement between the measured

detector responses and those of the detector simulation is carefully examined as well.

In Chap. 4, details of the forward measurement with the LHCf detectors at p–p√
s =13 TeV at LHC in 2015 are introduced. Inclusive photon spectra at 8.99 >

η > 8.81 and η > 10.94 are calculated, and the obtained spectra are compared

with the MC predictions of the various hadronic interaction models. We perform

dedicated studies for 13 TeV analysis such as the multi-hit identification algorithm.

We estimate systematic uncertainties on the spectrum calculations arising from the

detector response, the analysis biases, and the beam conditions during the runs. The

spectrum unfolding technique is introduced firstly in the LHCf photon analysis in

order to compare the model predictions with the unbiased measured results.

In Chap. 5, the η-acceptance is enlarged from 8.99 > η > 8.81 to 9.22 > η > 8.52

in order to discuss the photon production in terms of the energy-flow. Photon energy

flows are calculated by the energy spectra measured at each η region, and the obtained

η dependence of the photon energy flow is compared with those of the post-LHC

model predictions. We discuss the impact of this work on the UHECR physics in this

chapter.

In Chap. 6, the results of this work is summarized.
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Chapter 2

The LHCf experiment

2.1 The Large Hadron Collider

The Large Hadron Collider (LHC) [43] is the world’s largest hadron collider in CERN,

Switzerland. The LHC consists of two circular beam pipes with a circumference of

26.7 km. The LHC and the CERN accelerator complex are designed to accelerate the

proton beams up to 7 TeV.

Figure 2.1 shows the CERN accelerator complex in which the proton beams are

accelerated in stages to achieve the high energy collision at the LHC. Proton beams

injected from the Linac2 are accelerated by the Proton Synchrotron Booster, the Pro-

ton Synchrotron, and the Super Proton Synchrotron (SPS) from 50 MeV to 450 GeV.

Then, proton beams entering the LHC rings from the SPS are accelerated up to 7 TeV

with having “bunch” structures, which are clusters of protons. The bunches of clock-

wise and counter-clockwise proton beams are designed to collide at the Interaction

Points (IPs), which are IP1, IP2, IP5, and IP8. By design, a collision energy reaches√
s=14 TeV which is equivalent to the interaction of a 1017 eV proton and a proton

at rest.

2.2 The LHCf experiment

The LHCf experiment [35] measures the very-forward particle production covering

|η| > 8.4 at the LHC since 2009. The LHCf detectors locate at ±140 m from IP1,

in which the ATLAS experiment locates at the central rapidity region. LHCf has

already reported energy spectra of the forward photons, neutral pions and neutrons

at
√
s = 900 GeV, 2.76 TeV, and 7 TeV p–p collisions and

√
sNN = 5.02 TeV and

8 TeV p–Pb collisions [37, 38, 39, 40, 41, 44]. The main target of the experiment is

the measurement in proton-proton
√
s=13 TeV collisions in 2015.
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Figure 2.1: The Large Hadron Collider (LHC) and the CERN accelerator complex.
The LHCf experiment shares the interaction point with the ATLAS experiment. (Im-
age credit:CERN)

2.3 The upgraded LHCf detectors for pp 13 TeV

collisions

2.3.1 Previous detectors and upgrading

The LHCf detectors are sampling and imaging calorimeters using tungsten as the ab-

sorber to measure the most energetic secondary particles generated in the hadron col-

lisions. The LHCf detectors measure neutral particles, such as photons and neutrons.

Each of two independent detectors, named Arm1 and Arm2, has two calorimeters.

The sizes of the calorimeters transverse to the beam direction are 20 mm×20 mm

and 40 mm×40 mm in Arm1 and 25 mm×25 mm and 32 mm×32 mm in Arm2.

The previous detectors used before
√
s = 13 TeV p–p collision consist of the plastic

scintillators (EJ-260; Eljen Technology) as the sampling layers. The previous Arm1

also used SciFi (SCSF-38; KURARAY) as the shower imaging sensor. It has been

estimated that the integrated radiation dose to the calorimeter will be up to approx-

imately 300 Gy after collecting statistically enough data (10 nb−1) in the operation

at 13 TeV proton–proton collisions. With this integrated dose, the light yield of EJ-

260 immediately starts degrading before finishing the operation. To minimize the

degradation due to the radiation effect to the scintillators, Gd2SiO5 (GSO; Hitachi

Chemical) scintillators have been chosen as the sensors for the new detectors. GSO is
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known as one of the best inorganic scintillators from the point of view of irradiation

tolerance. GSO is able to maintain its light yield up to the radiation of 106 Gy [45],

whereas that of EJ-260 is 102 Gy [35]. In addition, photon yield, the peak emission

wavelength, and the decay constant of this scintillator are similar to those of EJ-260;

therefore, the modification of the readout system is minimized. The properties of the

GSO scintillator have been tested by the accelerator with heavy ion beams at the

Heavy Ion Medical Accelerator in Chiba (HIMAC) and confirmed that GSO meets

our requirements. The details of these tests are reported elsewhere [42].

2.3.2 The upgraded detectors

Although the basic design of the calorimeter, including 16 sampling layers and four

position-sensitive layers interleaved in the tungsten absorbers is not changed, each

component has been replaced with the one which consists of the GSO scintillator.

As the imaging layers, the GSO-bars are also used [46]. Position-sensitive layers

for Arm2, the silicon strip sensors are also upgraded: the bonding scheme of the

microstrips is changed to reduce the signal pulse height and avoid saturation of the

front-end electronics with the higher energy deposit expected at 13 TeV; furthermore,

the longitudinal configuration inside a calorimeter is changed to improve the perfor-

mance of the EM shower measurement. Figures 2.2 and 2.3 show the longitudinal

structure of the calorimeters and the pictures during the construction, respectively.

The first half part of the calorimeter is mainly used for the measurement of the EM

shower development with use of the sampling layers prepared at every two radiation

lengths (X0). On the other hand, the sampling step for the layers deeper than the

12th is equipped every 4 X0. The total radiation length of the calorimeter is 44 X0,

thus the EM showers stop their development in the middle of the calorimeter. The

calorimeters are designed especially for the EM shower measurement. With this con-

figuration, the measured energy deposition in the calorimeter reaches about 3 % of

the incident energy for photons above 100 GeV.

2.3.3 The GSO-plate layers

The 16 layers of GSO-plate are sandwiched in a calorimeter tower as the sampling

layer. Each layer of the GSO-plate consists of a GSO scintillator with 1 mm thickness.

Each scintillator tile is covered with a reflecting film (Enhanced Specular Reflector;

3M). The emitted light from the scintillator is collected by a quartz light guide at-

tached at a side of the scintillator and read out by the photomultiplier tube (PMT,

HAMAMATSU R7400) via acrylic clear optical fibers. The scintillator, the light

guide, and the optical fibers are coupled with the optical cement. The GSO-plate

layers are supported with an acrylic holders. A sketch of the GSO-plate layers is

shown in Fig. 2.4. Since the light guide is attached to one side of the scintillator, it
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Figure 2.2: The longitudinal structure of the LHCf calorimeters. In both figures, grey
and light blue parts represent tungsten and GSO-plate layers, respectively. GSO-bar
hodoscope for Arm1 and the silicon strip detector for Arm2 are shown in red and
orange, respectively. Particles enter from the left side of each figure.
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(a) Arm1 (b) Arm2

Figure 2.3: The photos of Arm1 and Arm2 detectors. Side panels and readout cables
are not attached in these figures for the appearance. The Arm2 detector is lying
sideways.

causes position dependence of the light collection efficiency. Especially, in the case of

the Arm1 40 mm calorimeter, read out the light guide and fibers are attached with a

certain angle due to the constraint of space of the detector housing. The properties

of the position dependence of the light yield of all layers have to be understood based

on the experimental data as discussed in Sec.2.6.1.

2.3.4 The GSO-bar hodoscope

The upgraded Arm1 detector has four layers of the GSO-bar hodoscope which enable

us to measure the lateral distribution of the shower particles. The GSO-bar, bar-

shape GSO scintillator, has dimensions of the cross-section of 1 mm×1 mm and the

length of 20 mm or 40 mm depending on the calorimeter tower. The GSO-bar is

not covered with any coatings or cladding materials [46]. One layer of the GSO-

bar hodoscope consists of two orthogonally aligned belts. Each belt consists of 20

GSO-bars with 20 mm length and 40 GSO-bars with 40 mm length for the 20 mm

and 40 mm calorimeters, respectively as shown in Fig. 2.5. The GSO-bar belts are

covered by mirror-like optical enhancement film (enhanced specular reflector, 3M

Company) to screen two belts optically, and are packed in a black acrylic holder. The

signals from the four layers of the GSO-bar hodoscopes with 480 channels are read out

by eight PMTs with 64-anode sections (HAMAMATSU H7546, hereafter MAPMT)

through 0.71 mm diameter silica-fuzed optical fibers. It is important to mention
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Figure 2.4: A sketch of GSO-plate layers. Because of the constraint of the detector
width, read-out light guide and fibers of Arm1 large tower are not attached perpen-
dicular to a side of the scintillator.

that each GSO-bar in the bundle structure is not screened optically. Consequently,

crosstalk effect among adjacent channels is inevitable. Details of the crosstalk effect

are discussed in Sec. 2.6.2. The configuration of the four layers of GSO-bar hodoscope,

placed in 6, 10, 30 and 42 X0, is optimized for the EM and the hadron shower

measurements. Two layers are located at the earlier position of the calorimeter where

EM showers develop and the others are located in the deeper positions. A GSO-bar

hodoscope layer before the assembly of the Arm1 detector is shown in Fig. 2.6.

Considering the radiation hardness of the silicon detector, we have decided to keep

the silicon strip detector [48] as the position sensitive layer for Arm2 for the upgrade

of the detector. A plane of silicon detector consists of the strips with 80 µm-pitch

and the surface area of 64 mm × 64 mm, which covers all the calorimeter area of the

Arm2 detector. Despite 80 µm of the pitch, only every other channels are used to

reduce the data size. The position resolution of the silicon strip detector for the EM

showers has been found to be 50 µm by the accelerator test.

2.4 Zero-degree measurement at the LHC

2.4.1 Experiment at the TAN

Figure 2.7 shows the geometry of the IP1 at the LHC. The LHCf detectors locate at

±140 m away from the interaction point. The Arm1 and Arm2 detectors are installed
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1 mm × 1 mm × 40 (20) mm

Covered with mirror-like optical 
enhancement film

(enhanced specular reflector; 3M)
Not glued but contacted with 
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Collected light is send to a MAPMT

Silica fuzed optical fiber, φ=0.71mm
(FVP-600-660-710; Polymicro)

Figure 2.5: Schematic view of a belt structure of the GSO-bar hodoscope. The GSO-
bars are not coated and aligned without any glue, but contacted with thin air gap.
The belt of GSO-bars is covered with a mirror-like optical enhancement film.

Figure 2.6: A completed one layer of the GSO-bar hodoscope. Fibers from the GSO-
bars are bundled with epoxy glue.
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Figure 1.2: Geometry of the IP1 area of LHC. The structure seen in the center represents the
ATLAS detector surrounding the interaction point. The straight line from top-left to bottom-right
indicates the long straight section of the LHC tunnel and the LHCf detectors are installed at the
places marked ’TAN’ at both sides of IP1.

1.2 Experimental overview

The LHC has massive zero degree neutral absorbers (Target Neutral Absorber; TAN) located
±140 m from interaction points (IP) 1 and 5 in order to protect the outer superconducting beam
separation dipoles (D2) from neutral particle debris from the IP (figure 1.2, figure 1.3). Charged
particles from the IP are swept aside by the inner beam separation dipole D1 before reaching the
TAN. Inside TAN the beam vacuum chamber makes a Y shaped transition from a single common
beam tube facing the IP to two separate beam tubes joining to the arcs of LHC. The Y-chamber
has been carefully machined to have a uniform one radiation length projected thickness over a
100 mm⇥100 mm square centered on the zero degree crossing angle beamline. In the crotch of this
“Y-chamber”, just behind the 100 mm⇥100 mm square there is an instrumentation slot of 96 mmw⇥
607 mmh⇥ 1000 mml extending from 67 mm below the beam height to the top of the TAN. The
aperture for the LHCf measurements is limited by the width of the slot and by the vertical aperture
of the beam pipe in the D1 dipole projected to the TAN. The cross sections of the D1 beam pipe
projected to the detector plane and of the instrumentation slot of the TAN are drawn in figure 1.4.
This unique location covers the pseudo-rapidity range from 8.4 to infinity.

The LHCf detectors are two independent shower calorimeters inserted in the TAN instrumen-
tation slots on both sides of IP1. Each occupies a 300 mm length in the most upstream position of
the instrumentation slots followed by BRAN luminosity monitors 100 mm in length [12] and finally
the ATLAS ZDCs [11]. Both the LHCf detectors consist of a pair of small sampling and imaging
calorimeters made of plastic scintillators interleaved with tungsten converters. Position sensitive
layers are inserted in order to provide incident shower positions. The two detectors are similar, but
use different techniques and geometry for the purposes of redundancy and consistency checks of

– 3 –

Figure 2.7: Geometry of the IP1 at the LHC. The structure locating at the center is
the ATLAS detector surrounding the interaction point mostly. The LHCf detectors
are installed inside the TAN, locating either side of 140 m from the interaction point,
indicated in red.

in the TANs at the R132 and R172 sections, respectively. Beams collide at the center

of the Fig. 2.7, where the ATLAS detector covers large fraction of the phase space of

scattered particles.

The LHCf detectors are installed in the experimental slots, which are the gaps

between the beam pipes in the TANs. Figure 2.8 shows the sketch of the detectors

and the structures inside the TAN, and the installation of the Arm1 detector in the

TAN slot in December 2014. The detectors locating at the experimental slots of the

TAN are able to measure the neutral particles emitted into the zero-degree in hadron

collisions, while charged particles are swept away due to the dipole magnet between

the interaction point and the TAN.

2.4.2 Analog signal handling

Considering the radiation damages to the DAQ systems at the TAN, most of dig-

itization processes are performed at the counting room (USA15) adjacent to the

interaction point as shown in Fig. 2.7. Communications, such as signal receiving or

triggering, have to be performed through 200 m cables connecting the detectors at

the TAN region and the counting room in USA15.

The signals from the PMTs of the detector are firstly amplified (×4.8) at the

TAN region before being sent them via 200 m cables. After reaching to the counting
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Chapter 3

ZDC Design

3.1 ZDC Location

The ZDCs reside in a slot in the neutral beam absorbers (TAN). Fig. 3.1 schematically
shows the location of the TANs and thus the ZDCs. The TAN is located 140 m from
the IP, and is required to absorb the flux of forward high energy neutral particles
that would otherwise impinge on the twin aperture superconducting beam separation
dipoles (D2). The ZDCs are placed in a slot in the TAN that would otherwise contain
inert copper bars as shielding, at the point where the beam pipe transitions from one
pipe to two. Figure 3.2 shows two configurations of ZDC modules in the TAN. The
two configurations are discussed below in section 7.2.
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Figure 3.1: LHC beamlines in the region of IP1 showing the location of the ZDCs
(left). Transparent view of the TAN showing the beam pipe and location of ZDC
modules (right). The TAN is 140 m from the IP.
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LHCf detector locates
in front of ATLAS ZDC modules

(a) TAN (b) LHCf Arm1 being installed into the TAN slot

Figure 2.8: a) The beam pipe configuration at the TAN ([47], partially revised by the
author) and b) the LHCf Arm1 detector being installed into the experimental slot of
the TAN.

lack at USA15, the signals enter the linear fanout modules with two output channels

(N-SE820; Technoland) providing signals amplified by the factor of one or four. The

amplified signals are fed to the low-pass filter with a cut-off at 100 MHz before

entering the discriminator module (V814; CAEN). The hit signal of each sampling

layer is generated if the signal height is above the pre-determined threshold level of

13 mV for all channels. Hit information of all channels is registered in the logic boards

(V1495; CAEN and GPIO GN0324; GND), which are synchronized with the 40 MHz

clock provided by the LHC to trigger the data recording. The other signals, which

are not amplified by the fanout modules, are digitized by the QDC boards (V965,

CAEN) with 12 bits in two different dynamic ranges, 0.2 and 0.025 pC/ADC counts.

More details can be found elsewhere [35]. The front-end PCs and the readout/logic

modules communicate each other through the VME-PC bus interface (Bit3; SBS

Technologies).

2.4.3 Trigger system

The data acquisition of the LHCf experiment is triggered by a shower-like signal

detected by the calorimeters synchronized with the beam timing signal provided by

the LHC machine. The LHC has the beam pick-up detectors locating 170 m at both

sides of each interaction point, which send the beam timing signals (BPTX) to the

experiments. The revolution frequency (11 kHz) and the filling scheme of the beams

determine the rate of BPTX. The BPTX signals provided by the LHC are used as

the first level trigger (L1T) of the LHCf experiment. The secondaries generated in a

p–p 13 TeV inelastic collision enter either of the detectors with a probability of 15 %.

If either of the calorimeter detects a shower-like signal which coincides with L1T, the

system issues the second level trigger (L2T). Here shower-like signal is defined as the
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Figure 2.25: The logic diagram for trigger of the Arm#1 detector.
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Figure 2.9: The schematic diagram of the DAQ system at the LHC.

events having three successive sampling-layers with signals above the thresholds in

the calorimeter. The detection efficiency of the detector for photon events depends

on the noise level of each channel, and eventually is 100 % above 200 GeV photons in

the case of p–p 13TeV collisions. More details can be found in Chap. 4. L2T trigger

generates the third level trigger (L3T) which starts the data recording of the event

unless the readout system is busy. The DAQ speed is limited by the data recording

of the position-sensitive layers which have large number of channels to read. The

maximum DAQ rate of the Arm1 detector is approximately 1 kHz. All the DAQ

system is controlled by Maximum Integration Data Acquisition System (MIDAS)

[49], and the more detailed configuration can be found in [35]. The DAQ is remotely

operated from the control room on the ground level of IP1.

2.4.4 Detector coverage

Locating the detectors in the experimental slots of the TAN provides us an unique

opportunity to measure the very forward particles of hadron scatterings including

the zero-degree. The obstruction of mechanical structures between detectors and the

interaction point limits the lower side of η-acceptance of LHCf.

Figure. 2.10 shows the cross-sections at each detector positions. In both figures,

squares filled with grey represent the cross-section of calorimeters of Arm1 and Arm2.

Stars locating at the centers of both pictures denote a beam center which is zero-degree

of the hadron scattering. Lower side of the η-acceptance is limited by the projection

of the elliptical vacuum pipes around the dipole magnets at the TAN shown in the

blue circles in the figures. The LHC has the capability to collide beams with vertical
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“crossing angle”. It results in the shift of the beam center at the TAN position,

140 m away from the interaction point. Thus the η-acceptance of LHCf detectors

can be extended in such case. For 13 TeV operation, beams collide with a crossing

angle of 145 µrad, resulting shift of the beam center by 20.45 mm downward at the

TAN. Since the LHCf detectors can be moved vertically by a manipulator controlled

remotely, the detector vertical positions are adjusted to locate the beam center at the

centers of smaller calorimeters of Arm1 and Arm2. By this configuration, LHCf is

able to measure the secondary neutral particles in pseudorapidity range of η > 8.4.

2.5 Reconstruction methods

Before discussing details of the calibration and the performance studies, we briefly

introduce the photon reconstruction methods of the LHCf calorimeters and the cali-

bration coefficients to be determined in the further section.

The incident energy, E, of a particle entering the calorimeter is calculated by the

summation of the energy deposited in the calorimeter, S, as

E = J(S), (2.1)

where J represents a conversion function which is determined by the detector simu-

lation. J is a nearly linear function within the energy range of the LHCf experiment.

The summation of the energy deposited in the calorimeter is defined as

S =
13∑
i=2

dEi di λi, (2.2)

where dEi is the energy deposition at the i-th sampling layer. Only the energy

depositions of the limited layers, from the 2nd to the 13th, are integrated because the

contributions of the other layers are negligible. Coefficients di represent difference in

the sampling steps, which are two and four radiation lengths for earlier and deeper

layers, respectively, as illustrated in Fig. 2.2. di = 1 for i from 1 to 11 and di = 2

for the other deeper layers. Since the analog signals are sent to the counting room

via 200 m coaxial cables, attenuation of the signals must be taken into account in

the energy measurement. The attenuation correction factor λi is associated with

the length of the cable, which varies depending on the channels. Here the energy

deposited at each layer is given by

dEi =
1

Fi(x, y)
Ci qi (2.3)

where Ci is the conversion factor by which measured charge qi is converted to the

energy deposition. Nonuniformity of the light collection and the geometrical shower
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(a) Transverse projection of arm1

(b) Transverse projection of arm2

Figure 2.4: Acceptances of the LHCf calorimeters. In
p

s =13 TeV operation, the
elliptical structure of the beam pipe between IP1 and the TAN location (the main

limitation to the acceptance of LHCf) and the internal walls of the TAN

of the pipe itself in the D1 dipole region, around ±84.5m from IP. The projection

of the D1 aperture to the LHCf location at ±140m is an ellipse with horizontal

and vertical axises 211.8mm and 87.7mm, respectively. The position relationships

with calorimeters are shown in Figure 2.4. ”Beam center” indicated in the plots

means the extrapolated beam direction considering the 145 µrad crossing angle.

(a) Arm1 side
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(a) Transverse projection of arm1

(b) Transverse projection of arm2

Figure 2.4: Acceptances of the LHCf calorimeters. In
p

s =13 TeV operation, the
elliptical structure of the beam pipe between IP1 and the TAN location (the main

limitation to the acceptance of LHCf) and the internal walls of the TAN

of the pipe itself in the D1 dipole region, around ±84.5m from IP. The projection

of the D1 aperture to the LHCf location at ±140m is an ellipse with horizontal

and vertical axises 211.8mm and 87.7mm, respectively. The position relationships

with calorimeters are shown in Figure 2.4. ”Beam center” indicated in the plots

means the extrapolated beam direction considering the 145 µrad crossing angle.

(b) Arm2 side

Figure 2.10: Cross-section at the detector positions and projections of the beam pipe
and relating materials for a) Arm1 and b) Arm2. Here vertical crossing angle of
145 µrad is assumed.
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leakage effects of the GSO-plate layers are corrected simultaneously according to the

reconstructed hit position x and y. F (x, y) is introduced in Sec. 2.6.1, and is energy

independent within our requirement. Overall calibration, the measurements of Ci and

λi, and the performance of the energy reconstruction for EM showers are discussed

in Sec. 3.2.

The incident position of the incoming particle, x and y, in Eq.2.3 of Arm1 is

calculated by the lateral shower distributions observed at each layer of the GSO-bar

hodoscope. The energy depositions of the GSO-bar hodoscope are calculated as


dE1

...

dEj
...

dEN

 = Γ


C GSO-bar

1 q1
...

C GSO-bar
j qj

...

C GSO-bar
N qN

 , (2.4)

where qj and dEj are the measured charge information and the energy deposited in j-

th channel of the GSO-bar hodoscope, respectively. The range of j is 1 ≤ j ≤ 20(40)

for the 20(40) mm calorimeter. Γ denotes the correction matrix for the crosstalk

effect as discussed in Sec.2.3.4 and C GSO-bar
j represent the conversion factors for each

channel of the GSO-bar hodoscope. In Eq.2.4, subscripts for types of the calorimeter

tower (20/40mm), the layer number (1–4), the direction (x/y) are not shown for

simplicity. Therefore, we have to determine C GSO-bar
j of 480 channels in the beam

test. The absolute calibration of the GSO-bar hodoscope and its shower imaging

performance are discussed in Sec. 3.2.2 and 3.3.3.

2.6 Beam tests in HIMAC

Properties and the basic performance of the new sensors, GSO-plate and GSO-bar

hodoscope are tested at Heavy Ion Medical Accelerator in Chiba (HIMAC). Nonuni-

formity of light yield is measured in November 2011 for Arm1 and July 2013 for

Arm2. Measurement of the crosstalk effect of GSO-bar hodoscope is performed in

June 2012 and February 2014. In these beam tests, 400 MeV per nucleon carbon

beams are used in order to obtain a large amount of energy deposits, 44 MeV for

1 mm thickness of GSO in each of channel. Carbon beams are collimated in diameter

of 3 mm with the aluminum collimator. Tungsten layers in the calorimeter towers

are removed to avoid cascade showers and fragmentations in such a way as to obtain

calibration data for the light collection efficiency depending on the incident position

of the incoming particles for all GSO-plate layers. The setup of HIMAC beam tests

is shown in Fig. 2.11. A two-axis movable table attached the detector enable us to
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Collimator
(3 mm diameter) Trigger

scintillators . . . . . . . . . . . . . . .

. . . . . . . . . . . . . . .

Calorimeters 
without tungsten layers

2-axis moving table

40 mm tower

20 mm tower

Trigger
scintillator

Beam pipe

Arm1 detector 

Figure 2.11: Experimental setup of the HIMAC beam test in June 2012 for Arm1.
Beams exiting from the beam pipe end are collimated into a diameter of 3 mm.
Tungsten absorbers in the calorimeter towers are removed to let particles penetrate
the calorimeter towers. The detector is attached with a two-axis movable table to
scan all the calorimeter surface.

expose the beams to all the detective area of the calorimeters. Although we have

done several beam tests in HIMAC, set-ups are essentially same.

2.6.1 Position dependence of the light collection of the GSO-

plate layers

The position dependence of the light yield are determined experimentally in the HI-

MAC beam tests. Figure 2.12(a) shows the measured collection efficiency map of the

5th layer of the Arm1 40 mm calorimeter. Here the position dependence is observed

as ±30 % relative to the center of the calorimeter. To correct the position dependence

of measured energy deposit, the convolution of nonuniformity of the light collection

and the lateral spread of the cascade shower is required. Thus the obtained nonuni-

formity maps of the light yield observed in Fig. 2.12(a) are included in the detector

simulation. The response maps, where the nonuniformity of the light collection and

the lateral spread of showers are included, are obtained by performing the simulation

with 106 events of 150 GeV electrons exposing both of the calorimeters in Arm1. Fig-

ure 2.12(b) represents the response map for a cascade shower in the 5th layer of Arm1

large tower as an example. The measured energy deposition is expected to be smaller

due to the “geometrical shower leakage effect” when the incident position is close to

the edge of the calorimeter. This is because a part of particles in a shower exits the

calorimeters. The response map shown in Fig. 2.12(b) basically follows the feature

expected by the shower leakage effect, but the clear position dependence owing to
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ergy deposition

Figure 2.12: An example of a) nonuniformity of the light collection efficiency depend-
ing on the incident position measured at HIMAC and b) the position dependence of
the measured energy deposit for EM cascade showers simulated with 150 GeV elec-
trons, where the results of (a) are included in the detector simulation. In both figures,
the results of 5th layer of the Arm1 40 mm calorimeter are plotted and signals are
normalized to the center values. Horizontal and vertical axes represent the x and y
coordinates of the Arm1 40 mm calorimeter (40 mm × 40 mm). Since the direction
of the read-out of the light is not perpendicular to the edge of the GSO scintillator,
asymmetry can be seen in the Arm1 large tower.

nonuniformity of the scintillator is still observed in the map. The obtained response

maps for each layer are used as Fi(x, y) in Eq.2.3. All measured nonuniformity maps

are shown in Fig. A.1 and A.2 in Appendix A.

2.6.2 Crosstalk on the GSO-bar hodoscope

GSO-bars have no cladding materials different from SciFi as described in Sec. 2.3.4,

hence the GSO-bar hodoscope has non-negligible crosstalk between neighboring GSO-

bars. Crosstalk also occurs at the MAPMT input surface by the leakage of light to

neighboring pixels from the fiber end. Crosstalk effect in the GSO-bar bundle is not a

problem for single shower case from the point view of position resolution, because the

effect just makes lateral distribution smeared. On the other hand, when two (or more)

particles enter the calorimeter, smeared lateral distributions make the identification

of each shower difficult, especially when the energies of two particles is largely asym-

metric. Thus we must understand the response of the GSO-bar hodoscope against

the crosstalk effect to deal with such multi-hit events.

The channel in which beam passes is easily identified because the expected energy
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(b) Arm1 large tower

Figure 2.13: Averaged crosstalk response of the 20 and 40 mm tower measured at
HIMAC with use of heavy ion beams. Vertical axis represents the energy deposition
in each channel normalized to the beam-hit channel. Horizontal axis is the distance
from the beam-hit channel.

deposition in each channel is enough high, approximately 44 MeV. The responses of

the adjacent channels of the beam hit channels are then measured. Figure 2.13 shows

the averaged crosstalk response for the GSO-bar hodoscope, where the amount of

crosstalk is shown as a function of the distance from the beam-hit channel. Averaged

crosstalk responses 9 % and 6 % adjacent to the beam-hit channel are observed in

the GSO-bar hodoscope of the 20 mm and 40 mm calorimeters, respectively.

Crosstalk matrices for the correction of each lateral distribution, Γ in Eq.2.4, are

determined by the averaged responses. Even though the crosstalk response is not

uniform for each channel, the averaged crosstalk response is used in the following

analysis. The previous works have confirmed that crosstalk correction with use of

the averaged responses shows performance as good as those with channel-by-channel

response matrices by comparing the lateral shower profile with these two crosstalk

correction methods.
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Chapter 3

Calibration and performance

studies of the upgraded detectors

Dedicated beam tests have been performed at the CERN SPS for the calibration and

performance studies of the upgraded detectors. All the calibration and performance

studies are performed within the energy range which SPS can provide, while LHCf

detectors are expected to measure the particles up to 6500 GeV at the maximum.

Therefore, the agreement of the detector responses between the measured data and

detector simulation is also examined carefully.

3.1 Experimental setup of the SPS H4 beam test

The beam test of the upgraded LHCf detectors was performed at the T2-H4 beam

line in the SPS North area, CERN in 30th July to 11th August 2015. The Arm1 and

Arm2 detectors are installed in aluminum boxes within which the temperature inside

is controlled with a chiller. All operations are carried out under a temperature-stable

condition of the detectors, i.e, variation is less than 0.1 ◦C per hour. To minimize

materials in front of the detectors, a small window on the upstream panel of the

aluminum box is made and it is covered with a thin paper. Figure 3.1 shows the

setup of the beam line. The detectors and electronics are located on the movable

stage which moves along the plane perpendicular to the beam axis in order to scan

the entire calorimeter surface. On the stage, a micro-strip silicon tracker (ADAMO,

[50]) is placed in front of the detectors in order to determine the position of incident

particles. The performance of the ADAMO tracker has been studied experimentally

and its position resolution is better than 30 µm.

Electron beams in the energy range from 100 GeV to 250 GeV are used for the

test of the energy dependence of the gain calibration associated with Ci in Eq. 2.3

and linearity measurement of the calorimeters. 150 GeV electron beams are used

for the scanning of the calorimeters. The all area of the calorimeters is exposed
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Figure 3.1: The detector setup at the beam line. Beams enter to the detector from the
left side. The detectors are kept under stable thermal condition inside the aluminum
boxes and the silicon strip particle tracker is located on the movable table to expose
whole area of the calorimeters to beam.

to understand the position dependence of the response. Square trigger-scintillators

of size 20 mm and 30 mm are installed between the table and the beam pipe. A

coincidence of these scintillator signals is used to trigger the data acquisition. The

typical spreads of the electron and muon beams are smaller than 20 mm. Tens of

thousands of triggered events are collected for each energy and hundreds of thousands

of triggered events are collected by the position scanning in order to cover all area

of the calorimeter acceptances. Even though the purity of delivered electron beams

are good, we eliminated the contamination, such as charged pions, by using the

information of the longitudinal development of cascade showers in a calorimeter. We

use the method for EM/hadron shower seperation as well as that for the LHC analysis,

and the details are introduced in Chap. 4. The periods of the Arm2 and Arm1 data

taking are separated in time in the first and second halves, respectively, during the

two weeks of the beam time. Therefore, the level of the contamination in the beams

are not always identical for both detectors.
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3.2 Calibration of the upgraded detectors

3.2.1 Absolute gain calibration of the GSO-plate layers

In order to estimate the energy deposited in each layer from the measured charge

by the ADC units, the charge distributions of each sampling GSO layer with mono-

energetic electron and muon beams are compared with the prediction by MC sim-

ulations. Cosmos 7.633 [51] and EPICS 9.15 [52] packages are used for the MC

simulations. The entire experimental setup including last 12 meters of the beam pipe

is implemented in the MC geometry.

Electron data are used to determine the conversion factors between the ADC units

and the real energy deposit (in GeV) in the 2nd-10th layers where EM showers are

sufficiently developed. The energy deposits of MC events are scaled by a factor Ci
and noise fluctuations are added to each channel according to the measured pedestal

fluctuations during the test.

The scaled MC distributions (in ADC units) are then compared with the energy

deposit distributions of the data using a minimum chi-square test. Events where

the particle is injected near the edge of the calorimeters are rejected to reduce the

effect of position-dependent light collection efficiency of the GSO scintillators and of

lateral shower leakage. The events in a 4(8) mm × 4(8) mm square around the center

of the 20(40) mm calorimeter of Arm1 are selected, and the events in a 5(10) mm

× 5(10) mm square around the center of the 25(32) mm calorimeter of Arm2 are

selected. In addition, only bins with content above 30 % of the maximum bin are

used in the χ2 test to avoid the tail components of the distribution. MC distributions

are normalized to the area within those used in the χ2 test. χ2 is defined as

χ2
Ci

=
∑(

Ndata −NCi,MC√
σ2
data + σ2

MC

)2

, (3.1)

where Ndata and NCi,MC represent the number of content in each bin of the data

and the scaled MC with Ci, respectively. σdata and σMC are corresponding statistical

errors. Degree of freedom distributed around 30 depending on the layers. Figure 3.2

and 3.3 show the data and MC histograms with the best-fit parameters set for Arm1

and Arm2, respectively, with electron beams of 200 GeV. The MC distributions of all

layers reproduce well the data distributions. The results of the χ2 test which returns

the best in each layer are summarized in Tab.3.1.

The factors Ci, which give minimum χ2 for each layer, are defined as conversion

factors. The conversion factors are calculated with various electron beam energies

from 100 to 250 GeV to estimate the systematic error associated with this method.

For deeper layers where the energy deposit of electron-induced showers is not

sufficient, muon data are used to measure the conversion factors. Information from
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(a) Electron, Arm1 20 mm calorimeter

ADC count
0 100 200 300 400 500 600 700 800

E
ve

nt
s

0

500

1000

1500

2000

2500

3000 2nd layer

ADC count
600 800 1000 1200 1400 1600 1800

E
ve

nt
s

0

200

400

600

800

1000

1200

1400

1600 3rd layer

ADC count
800 900 1000 1100 1200 1300 1400 1500 1600 1700

E
ve

nt
s

0

500

1000

1500

2000

2500 4th layer

ADC count
800 900 1000 1100 1200 1300 1400 1500 1600

E
ve

nt
s

0

500

1000

1500

2000

2500

3000

3500 5th layer

ADC count
200 300 400 500 600 700 800 900 1000

E
ve

nt
s

0

1000

2000

3000

4000

5000
6th layer

ADC count
200 300 400 500 600 700 800 900 1000

E
ve

nt
s

0

500

1000

1500

2000

2500

3000

3500

4000 7th layer

ADC count
0 100 200 300 400 500 600 700 800

E
ve

nt
s

0

1000

2000

3000

4000

5000

6000

7000

8th layer

ADC count
0 100 200 300 400 500 600 700 800

E
ve

nt
s

0

1000

2000

3000

4000

5000

6000

7000

8000

9000 9th layer

ADC count
0 100 200 300 400 500 600 700 800

E
ve

nt
s

0

2000

4000

6000

8000

10000

12000 10th layer

(b) Electron, Arm1 40 mm calorimeter

Figure 3.2: The energy deposit distributions of the experimental data (black points)
and simulation (blue line) of the 2nd to the 10th layer of the Arm1 a) 20 mm and
b) 40 mm calorimeters. The simulation distributions shown here are those having
the minimum-chi-square parameters set. Injected particles are 200 GeV electrons.
The horizontal axis represents the ADC counts. The area of each MC distribution is
normalized to the area of the corresponding data distribution.
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(a) Electron, Arm2 25 mm calorimeter
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(b) Electron, Arm2 32 mm calorimeter

Figure 3.3: The energy deposit distributions of the experimental data (black points)
and simulation (blue line) of the 2nd to the 10th layer of the Arm2 a) 25 mm and
b) 32 mm calorimeters. The simulation distributions shown here are those having
the minimum-chi-square parameters set. Injected particles are 200 GeV electrons.
The horizontal axis represents the ADC counts. The area of each MC distribution is
normalized to the area of the corresponding data distribution.
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Table 3.1: Minimum χ2 and DOF of the best fit parameter set for 200 GeV electrons

(a) Arm1 20 mm calorimeter

layer χ2 DOF Prob.

2 54.708 32 0.007
3 21.478 30 0.872
4 51.859 31 0.011
5 32.275 34 0.552
6 37.320 39 0.547
7 32.124 42 0.865
8 31.163 26 0.222
9 27.336 30 0.606
10 51.606 45 0.231

(b) Arm1 40 mm calorimeter

layer χ2 DOF Prob.

2 47.992 45 0.352
3 41.596 46 0.657
4 9.3058 26 0.999
5 48.942 37 0.091
6 43.025 48 0.676
7 24.644 32 0.820
8 30.919 39 0.819
9 25.037 29 0.676
10 40.319 36 0.285

position-sensitive layers is used to extract penetrating events and reject pion con-

tamination. The average number of photoelectrons generated by muons is also set

as a free parameter to correctly reproduce the width of the data distribution. The

smearing of the distributions follows the Poisson distribution taking the number of

photoelectron as the mean value. The resolution of the charge distribution generated

from a photoelectron in the PMT is considered by applying a Gaussian smearing.

The resolution is fixed at 30 % in this analysis. Best-fit parameters are determined

using a χ2 test also for the muon case. Figures 3.4 and 3.5 show the data and MC

histograms with the best-fit parameters set of Arm1 and Arm2, respectively. Since

the muon measurements of Arm1 and Arm2 are performed under the different beam

condition, pion contamination which passed the event selection makes the tail com-

ponent in the data distributions only for Arm2 as seen in Fig. 3.5. In order to avoid

the influence of the tails in the chi-square test, only bins with content above 30 %

of the maximum bin are compared as well as the electron case. Eventually the MC

distributions of all layers show good agreement with the data distributions around

the peaks. In this beam test, we are not able to aquire the data of the first layer of

the Arm1 20 mm calorimeter, thus the conversion factor for this layer is calculated

by the data taken in 2014 under the condition essentially same as this test.

Although we can determine the factors for all layers using muon data, the precision

of the calibration by electron data is better than that by the muon data, owing to

the higher energy deposit. The conversion factor error ∆Ci is defined as the range

satisfying ∆χ2 = |χ2−χ2
min| < 1 for electron beam (one free parameter in the fit) and

∆χ2 = |χ2−χ2
min| < 2.3 for muon beam (two free parameters). The minimum χ2 and

associated degree of freedom (DOF) of the Arm1 20 mm and 40 mm calorimeters, for

instance, are summarized in Tab. 3.2.

The calibration factors determined with different electron beam energies and with

muon beam are compared. Since the applied high voltages for the PMTs are 600 V and
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(a) Muon, Arm1 20 mm calorimeter
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(b) Muon, Arm1 40 mm calorimeter

Figure 3.4: The energy deposit distributions of data (black points) and simulation
(blue line) of the Arm1 a) 20 mm and b) 40 mm calorimeters which have minimum-
chi-square parameters set for all layers. Injected particles are 250 GeV muons. The
horizontal axis represents the ADC counts. The area of each MC distribution was
normalized to the area of the corresponding data distribution.
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(a) Muon, Arm2 25mm calorimeter
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(b) Muon, Arm2 32mm calorimeter

Figure 3.5: The energy deposit distributions of data (black points) and simulation
(blue line) of the Arm2 a) 25 mm and b) 32 mm calorimeters which have minimum-
chi-square parameters set for all layers. Injected particles are 250 GeV muons. The
horizontal axis represents the ADC counts. The area of each MC distribution was
normalized to the area of the corresponding data distribution.
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Table 3.2: Minimum χ2 and DOF of the best fit parameter set for 150 GeV muons.

(a) Arm1 20 mm calorimeter

layer χ2 DOF Prob.

1 - - -
2 34.971 23 0.052
3 40.290 29 0.079
4 29.190 24 0.213
5 36.717 34 0.344
6 12.794 14 0.543
7 22.931 37 0.966
8 18.079 23 0.753
9 23.583 23 0.427
10 39.096 32 0.181
11 43.939 26 0.015
12 12.164 18 0.839
13 18.579 23 0.725
14 38.490 19 0.005
15 20.436 16 0.201
16 28.269 24 0.249

(b) Arm1 40 mm calorimeter

layer χ2 DOF Prob.

1 29.427 26 0.292
2 26.673 23 0.270
3 35.322 30 0.231
4 33.294 27 0.188
5 31.586 31 0.437
6 18.665 21 0.607
7 21.523 24 0.608
8 20.909 19 0.342
9 28.582 22 0.157
10 17.586 19 0.550
11 34.341 27 0.156
12 30.578 27 0.289
13 46.078 28 0.017
14 22.326 20 0.323
15 18.593 25 0.816
16 34.706 22 0.042

1000 V for the electron and muon operations, respectively, the muon-based conversion

factors are re-scaled by the ratio of the PMT gain between the two configurations

(ranging between 14 and 21). The temperature dependence of the PMT gain is

corrected for the muon-based factors so as to adjust to the situation of the electron

runs. The level of the correction is less than 10 %. Figure 3.6 shows the conversion

factors of each layer of the Arm1 20 mm and 40 mm calorimeters. All points are

normalized to the factors measured with the 200 GeV electron beam.

The data comparisons are used to estimate the systematic uncertainty of the

calibration factors. The systematic errors associated with the conversion factors are

estimated from the deviations of the electron factors obtained by various energies of

electrons. The systematic error of the electron-based gain calibration is estimated as

2.2 % and 0.8 % for Arm1 and Arm2, respectively. The systematic error associated

with muon-based gain calibration, which is estimated by calculating the ratios of the

muon-based factor to electron-based factor for each layer, is considerably larger than

that of the electrons: 7 % and 5–10 % for Arm1 and Arm2, respectively. The effect

of uncertainty in muon-based factors is small for the photon energy reconstruction

because they are used in the deeper layers (11th-13th), where the contribution to the

total energy deposit S is 1.4(6) % in average for 200 GeV(6 TeV) incident photons.
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Figure 3.6: The dependence of the conversion factors derived from different energies
and particles. Results of the Arm1 a) 20 mm and b) 40 mm calorimeters from the
2nd to the 10th layer are presented. The black points correspond to the muon-based
factors while colored points represent the factors at various energies of the electron
beam. All points are normalized to the factors obtained with the 200 GeV electron
beam.
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Figure 3.7: An example of the charge distribution of muon events. The distribution
of the Arm1 20 mm calorimeter 1st layer X ch20 is shown here.

3.2.2 Gain calibration of GSO-bars of the Arm1 calorimeter

The gain calibration of all 480 channels of the GSO-bar hodoscope, C GSO-bar
j in Eq.2.4,

is performed by using 250 GeV muon beams. Approximately 0.76 MeV of the de-

posited energy is expected when an MIP particle passes through 1 mm of a GSO-bar

[46]. Because of such small energy deposit expected in muon evevnts, 950 V as the

high voltage of MAPMT is applied to each channel of the GSO-bar hodoscope. A ref-

erence particle tracker, ADAMO, is located in front of the detector to locate a beam

incident position at each GSO-bar layer. To extract deep penetrating events where

uniform deposited energies are expected, the total energy deposited in the calorimeter

is used to exclude backgrounds events such as pion contamination or muons that stop

at the middle of the calorimeter.

A function convoluting Landau and Gaussian distributions is used to fit the energy

deposition distributions. A most-probable value is defined according to a fit as a

muon peak of a GSO-bar channel, of which ADC value is converted to 0.76 MeV.

Figure 3.7 shows an example of a distribution of muon events observed by the GSO-

bar hodoscope and the fitting result. Owing to the low photoelectron yields of the

muon signal, the muon peaks are not able to be determined accurately, especially

for relatively low-gain channels unlike the channel seen in Fig. 3.7. An alternative

approach for the gain calibration is used for such channels. Using 150 GeV electrons,

the average deposited energy on a GSO-bar is estimated from an expected lateral

distribution of shower, when that channel is regarded as a shower peak. Eventually,

dispersion of C GSO-bar
j , which are translated to conversion factors, is 34 % as shown

in Fig. 3.8.
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Figure 3.8: Distribution of the conversion factor [ADC/GeV] of all GSO-bar ho-
doscope channels.

3.2.3 Attenuation factor of the 200 m signal cables

In the LHC configuration, the PMT signals are sent from the detector to the elec-

tronics through 200 m long cables, thus the signal must be corrected to compensate

losses along the cable. The signals of all channels experienced 300 ns of delyay in

the SPS configuration. Since the waveform of a GSO scintillator signal is different

from that of a plastic scintillator, the attenuation correction factor for each channel,

λ in Eq.2.2, of the new detectors have to be measured again. The attenuation factor

is measured by comparing the energy depositions for 150 GeV electron beam with

different analog cable length: a) a replica of the 200 m long cable in the LHC between

the detector and the electronics or b) with 300 ns cables as the nominal configura-

tion in the beam test. Cable attenuation factors are estimated as 0.902±0.005 for all

the layers of Arm1, while in Arm2 they are 0.887 ±0.005 for the 16th layer of the

25 mm calorimeter, 0.908 ±0.005 for layers 2–10 of the 32 mm calorimeter, and 0.902

±0.005 for the other layers after scaling for the different length of the cables, ranging

180–194 m owing to the experimental constraint, used at LHC.

3.3 Performance for EM shower measurements

Performance of the photon measurement can be evaluted with that of electron because

their interaction in a calorimeter and cascade shower derived from them are essentially

same. Thus, in the following sections, the performance of the photon measurement

of the LHCf detectors using the electron data is examined. The energy and position

resolutions, the position dependence of the energy and position reconstructions and

the linearity of the detector responses are tested with various energies of electron

beams.
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Figure 3.9: The distribution of the total energy deposit of the data (black points)
compared with the simulation (blue line) of the Arm1 40 mm calorimeter. Electron
beam with the momentum of 200 GeV is used here. Gaussian fit returns the mean
and the standard deviation of 7.35 GeV and 0.16 GeV, respectively.

3.3.1 Energy resolution of the calorimeters

The energy resolution of the calorimeters are evaluated with the S distributions mea-

sured at each mono-energy beam. The events in a 4(8) mm × 4(8) mm square

around the center of the 20(40) mm calorimeter of Arm1 are selected and the events

in a 5(10) mm × 5(10) mm square around the center of the 25(32) mm calorimeter

of Arm2 are selected. Figure 3.9 shows an example of the S distribution observed in

the Arm1 40 mm calorimeter. For a primary electron energy of 200 GeV, an average

sampled energy of 7.35 GeV is measured with a standard deviation of 0.16 GeV. The

MC distribution reproduces the data distributions well.

The energy resolution is defined as 1-σ of the Gaussian fitting to the S distribution.

The energy dependence of the energy resolution, compared with the MC prediction,

is shown in Fig. 3.10 and 3.11 for Arm1 and Arm2, respectively. The results are fit

by a function quadratically adding the stochastic and the constant terms

a√
E
⊕ b, (3.2)

where E denotes the energy in the unit of GeV. The obtained results are a = 28.55±
0.59 %, b = 0.74±0.12 % and a = 29.22±0.18 %, b = 1.10±0.03 % for the Arm1 20 mm

and 40 mm calorimeters, respectively, while a = 22.10±0.33 %, b = 0.96±0.04 % and

a = 23.72± 0.16 %, b = 0.83± 0.02 % for the Arm2 25 mm and 32 mm calorimeters,
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(a) Arm1 20 mm calorimeter
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(b) Arm1 40 mm calorimeter

Figure 3.10: Energy dependence of the energy resolution of the Arm1 a) 20 mm and
b) 40 mm calorimeters for the data (filled circles) and the MC (open circles, shifted
horizontally by 5 GeV). The events in a 4(8) mm × 4(8) mm square around the center
of the 20(40) mm calorimeter are selected.
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(a) Arm2 25 mm calorimeter
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(b) Arm2 32 mm calorimeter

Figure 3.11: Energy dependence of the energy resolution of the Arm2 a) 25 mm and
b) 32 mm calorimeters for the data (filled circles) and the MC (open circles, shifted
horizontally by 5 GeV). The events in a 5(10) mm × 5(10) mm square around the
center of the 25(32) mm calorimeter are selected.
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respectively.

Although the energy resolutions are evaluated with use of the center region, the

scan with 150 GeV electron beams is to test the resolutions of all the calorimeter

surfaces. Figure 3.12 shows the position dependence of the energy resolution of the

Arm1 calorimeters. Energy resolutions are evaluated every 1 mm and 2 mm steps for

the 20 mm and 40 mm calorimeters, respectively, except for the 2 mm edge region of

each calorimeter. The results are shown in Fig. 3.12(a) and 3.12(c). Distribution of

S at three different points along the diagonal direction as indicated by small squares

are shown in Fig. 3.12(b) and 3.12(d). Figures 3.12(a) and 3.12(c) indicate that

the energy resolution becomes worse as it goes to the edge of the calorimeter. The

incident position of the particles here are reconstructed by using the information of

the position sensitive layer in the detector. For instance, in Fig. 3.12(c), the energy

resolution is better than 3 % at the very center of the Arm1 40 mm calorimeter, while

it is nearly level of 5 % at the edge of the calorimeter. 4–5 % of energy resolution at

150 GeV EM shower is not the matter as it still meets the requirement for the photon

analysis in the p–p 13 TeV collisions. However, we have to carefully understand the

systematic shift of the peak of S, especially those seen in the 40 mm calorimeter

as shown in Fig. 3.12(d). Such systematic shift of the peaks, namely the position

dependence of the energy reconstruction, is discussed in Sec. 3.3.2.

3.3.2 Position dependence of energy reconstruction

As mentioned in Chap. 2, the position dependence of light collection efficiency in

GSO scintillators and shower leakage could cause the position dependence of the

energy reconstruction. Nonuniformity of light collection and shower leakage effects

are simultaneously corrected using a two-dimensional correction map, F (x, y) of each

layer as discussed in Eq. 2.3 and Fig. 2.12(b). These position dependent effects are

known to be energy independent within our requirement.

The correction is tested by checking the position dependence of the S for each

calorimeter. Data with 150 GeV and 200 GeV electron beams are used for this study

of Arm1 and Arm2, respectively. The uniformity of the calorimeter response before

and after the correction is demonstrated in Fig. 3.13. The distribution of averaged S

in each position of the Arm1 40 mm calorimeter is shown in Fig. 3.14. In Arm1, the

deviations of the S distributions relative to the value in the center of the calorimeter

are 1.0(0.9) % for the 20(40) mm calorimeters, while in Arm2 they are 1.1(1.0) % for

the 25(32) mm calorimeters. Therefore, the systematic uncertainty associated to the

position dependence of the energy determination is estimated to be about 1 % for both

Arm1 and Arm2. Particles incident within 2 mm from the edge of the calorimeters

are not considered in the analysis, because the gradient of the position dependence

of the energy deposition is too large and it cannot be properly corrected with this

method. The same cut is applied to the LHC analysis.
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(a) Energy resolutions of 20 mm calorimeter
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(c) Energy resolutions of 40 mm calorimeter
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Figure 3.12: Energy resolution [%] of the Arm1 a) 20 mm and c) 40 mm calorime-
ters for 150 GeV electron as a function of the incident position. Samples of the S
distributions at several positions indicated by squares for the Arm1 b) 20 mm and d)
40 mm calorimeters.
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(c) Arm2 25 mm, before the correction
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(d) Arm2 25 mm, after the correction

Figure 3.13: The position dependence of S. X and Y represent the transverse coordi-
nates of the Arm1 40 mm calorimeter a) before and b) after the correction, and the
Arm2 25 mm calorimeter c) before and d) after the correction. The region within
2 mm from the edge of the calorimeters was not considered in the analysis.

48



Ratio to the center value
0.9 0.95 1 1.05 1.1

E
ve

nt
s

0

5

10

15

20

25

30

35

40

45

Figure 3.14: The one dimensional ratio distribution of Fig. 3.13(b).

3.3.3 Position resolution of the shower imaging layers

Particles entering the detector develop the cascade showers in the calorimeters. GSO-

bar hodoscope layers measure the lateral distribution of the cascade showers at each

depth. The lateral distributions in the orthogonal directions, X and Y, in each layer

are then used to determine the hit position of the incident particles. In each event,

measured charge information of the GSO-bar hodoscope are converted to the energy

deposition as discussed in Sec. 2.5. Figure. 3.15 shows a lateral distribution measured

in the second X layer of the GSO-bar hodoscope for the 250 GeV electron beam. The

event shown in Fig. 3.15 demonstrates that the measured lateral shower distribution

before the crosstalk corretion is smeared compared to that of after the correction. The

profile of the lateral distribution, such as the width, after the correction is compatible

with what is expected from the detector simulation without the crosstalk effect.

After the shower event selection, lateral shower distributions measured by each

layer of the GSO-bar hodoscope are fit with the empirical function based on [55],

f = A

[
r

1
2
σa

{(x− x0)2 + σa}
3
2

+ (1− r)
1
2
σb

{(x− x0)2 + σb}
3
2

]
, (3.3)

where x0 is the shower peak position, r is the fraction of the peak height of the fisrt to

the second term, σa(b) determine the width of the distribution, and A is normalization

factor. The alignment of each GSO-bar position is measured with use of the muon

beams not to develop the cascade showers. The obtained positions of GSO-bars

are compatible and reasonable considering the holder of the GSO-bar bundles as

the mechanical limits, which are 20.1+0.1
−0.0 mm and 40.35+0.1

−0.0 mm for the 20 mm and
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Figure 3.15: An example of the measured lateral shower distribution in the second X
layer of the GSO-bar hodoscope. Electron beam with the momentum of 250 GeV is
injected to the detector. Solid and dotted lines are the laterals before and after the
crosstalk correction, respectively.
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40 mm calorimeters, respectively. Each position of the GSO-bar determined by the

alignment test is included in the analysis. The position resolution of the GSO-bar

hodoscope is evaluated by comparing with the calculated incident positions with use

of the ADAMO tracker. The calibration and performance of the ADAMO tracker is

carefully studied. The ADAMO tracker is guaranteed to be used as the reference of

the position, such as the position resolution of 30 µm.

Then residual between the reconstructed positions of the GSO-bar hodoscope

and the ADAMO tracker is calculated in each event. Figures 3.16 and 3.17 are the

residual distributions of the first and the second layers of the 20 mm and the 40 mm

calorimeters, respectively. In Fig. 3.16 and 3.17, the distributions are calculated

with the events hitting within 4 mm from the center of the calorimeters. Standard

deviations of the residual distributions are defined as a position resolution in each

beam energy, thus 100 µm for 20 mm 1st X for instance.

Figure 3.18 represents the position resolution of the first and the second layers of

the GSO-bar hodoscope as a function of the electron beam energy. Corresponding

the MC simulation results are compared with the observed results. The position

resolution of the ADAMO tracker 30 µm is quadratically added to the calculated

resolutions for the simulation data. Above the electron energy of 200 GeV, which

is supposed to be the threshold for LHC 13 TeV collision data, we confirm better

position resolution 130 µm than the previous LHCf Arm1 detector, while it was

170 µm using SciFi [35]. The improvement of the position resolution seems owing to

the use of the holder structure of the GSO-bar hodoscope. SciFi used in the previous

detector do not have any supporting structures such as holders, but each scintillating

fibers are glued with each other [35]. Note that the obtained position resolution is

slightly worse than that intrinsic resolution expected from detector MC simulation,

however, these accuracy are precise enough for position reconstruction. The cause

of the discrepancy would be related to the accuracies of the corrections for crosstalk

between the GSO-bars and of the GSO-bar alignment.

Up to this point, the GSO-bar hodoscope has the position resolution, at the center

of the calorimeters, which meets the requirement of the LHCf experiment. Position

dependence of the position reconstruction is the another issue to be understood cor-

rectly. All the calorimeter surface is scanned with the 150 GeV electron beams in the

test.

Residual distributions at three different positions are shown in Fig. 3.19. The peak

position and width of the residual distributions are similar among the three positions

on the first X layer of the 20 mm calorimeter, whereas a clear position dependence of

the position reconstruction is observed in the first X layer of the 40 mm calorimeter.

The residual distribution broadens as the incident position get closer to the edge of

the calorimeter and its peak shifts by approximately +200 µm at 2 mm< x <3 mm,

thus it indicates the reconstructed positions by the GSO-bar hodoscope are biased to

the center of the calorimeter.
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Figure 3.16: Distributions of the residuals between calculated positions by the GSO-
bar hodoscope and the reference tracker ADAMO. Each plot represents the 20 mm
a) 1st X b) 1st Y c) 2nd X, and d) 2nd Y. In this case, injected beam was 200 GeV
electron and events inside a 4 mm × 4 mm square around the calorimeter center are
selected.
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Figure 3.17: Distributions of the residuals between calculated positions by the GSO-
bar hodoscope and the reference tracker ADAMO. Each plot represents the 40 mm
a) 1st X b) 1st Y c) 2nd X, and d) 2nd Y. In this case, injected beam was 200 GeV
electron and events inside a 4 mm × 4 mm square around the calorimeter center are
selected.

53



Electron beam energy [GeV]
50 100 150 200 250

m
]

µ
R

es
ol

ut
io

n 
[

0

50

100

150

200

250
Data X

Data Y

MC X

MC Y

(a) 20 mm 1st layer

Electron beam energy [GeV]
50 100 150 200 250

m
]

µ
R

es
ol

ut
io

n 
[

0

50

100

150

200

250
Data X

Data Y

MC X

MC Y

(b) 20 mm 2nd layer

Electron beam energy [GeV]
50 100 150 200 250

m
]

µ
R

es
ol

ut
io

n 
[

0

50

100

150

200

250
Data X

Data Y

MC X

MC Y

(c) 40 mm 1st layer

Electron beam energy [GeV]
50 100 150 200 250

m
]

µ
R

es
ol

ut
io

n 
[

0

50

100

150

200

250
Data X

Data Y

MC X

MC Y

(d) 40 mm 2nd layer

Figure 3.18: Position resolution of the GSO-bar hodoscope a) 20 mm 1st, b) 20 mm
2nd, c) 40 mm 1st, and d) 40 mm 2nd layers depending on the injected beam energies.
In each figure, black and white points represent the result of data and simulation,
respectively. Circles and triangles represent X or Y side of the GSO-bar bundle.
Error-bars are plotted, but within the markers in most cases. Note that, in these
plots, MC points include, the position resolution of the reference tracker, 30 µm to
compare with the data results.
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Figure 3.19: Examples of distributions for the residual of the positions between GSO-
bar and the ADAMO tracker at three different positions of the first layer of the Arm1
a) 20 mm and b) 40 mm calorimeters. For the 20 mm calorimeter, 2 mm< x <3 mm,
5 mm< x <6 mm, and 10 mm< x <11 mm are selected, while 2 mm< x <3 mm,
10 mm< x <11 mm, and 20 mm< x <21 mm are selected for the 40 mm calorimeter.

The position resolutions as a function of incident position given by the ADAMO

tracker are summarized in Fig. 3.20. For the 20 mm calorimeter, obtained position

resolutions are independent from the position except at the both side of the 2 mm

edge regions for all layers. On the other hand, the resolution becomes slightly worse

as the incident position locates closer to the edge for the 40 mm calorimeter.

Figure 3.21 shows the peak shift of the residual distributions depending on the po-

sitions. Also in this case, incident position of the particles calculated by the ADAMO

tracker are used. As well as the observed results in Fig. 3.19(b), means of the resid-

uals shift larger as the reconstructed positions by the ADAMO tacker are closer to

x(y) = 0, while the opposite trend can be seen in the other side of the horizontal

axis. The position dependence particularly seen in the edge of the calorimeters is not

caused by the ADAMO tracker, because the particle tracking is performed before en-

tering the LHCf calorimeters and the detection area of the ADAMO tracker is larger

than that of the calorimeters. The results indicate that the position reconstruction

near the edge is biased by the uncertainty of the gain calibration of edge channels of

the GSO-bar hodoscope. The conversion factors of the GSO-bar hodoscope is deter-

mined by using muon data as discussed in Sec. 3.2.2, and the conversion factors are

determined properly for most of channles. Due to the difficulty of the muon event se-

lection where a penetrating track is expected, there is a relatively large uncertainty on

the calculation of the conversion factors for the edge channels. Constant component

of the offset from zero level is due to the precision of the alignment of the ADAMO
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Figure 3.20: Position dependence of the position resolutions. The horizontal and
the vertical axes denote the incident position of the particle reconstructed by the
ADAMO tracker and the position resolutions, respectively.

tracker relative to the LHCf calorimeters considering the fact that levels of the offest

is similar among the layers. Thus the offset from the zero level is not associated with

the LHCf detector itself.

3.3.4 Linearity of the detector responses

The linearity of the energy determination is checked by fitting the relation between S

and the energy of the incident particle for all the electron beam energies with a linear

function. Figure 3.22 shows the measured S as a function of the incident energy of

electron beams. Although the LHCf detectors are designed to measure the particles

with the energy up to 6500 GeV, 250 GeV is the highest energy at the beam test.

Therefore, only the points with the energies bellow 200 GeV are used for the fitting in

order to examine the linearity at the high energy region. Eventually non linearity of

the calorimeters, defined as the deviations from the linear fitting at the lower energy,

is less than 0.5 % at 200 GeV, 230 GeV (only Arm2), and 250 GeV for all calorimeters

of both Arm1 and Arm2 (Fig. 3.23).

Deviations from linearity are smaller than 0.5 % in the whole energy range between

100 GeV and 250 GeV for both Arm1 and Arm2.
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Figure 3.21: Systematic offsets of the position reconstruction depending on the beam
hit positions. Black points shows gaussian-fitted centers of the residual distributions
at each beam-hit positions according to the reference tracker, ADAMO. Offsets of
baselines from zero seen along y-axis are caused by the alignment between the detector
and ADAMO, thus, which are not particular about the detector itself. Steep slopes
are seen in the edges in each plots.
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(b) Arm1, 40 mm calorimeter
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(c) Arm2, 25 mm calorimeter
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(d) Arm2, 32 mm calorimeter

Figure 3.22: The relation between the energy of the incident particle and S for both
the Arm1 and the Arm2 detectors. The black points represent measured data while
the fit function is drawn as a dashed line.
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Figure 3.23: Deviation from the fitting results of Fig. 3.22. Black circles, black
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fittings.
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Chapter 4

Data analysis of forward-photon

energy spectra in p–p
√
s =13 TeV

collisions

4.1 13 TeV proton-proton collisions at the LHC

4.1.1 The LHCf dedicated run

In 8-13 June 2015, LHCf has successfully completed all programs for 13 TeV proton

proton collisions. Fill 3855, on 12–13th June 2015, is used for the photon analysis in

this study. Initially the delivered filling scheme was “Multi 39b 37 15 15 4bpi11inj”,

where 37 bunches and the rest two bunches were filled for colliding at the point1 and

the background study associated with residual gas in the beam pipe, respectively.

After a RF problem of LINAC, the scheme changed as 29 colliding bunches, and 6

and 2 non-colliding bunches for Beam1 and Beam2, respectively. The beams have the

crossing angle of 145 µrad, which is the limit of crossing angle at IP1. This results

in the shift of the beam position by 20.45 mm downward at the location of the LHCf

experiment as discussed with Fig. 2.10 in Sec. 2.4.4. Owing to the beam crossing, the

η acceptance of the LHCf detectors is maximized to η > 8.4. A beam parameter for

the transverse emittance, β∗, is adjusted to 19.11 m so as to achieve a low luminosity

condition for LHCf. The beam condition of Fill 3855 is summarized in Tab. 4.1.

Figure 4.1 shows time variation of trigger rate, DAQ efficiency, and counting rate

of the Front Counter [35] of the LHCf experiment together with the beam condition

during Fill 3855. They are compared with the luminosity measured by the ATLAS

experiment [54]. Meeting the requirement of the LHCf experiment, a remarkably low

luminosity, an order of 1029 cm−2s−1 which is five orders of magnitude lower than a

nominal condition is achieved by unsqueezing the beam bunches instead of squeezing.

The counting rate of the LHCf Front Counter, proportional to the luminosity in this
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Table 4.1: Beam condition of Fill 3855

Fill no. 3855
Filling scheme Multi 39b 37 15 15 4bpi11inj

Duration 14h:05m:26s
Beam energy [GeV] 6500

Crossing angle [µrad] 145 (V)
β∗ [m] 19.11

counting range, exhibits the behavior compatible with the luminosity measured by the

ATLAS experiment. The trigger rate of LHCf is roughly 400 Hz, where the efficiency

of DAQ is a level of 50 %. During the fill, we adjust the beam parameters, such

as beam separtation, to satisfy the L3T rate slightly above the maximum DAQ rate

with satisfying low pile-up probability. A pile-up event is defined as the event where

multiple collisions happen in a single bunch crossing. These pile-up events are crucial

for the LHCf experiment because the LHCf detectors are not capable of distinguishing

the pile-up events from multiple particles associated with a single collision. Although

the fill lasted for 14 hours, the beam condition optimized for the photon analysis

is intentionally changed in the middle of the fill for the other physics program, the

π0 analysis, after a confirmation of the statistics of the first program. The pile-up

parameter, µ, average numbers of inelastic collisions per one beam crossing, is kept

approximately 0.01 during the photon program, while it is 0.03 for the rest of the fill

to increase the statistics of π0 events with a dedicated trigger mode and compromising

a slightly high pileup probability. The expected rates of the pile-up event during the

operation are approximately 0.3 and 0.6 % for µ=0.01 and 0.03, respectively.

Only the data with µ = 0.01, photon dataset hereafter, is used for the study

here. The photon dataset contains 170 LHCf DAQ runs, in which one LHCf DAQ

run is equal to 25,000 triggered events, corresponding to live time of 9945.38 seconds.

Slow control data (temperatures of electronics and PMTs, applied HV and LV values,

manipulator positions, and etc.) are recorded and confirmed to be stable for runs of

the photon dataset.

The integrated luminosities of every LHCf DAQ runs are then calculated by the

luminosity provided by ATLAS and the DAQ efficiency. The averaged luminosity

and DAQ efficiency during each LHCf run are used for the calculation. Eventually

the integrated luminosity for all the photon dataset is 0.1905 nb−1 for both Arm1

and Arm2, corresponding to 1.5×107 inelastic collisions assuming the inelastic cross-

section of 78.53 mb at
√
s =13 TeV, which is extrapolated by previous measurement

up to
√
s =8 TeV of total and elastic cross-sections [1, 53]. The uncertainty of the

luminosity measurement by the ATLAS experiment here is 1.9 % [54].

In the following sections, the inclusive photon analysis is discussed with the Arm1

detector. The analysis procedure of the Arm2 detector is essentially same as Arm1,
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Figure 4.1: DAQ during Fill 3855. The DAQ rate, DAQ efficiency, and count rate of
Front Counter of the LHCf experiment are shown in black, red, and blue, respectively.
Luminosities measured by the ATLAS experiment is shown in green points. The
vertical dotted line shown in the plot represents the boundary of the two different
beam condition, µ=0.01 and µ=0.03. Only the data with µ=0.01 is used for the
photon analysis.

and the results of the both detectors are combined eventually in Sec. 4.6.1.

4.1.2 Trigger efficiency

In order to evaluate the trigger efficiency of the photon event in the dataset, firstly

the detection efficiencies of sampling layers are calculated. The detection efficiency of

each sampling layer is defined as the fraction of the events in which the sampling layer

issues the hit flag out of the all events. Here all events include the ones in which the

Arm2 detector issues the trigger independent from the Arm1 detector, thus these are

no bais trigger for Arm1. The obtained efficiency as a function of measured energy

of the Arm1 20 mm calorimeter are shown in Fig. 4.2 as examples. The positions of

the cutoff energy, around 600 MeV, vary depending on the sampling layers due to the

difference of the signal baselines of each layer.

By using the obtained efficiency curves we compute the efficiency of issuing a

shower-trigger by the calorimeter compared with the energies deposited in each layer

according to MC simulations. The shower-trigger requires three successive layers

having hit flags as discussed in Sec. 2.4.3.

Figure 4.3 shows the photon trigger efficiencies of the Arm1 calorimeters as a

function of incident energy. The efficiency becomes nearly 100 % above 200 GeV of

photon energy for both calorimeters. The difference of the cutoff positions between
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Figure 4.2: The detection efficiencies of the 16 sampling layers of the Arm1 20 mm
calorimeter. The horizontal and the vertical axes denote the measured energy depo-
sition in MeV, and the fraction of the events in which the sampling layer issues a hit
flag.
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Figure 4.3: The trigger efficiencies for photons as a function of the energy. Red open
and filled circles represent the efficiencies of the Arm1 40 mm and 20 mm calorimeters,
respectively.

the 20 mm and the 40 mm calorimeters is originated from the baseline of the signal

and applied high voltage of each sampling layer.

4.2 Detector simulation

The full detector simulations with use of Cosmos 7.645 / EPICS 9.165 package begins

from the particle generation at the interaction point. QGSJETII-04 [25] is chosen for

the reference model with statistics of 108 inelastic collisions, while approximately

3 × 107 inelastic collisions with EPOS-LHC [24] are also prepared for the studies

of systematic uncertainty due to the model dependence. Particles generated at the

interaction point are transported to the detector position, in which the simulation

includes the influence of the materials of the triplets of quadrupole focusing magnets,

the beam seperation magnets, and the beam pipe structures as well as megnetic

fields. The detector response to the incident particles is simulated as described in

Chap. 3 with taking into account of the experimental situations, e.g. measured noise

fluctuations, during Fill 3855.

Apart from the full detector simulation, to compare with the unbiased photon

spectrum obtained by the photon analysis, 108 inelastic collision events are generated

with each of hadronic interaction model via the Cosmic Ray Monte Carlo (CRMC)

package [62]. The models chosen in this study are, DPMJET 3.06 [27], QGSJETII-04,

EPOS-LHC, SIBYLL2.1 [26], SIBYLL2.3 [32], PYTHIA 8.212 [28].
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Figure 4.4: The distirbution of the reconstructed positions of the single-hit events
with the energy above 100 GeV (EM-equivalent) after the 2 mm edge cut.

4.3 Event reconstruction and selection

In this section, the steps of the event selection to obtain the single photon events at

η > 10.94 and 8.99 > η > 8.81 are introduced. The event selection follows the steps,

namely energy cut, multi-hit cut, acceptance cut, and hadron cut. Figure 4.4 shows

the hit distribution of the measured events in the photon dataset. The distribution

of the reconstructed incident position of the particles shown in Fig. 4.4 contains all

the single-hit events above 100 GeV except the 2 mm edges of the calorimeters.

After the single photon selection, 44,756 and 41,742 events for η > 10.94 and

8.99 > η > 8.81 are remained in the photon spectrum.

4.3.1 Energy reconstruction

The energy of the incident particles is reconstructed using the energy estimator S.

Figure 4.5 shows the conversion functions, J(S) in Eq.2.1, which provides the in-

cident photon energy. The conversion functions are estimated by the simulations,
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Figure 4.5: Incident photon energies as a function of sampled energy, S of a) the
20 mm and b) the 40 mm calorimeters. Dashed curves represent the second-order
polynomial fitting results.

where electrons with six mono-energies of 100 GeV, 200 GeV, 500 GeV, 1000 GeV,

3000 GeV, and 6000 GeV injected in a 1 mm × 1 mm square at the center of the

calorimeters. Obtained S distributions are then fit with Gaussian functions to de-

termine the expected S corresponding incident photon energies. The functions J(S)

shown by the curves in Fig. 4.5 are obtained from the results of second-order polyno-

mial fitting for each calorimeter. Eventually the deviations from the fitting results are

less than 0.5 %, while those from the linear fittings are 1 %, which is slightly worse

in the lower energy. The difference of the configurations from those at the calibration

test in Chap. 3, such as the applied high voltages to PMTs, are taken into account

for the configuration at the LHC. Associated uncertainties about the energy scale is

discussed in Sec.4.5.5.

Although the energy reconstruction is fully based on the calibration result at the

SPS, a re-scaling factor is applied for the LHC 13 TeV analysis. The pair of calorime-

ters in the LHCf detectors allows us to detect π0 which decays into two photons

almost at the collision point. π0 events are able to identified by a corresponding mass

peak in the the reconstructed invariant mass distribution of two gamma rays. Thus

the reconstructed mass peak is able to be used for the calibration of the energy scale

during the operation. Figure 4.6 is the reconstructed invariant mass distributions

of measured data and MC with QGSJETII-04, in which each calorimeter detected

a photon-like particle. The peak in the measured invariant mass distributions is fit

with a Gaussian function with a Chebyshev polynomials term as the combinatorial

background, in which independent two photons were accidentally detected by the de-
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Figure 4.6: Invariant mass distributions of photon pairs of the experimental data
after applying the rescaling factor and MC.

tector at the same time. The measured π0 mass peak of Arm1 is 129.58 MeV, while

that of MC is 134.16 MeV. Therefore, the difference 3.5 % is used as the re-scaling

factor in the energy reconstruction to correct the data. The shift of the reconstructed

mass peak from 135 MeV observed in the data is consistent with the uncertainty of

the energy scale, 3.4 %, estimated in Chap. 3.

4.3.2 Position reconstruction and the multi-hit rejection

The position information of the particles is determined by the 16 shower-lateral dis-

tributions (i.e. four layers of x and y directions in two calorimeters) measured by the

GSO-bar hodoscopes.

The hit position and the number of hit particles are calculated by the position

reconstruction algorithm. Although the performance of the single shower detection,

such as the position resolution, is already discussed in Chap. 3, a detailed study about

the single/multi-hit identification is required for the 13 TeV analysis. A multi-hit

event is defined as the event where multiple particles hit a calorimeter. In this study,

we cut multi-hit events because energy reconstruction of each particle is difficult.

Therefore, we cut the multi-hit events and correct their contribution after calculating

the single photon spectra.

Figure 4.7 demonstrates a multi-hit event where two photon-like particles hit the

40 mm calorimeter. The top and the bottom plots represent x and y sides of the GSO-

bar hodoscope layers, respectively. Two shower distributions are clearly observed in
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Figure 4.7: A multi-hit event sample measured in the photon dataset. Photon-like
particles hit the 40 mm calorimeter and developed the cascade shower in the first and
second layers of the GSO-bar hodoscope. Top and bottom plots corresponded to x
and y-sides, respectively. Left-bottom illustration of the calorimeters indicates the
possible impact points of two photons marked by stars.

the x side of the GSO-bar hodoscope, while it is not clear in the y side. A possible

impact points of two photons seen in this event is illustrated in left-bottom of Fig. 4.7.

Figure 4.8 shows the fraction of the multi-hit events in the photon spectra cal-

culated by QGSJETII-04. Only photon-like events with the reconstructed energies

above 200 GeV are selected in Fig. 4.8. Contribution of the multi-hit events increases

as the energy increases and it becomes dominant above few TeVs. If a multi-hit event

is recognized as a single-hit event, it leads a substantial overestimation of a recon-

structed energy. Since a photon energy spectrum is expected to be exponential-like

shape, miss identification of multi-hit events makes the energy spectrum much harder.

Multi-hit identification has been thought to be a challenging issue for the GSO-bar

hodoscope of Arm1 due to the sampling pitch of 1 mm. Typically, a half-width at the

half-maximum of EM cascade showers measured by the GSO-bar hodoscope layers is

less than 1 mm independent from the energy in the medium of the tungsten absorber.

Firstly the position reconstruction algorithm begins the first-level peak search to

all the shower lateral distributions measured by the GSO-bar hodoscope layers based

on TSpectrum [56] implemented in the ROOT library [57]. A peak search method of
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Figure 4.8: Fractions of the multi-hit events expected in the photon spectra of the 20
and 40 mm calorimeters. QGSJETII-04 is used for the estimation.

TSpectrum provides the positions of peaks satisfying given conditions of a width and

peak heights lying on the background distribution. We did not set strict constraints

on these conditions at this level. Information of peaks found by the first-level peak

search, such as peak positions and their heights, are used as the initial parameters

for the fitting of the shower lateral distributions. The fitting function is exactly same

as Eq. 3.3. For the multi-hit fitting, a linear sum of Eq. 3.3 is used.

Following the output of the initial peak-search method, single and multi-hit fittings

are performed simultaneously in any case. A peak height of fitted shower lateral

distribution is required to be more than 50 MeV in order to reject noise peaks. Also,

if the distance between reconstructed two peaks is less than 3 mm, the multi-hit

fitting is rejected because the multi-hit fitting is not reliable in such case considering

the 1 mm pitch of the hodoscope. Finally, the algorithm calculates chi-squares in

order to evaluate goodness of fit for both single and multi-hit fittings. If the multi-hit

fitting satisfies the criterion, such as the energy threshold, the distance of two peaks

and the goodness of fit, we recognize it as a multi-hit event.

Using information of the number of hits in the x and y-sides of the 1st and the 2nd

layers, the algorithm distinguishes multi-hit events from the single-hit events. For the

photon analysis, the 3rd and the 4th layers locating at 30 X0 and 42 X0, respectively,

are not used for multi-hit identification, since EM showers do not reach such layers.

The events satisfying two hits in ’x and y-sides of either layer’ or ’the 1st and the 2nd

layer of either side’ are classified as multi-hit events. Although multi-hit events are

cut in the spectrum calculations, the contribution of such photons in each energy bin

of the inclusive photon spectrum is compensated in the spectrum unfolding process.

The details are discussed in Sec.4.4.1.

The performance of the single and multi-hit indentification algorithm is examined

experimentally. In the following, we focus on the study of the single and the multi-hit
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Table 4.2: Single-hit detection efficiency of the 20 mm calorimeter for 200 GeV elec-
tron beams. Single-hit detection efficiency is defined as the fraction of the events
properly tagged as single-hit out of the all single-hit samples.

Threshold [MeV] Total events Single-hit tagged Multi-hit tagged Detection eff.

5.0 2355 2110 245 0.896
30.0 2355 2283 72 0.969
50.0 2355 2311 44 0.981

Table 4.3: Single-hit detection efficiency of the 40 mm calorimeter for 200 GeV elec-
tron beams. Single-hit detection efficiency is defined as the fraction of the events
properly tagged as single-hit out of the all single-hit samples.

Threshold [MeV] Total events Single-hit tagged Multi-hit tagged Detection eff.

5.0 5983 5245 738 0.877
30.0 5983 5789 194 0.968
50.0 5983 5865 117 0.980

detection efficiencies of the algorithm.

In order to estimate the single-hit detection efficiency of the algorithm experi-

mentally, the data taken at the SPS is again used. Detection efficiency for single

hit is examined by applying the position reconstruction algorithm to the data where

200 GeV electron beams are exposed to each calorimeter at SPS. The track informa-

tion of the ADAMO tracker with the position resolution of 30 µm is used to avoid

multi-hit events. With a threshold value for peak height of 50 MeV, 2,311 out of 2,355

single-hit events and 5,865 out of 5,983 single-hit events are properly tagged as single-

hit events in the 20 mm and the 40 mm calorimeters, respectively, as summarized in

Tab. 4.2 and 4.3. The algorithm has the capability of single-hit detection efficiency

greater than 98 % for 200 GeV photons. The efficiency is expected to improve as the

energy increases. The algorithm applied to the MC simlation shows the single-hit

detection efficiency greater than 99 % above 200 GeV photons with a dataset of pure

single-hit samples. The single-hit detection efficiecies of the actual data and MC show

good agreement considering the possible contamination of the multi-hit events.

The selection efficiency of the multi-hit events in p–p
√
s =13 TeV at the LHC is

evaluated by using the artificial multi-hit samples. Lateral distributions of single EM

shower events in various energy ranges are extracted from the measured data at the

LHC as shower templates.

In order to make artificial multi-hit samples, a pair of primary and sub show-

ers are superposed according to the two-dimensional probability function depending

on the energy of the primary shower. The function reproduces the ratio of sub to

primary energies of particles and the distance of incident positions between sub and
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Figure 4.9: The two-demensional probability functions of multi-hit events for the
Arm1 20 mm calorimeter obtained from the MC simulation with QGSJETII-04. Six
of energy ranges are shown as samples. The horizontal and vertical axises represent
distance between two shower-peaks and energy ratio to primary showers, respectively.
Arc-like structures seen in the high energy regions are made by neutral pion decays.

primary particles. Here primary and sub particles correspond to the particles which

have higher and lower energies, respectively. The probability functions are determined

using QGSJETII-04. Figures 4.9 and 4.10 show the two-dimensional probability func-

tions in several energy ranges of the higher energy photons for the 20 mm and 40 mm

calorimeters, respectively. In the lower energy region, Fig. 4.9(a) for instance, the en-

ergy ratio and the distance between two peaks are uniformly distributed, while clear

arc-like structures are seen in the higher energy region. These arc-like structures

are the events in which two photons decayed from neutral pions. As the energies

of photons increase, contribution of neutral pion events becomes more dominant.

Such neutral pion events having larger distance between two peaks, more than 5 mm

in most case, leads high detection efficiency of multi-hit events. Using the artificial

multi-hit event samples, the algorithm of multi-hit identification is examined whether

each event is properly identified as multi-hit or not event by event. Simulation data

is also tested as well as the procedure of the data analysis.

Figure 4.11 shows the multi-hit detection efficiency as a function of the measured

energy both for the data and the simulation. The efficiency is defined as a fraction
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Figure 4.10: The two-demensional probability functions of multi-hit events for the
Arm1 40 mm calorimeter obtained from the MC simulation with QGSJETII-04. Six
of energy range are shown as samples. The horizontal and vertical axises represent
distance between 2 shower peaks and energy ratio to primary showers, respectively.
Arc-like structures seen in the high energy regions are made by neutral pion decays.
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Figure 4.11: Multi-hit detection efficiency as a function of total measured energies of
the 20 mm calorimeter (left) and the 40 mm calorimeter (right). Here the efficiency
is defined as the ratio of events tagged as multi-hit over all multi-hit events in each
energy range. A probability function of energy ratio and distance between peaks
based on MC simulation (QGSJETII-04) are used in this analysis.

of the events identified as multi-hit properly out of all the artificial multi-hit events.

Efficiency shows its minimum, approximately 0.9, around 1000 GeV before increasing

up to nearly 1 for the 20 mm calorimeter. In contrast to the 20 mm calorimeter, effi-

ciency keeps above 0.95 for the 40 mm calorimeter. The observed difference between

the 20 mm and 40 mm calorimeters is not originated from the detector performances,

but the difference in the distribution of secondary particles as shown in Fig. 4.9 and

4.10. Basically a large fraction of the multi-hit events seen in the 40 mm calorimeter is

the neutral pion events because of its large aperture, whereas there is a large number

of accidental multi-hit photons at the low energy of the 20 mm calorimeter.

Figure 4.12 shows the ratio of multi-hit detection efficiencies of MC to experimen-

tal data wchich are shown in Fig. 4.11. The inconsistency of the responses becomes

4 % at the maximum below a few TeVs. The observed inconsistency of the multi-hit

detection efficiecncy could be a systematic uncertainty of a photon spectrum, be-

cause the multi-hit correction that is discussed in Sec. 4.4.1 is performed assuming

the detector responses of the actual data and MC are same. The systematic uncer-

tainty arising from these difference of the multi-hit selection efficiencies is discussed

in Sec. 4.5.3.

4.3.3 Beam center and the acceptance cut

A scattered angle of a particle is measured from the distance between the incident

position and the “beam center” at the GSO-bar hodoscope. The beam center is cal-

culated by the two-dimensional hit map of neutrons as their emission is concentrating
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Figure 4.12: The ratio of efficiencies for MC to data (original curves are shown in
Fig. 4.11) of (left) the 20 mm and (right) the 40 mm calorimeters.

in the very forward angle, especially for higher energy neutrons. Therefore, we select

high energy neutrons above 1.5 TeV from the reconstructed events. Figure 4.13 is the

distribution of the reconstructed hit positions of neutron-like events plotted in the

coordinate of the 20 mm calorimeter after a hadron-enhance selection. The obtained

distribution is fit with the following two-dimensional exponential function to define

the beam center,

f = Ae−B
√

(x−x0)2+(y−y0)2 , (4.1)

where x0 and y0 are the beam center in the coordination of the Arm1 20 mm

calorimeter. The distribution in Fig. 4.13 is fit resulting in x0 = 9.57±0.03 mm

and y0 = 12.46±0.03 mm, respectively. Projections of the neutron incident positions

with the beam center fitting are shown in Fig. 4.14. The calculated beam center

locates in 2.5 mm away from the center of the 20 mm calorimeter. Small spikes are

found around the peaks of the distributions owing to the uncertainty of the gain

calibration at the third and the fourth layers of the GSO-bar hodoscope.

Stability of the calculated beam center is also evaluated because it could be

changed depending on the beam condition provided by the LHC. Figure 4.15 shows

beam center positions calculated for every 20 DAQ runs, equivalent to approximately

20 minutes, of the dataset for the photon analysis. Observed variation is mostly

consistent with the errors of each point and is ±0.3 mm by taking min-max of the

variation. Even though the level of the variation is almost compatible with the po-

sition resolution better than 0.2 mm, the systematic uncertainty of the beam center

position on the spectra discussed in Sec. 4.5.1 is assigned to ±0.3 mm.

For the photon analysis, the η regions of 8.99 > η > 8.81 and η > 10.94 as

same as the previous 7 TeV photon analysis [38] are selected for the fiducial area

to calculate the photon spectra. Reconstructed position distribution of the selected
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Figure 4.13: The distribution of the reconstructed hit positions of neutron-like events
having the energy above 1.5 TeV. Black circles on the 20 mm calorimeter is the result
of two-dimensional exponential fitting.

single photon events after the acceptance cut is shown in Fig. 4.16. No significant

spike-like structures are found in those regions. In order to reduce the systematics

associated with the edge of the calorimeters, the fiducial area is limited to rotation

angles of ∆φ = 180◦ and ∆φ = 20◦ for 8.99 > η > 8.81 and η > 10.94, respectively.

4.3.4 Particle identification (PID)

Particles detected by the LHCf detectors are classified as photon-like or hadron-like

events. Here hadron-like events are mostly neutrons, since charged particles are swept

away by the dipole magnets between the interaction point and the detectors. Photon

events are extracted and hence other hadronic particles are rejected via the particle

identification (PID) process by using information of longitudinal development of the

cascade shower in the calorimeters. To evaluate the longitudinal development of the

induced cascade shower quantitatively, we introduce a cut parameter L90%. L90%

represents the longitudinal depth in the unit of radiation length, where the measured

energy deposit reaches 90 % of the total measured energy-deposit in the calorimeter.

The difference of the cross sections leads a L90% distribution of photons having the

sharp peak at low L90% due to the rapid energy loss of EM cascades, while that
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Figure 4.14: The a) x and b) y-projections, of Fig. 4.13, of the neutron distributions
and those fit results. 10–11 and 12–13 mm for x and y, respectively, where calculated
beam center locates, are extracted. Black points and red lines represent data and fit
results, respectively.
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Figure 4.16: The distribution of the reconstructed positions of single photons entering
the two of η regions, 8.99 > η > 8.81 and η > 10.94.

of neutrons would be a broad L90% distribution with a peak expected to be larger

L90%. Figure 4.17 shows an example of L90% distribution by the detector simulation

with QGSJETII-04. Photons and neutrons having photon energies from 700 GeV to

800 GeV entering η > 10.94 are selected in Fig. 4.17. Photons and hadrons are clearly

separated at L90% ∼ 20. However, the separation of two components becomes worse

for the high energy region. Therefore, the selection efficiency and purity of photons

have to be determined for each energy bin. The true number of photons is able to be

calculated by multiplying a factor, p/ε where p and ε represent purity and efficiency,

respectively, to the measured number of photons in each energy bin. Although the

selection efficiency can be determined by MC simulations, the purity depends on the

photon-hadron ratio of the data.

Pure L90% distributions of photons and hadrons are obtained by the detector simu-

lation with QGSJETII-04, and they are called the photon and the neutron templates,

respectively. Measured L90% distributions at the each energy range are fit with the

photon and the neutron templates. Two parameters to scale photon and neutron

templates vertically are set as free parameters for the template fitting. Figures 4.18

and 4.19 demonstrate the result of the template fitting in several energy ranges. As

shown in Fig. 4.18 and 4.19, template fitting is able to reproduce the measured L90%

distribution nicely in the wide energy range with these two parameters.
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Figure 4.17: L90% distributions of the pure photon (red) and neutron (blue) simulated
with QGSJETII-04. Events having photon energies from 700 GeV to 800 GeV within
η > 10.94 are selected.

After the fitting, purity and efficiency of the photon selection can be defined with

a given cut for L90%. For the 13 TeV photon analysis, the L90% values satisfying

efficiency of 90 % are calculated for each energy region and are then fit with a log-

arithmic function. The calculated cut parameters and fitting results in both of the

fiducial areas as a function of the energy are shown in Fig. 4.20. Contamination from

the hadron component and missed photon events are corrected by applying p/ε. The

PID correction has been performed by using p/ε as a function of shower energy, and

the curves of the cut parameter can be found in Fig. 4.20. The factors are ranging

within ±30% depending on the energy as shown in Fig. 4.21.

4.4 Spectrum correction

4.4.1 Multi-hit correction and spectrum unfolding

In order to obtain an unbiased photon spectrum free from distortion or smearing by

the detector response, the unfolding technique is performed to the measured photon

spectrum. Spectrum unfolding is a probabilistic approach, not deterministic, to ob-

tain true spectrum from the observed spectrum. The technique is widely used in high

energy physics to correct the instrumental distortion. Unfolding is particularly useful

for the case where a reasonable hypothesized spectrum and backgrounds with free

parameters to fit the observed data do not exist. In this study, the iterative Bayesian

unfolding [58, 60] is performed to the measured spectrum via RooUnfold package [59].

78



]
0

 [X90%L
0 5 10 15 20 25 30 35 40 45 50

0

200

400

600

800

1000
Data
Photon template
Hadron template
Template fitting

(a) 200–300 GeV

]
0

 [X90%L
0 5 10 15 20 25 30 35 40 45 50

0

100

200

300

400

500

600

700

800
Data
Photon template
Hadron template
Template fitting

(b) 900–1000GeV

]
0

 [X90%L
0 5 10 15 20 25 30 35 40 45 50

0

50

100

150

200

250

300

350

400 Data
Photon template
Hadron template
Template fitting

(c) 1900–2000 GeV

]
0

 [X90%L
0 5 10 15 20 25 30 35 40 45 50

0

50

100

150

200

250

300

350

400 Data
Photon template
Hadron template
Template fitting

(d) 2800–3000GeV

Figure 4.18: Measured L90% distributions and template-fitting results in four energy
ranges of the Arm1 20 mm calorimeter. Black points represent the measured data,
while the green histograms are the results of the template fitting. Each of photon
and hadron contribution is shown as filled the red and the blue areas, respectively.
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Figure 4.19: Measured L90% distributions and template-fitting results in four energy
ranges of the Arm1 40 mm calorimeter. Black points represent the measured data,
while the green histograms are the results of the template fitting. Each of photon
and hadron contribution is shown as filled the red and the blue areas, respectively.
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Figure 4.20: L90% cut parameters as a function of photon energy. The red curves
show the results of fitting with a logarithmic function.

80



Energy [GeV]
1000 2000 3000 4000 5000 6000

P
ID

 c
or

r.
 fa

ct
or

 (
P

ur
ity

/E
ffi

ci
en

cy
)

0.8

0.9

1

1.1

1.2

1.3

1.4

1.5

1.6

(a) 20 mm calorimeter

Energy [GeV]
1000 2000 3000 4000 5000 6000

P
ID

 c
or

r.
 fa

ct
or

 (
P

ur
ity

/E
ffi

ci
en

cy
)

0.8

0.9

1

1.1

1.2

1.3

1.4

1.5

1.6

(b) 40 mm calorimeter

Figure 4.21: PID correction factors p/ε depending on the shower energies for the
20 mm and 40 mm calorimeters.

The spectrum unfolding is expressed using the Beyse theorem as

P (C|E,Λ) ∝ P (E|C,Λ)P (C) (4.2)

where C and E represent the true and measured spectra, respectively, and Λ denotes

the response of the detector. Thus P (C|E,Λ) denotes a conditional probability of C

given E under Λ. However, there is a difficulty to express P (C|E,Λ) mathematically

[60]. In the iterative Bayesian unfolding, Eq.4.2 is altered as

P (Ci|Ej,Λ) ∝ P (Ej|Ci,Λ)P (Ci) (4.3)

where P (Ej|Ci) is so-called ’response matrix’. Ci and Ej represent i-th and j-th bins

of the true and measured spectra, respectively.

In order to obtain the true spectrum, the spectrum unfolding is performed by

applying the unfolding matrix to the measured spectrum

N(Ci) =
∑
j

λijN(Ej) (4.4)

where the unfolding matrix, λij is given by

λij =
P (Ej|Ci)N0(Ci)

εifj
(4.5)

where εi ≡
∑

j P (Ej|Ci) is considered as efficiencies and N0(Ci) is prior (or input)

training spectrum, while f denotes the folded spectrum of a training sample. After the

first iteration of the unfolding, N0(Ci) is replaced with N(Ci) of the previous iteration.

In principle, the input flat spectrum is even possible, such as P (Ci) = constant. This
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may be rephrased that the result of the unfolding should not be influenced by the

prior spectrum. However, such a flat spectrum could lead a too much strong bias,

even iteration smears the prior information. Thus a photon spectrum of an interaction

model is used for the training for a practical reason.

As the training sample of the unfolding to calculate λi,j, inelastic collision events of

108 are generated with use of QGSJETII-04 including the transportation of particles

in the beam pipe and the detector simulation. Looping all the training events, each

event is classified into three types of the event (True, Missed, and Fake) using the

true and reconstructed information. If the event is single photon according to the true

information and is detected by the detector consistent with true information such as

the number of hits and the incident position, the reconstructed and true energies of

the incident particle are used for the calculation of the response matrix, P (Ej|Ci).
These events are classified as True. Otherwise, if the event is multi-hit according

to the true information or the reconstruction fails, those events are considered as as

Missed due to inefficiency. The point here is that contribution of the multi-hit events,

which are cut in the reconstruction process, are taken into account as inefficiency of

the corresponding bins of photons in Ci. Therefore, the correction of the multi-hit

events depends on the interaction model selected for the training. Finally, in the

cases where the photon-like particle is reconstructed with no true information, these

events are treated as Fake in the unfolding matrix.

The contribution of each type of the event is shown in Fig. 4.22 with the recon-

structed single photon spectra of the training sample. The fraction of Missed increase

in the high energy region due to the multi-hit events.

Beside QGSJETII-04, the simulation of EPOS-LHC with 3×107 inelastic collisions

is performed to evaluate the systematic uncertainty concerning the choice of the

model. The uncertainty of the unfolding matrix is determined by the statistics of

the training samples and the number of iteration. Basically the uncertainty of the

unfolding increase as the number of iteration increases. RooUnfold is able to treat

the propagation of the errors during the iteration, even though it is not considered

and hence underestimated in the original paper [58]. The number of iteration for the

photon analysis stops at three, because, not only the large errors, further iteration

causes unphysical behavior of the unfolded spectra such as bin-by-bin spikes instead

of smooth spectral shapes.

Figure 4.23 shows the ratio of the photon spectra before and after the unfold-

ing. The obtained photon spectra are unfolded by the unfolding matrix trained by

QGSJETII-04. Note that the unfolding includes the multi-hit correction, while it is

essentially independent of bin-to-bin migration of the unfolding, owing to the diagonal

correction factors in the correction matrix. After the unfolding, the contents of each

bin changes roughly -20% and -30% for the large part of the spectra of η > 10.94 and

8.99 > η > 8.81, respectively, while large differences are seen between the measured

and the unfolded spectra at the highest energy bins.
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Figure 4.22: Contribution of three types (True, Missed, and Fake) of the events and
the measured spectra (indicated in Measured) at η > 10.94 (left) and 8.99 > η > 8.81
(right) of the training sample. Horizontal axis represents the true energy for True
and Missed, and the reconstructed energy for Fake and Measured.
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Figure 4.23: Comparison of the photon spectra before and after the unfolding at a)
η > 10.94 and b) 8.99 > η > 8.81.
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Figure 4.24: Ratio of the re-folding spectra to the measured spectra at a) η > 10.94
and b) 8.99 > η > 8.81.

In order to validate the unfolding process, the unfolded spectra are re-foleded

again with use of the calculated response functions for each η regions. Figure 4.24

shows the ratio of the re-folded spectra to the measured spectra for both η regions.

The re-folding process succeed to reproduce the original measured spectra within the

errors, thus we conclude that there is no significant systematic bias in the unfolding

process.

4.4.2 Beam-pipe and beam-gas backgrounds

The measured photon spectra could be contaminated with the secondaries originated

from beam related backgrounds. Main contribution are considered as the beam gas

and the beam pipe backgrounds.

The background contribution of beam gas events is estimated by using a spe-

cial bunch structure, named “Non-colliding bunches”, in the bunches circulating the

LHC, in which only one side of beam bunch exists, thus no collisions are expected.

Therefore, the triggered events synchronized with non-colliding bunches are caused

by the interactions of beam particles with the residual gas in the pipe or with the

beam pipe material. The spectral shape of beam gas events is quite similar to that

of collision events, and the yield is proportional to the intensity of the beams. The

contribution of beam gas events to the photon spectra is less than 1 % and corrected

in the spectrum calculation.

Secondary particles can interact with the beam pipe and generate particles which

are not associated with the p–p collisions. Even a thickness of the beam pipe itself is

negligible, particles scattered with the small angle have to experience long beam-pipe

materials while their propagation. Accordingly, particles generated in the beam pipe
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Figure 4.25: The photon spectra with QGSJETII-04 and the contribution from the
beam pipe events. Black and white markers are spectra of all and beam-pipe-event
origin, respectively. The fraction of beam pipe events to all events are shown in the
bottom for each.

could enter the LHCf detectors. These beam pipe background events are thought

to be low energy considering their larger production angle. Beam pipe backgrounds

is studied by the MC simulation which calculates the transportation of the particles

from the interaction point to the detector position. Contribution of the beam pipe

background is then estimated by using the tag of each particles, such as the nomi-

nal beam-beam collision or the secondary interaction with the beam pipe meterial.

QGSJETII-04 is used for this study. Figure 4.25 shows the photon spectra together

with the photon spectra of which photons are originated from the beam pipe events.

As expected, the energies of photons originated from the beam pipe events are con-

centrated on the low energy regions below 1000 GeV, and their yield is much smaller

than that of beam-beam collision events. The fractions of beam pipe events are less

than 0.3% for both of η > 10.94 and 8.99 > η > 8.81. We do not subtract these events

because its fraction is enough small compared to the other systematic uncertainties.

4.5 Systematic uncertainties

4.5.1 Beam center

Pseudorapidty of the paticles are calculated based on the beam center determined

in Sec. 4.3.3. Since there are the η dependence of the sectral shape and the yield,

the uncertainty on the beam center could change the spectrum calculated for each

85



Energy [GeV]
0 1000 2000 3000 4000 5000 6000

N
or

m
al

iz
ed

 to
 th

e 
ca

lc
. b

ea
m

 c
en

te
r

0.8

0.85

0.9

0.95

1

1.05

1.1

1.15

1.2
Calculated beam center
X+0.3mm
X-0.3mm
Y+0.3mm
Y-0.3mm

(a) η > 10.94

Energy [GeV]
0 1000 2000 3000 4000 5000 6000

N
or

m
al

iz
ed

 to
 th

e 
ca

lc
. b

ea
m

 c
en

te
r

0.8

0.85

0.9

0.95

1

1.05

1.1

1.15

1.2
Calculated beam center
X+0.3mm
X-0.3mm
Y+0.3mm
Y-0.3mm

(b) 8.99 > η > 8.81

Figure 4.26: The ratio of the four additional energy spectra for shifted beam center
positions to the original spectrum in the η regions of a) η > 10.94 and b) 8.99 > η >
8.81. Error bars are common for the ratios of all the four spectra, and are shown for
one spectrum.

η region. The uncertainty concerning beam center is estimated from comparison

of the spectra calculated with the fiducial areas shifted by ±0.3 mm in the x and y

directinos. In Fig. 4.26, four of the spectra are shown for the four shifted fiducial areas

normalized to the original spectrum. Here the uncertainty of beam center calculation

is assigned to be 0.3 mm discussed in Sec. 4.3.3. The upper and lower band of the

systematic uncertainties are defined to cover all the center values of the minimum

and the maximum for all energy bins. Eventually, systematic errors for the spectra

are estimated to be 2 % and 1 % for η >10.94 and 8.99 > η > 8.81 at 200 GeV,

respectively. They increase to 6.5 % and 12 % for the η >10.94 and 8.99 > η > 8.81

at 6000 GeV, respectively.

4.5.2 PID correction

The uncertainty of the PID correction is estimated by checking the bias of the analysis

criteria. In Sec. 4.3.4, the cut parameter which satisfies the photon selection efficiency

of 90 % are applied to measured L90% in each energy range. Photon spectra are

again calculated with different criteria, 85 % and 95 % instead of 90 %, although

the difference of cut criteria here is independent of the result if the correction for

compensation of missed photon and the hadron contamination works correctly. The

contribution of missed photons and contaminated neutrons in the photon spectra

with cut parameters of 85 % and 95 % are corrected using the correction functions

optimized for each as well as in the case of 90 %.

Cut parameter dependence of the calculated photon spectrum is shown in Fig. 4.27.
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Figure 4.27: The three photon spectra calculated with the different criteria for the
PID correction having efficiencies of 85 %, 90 %, and 95 % in a) 10.94 > η and b)
8.99 > η > 8.81. Here shown the ratios normalized to the one with 90 % efficiency
which is the standard criteria.

Two spectra with the cut parameter of 85 % and 95 % are normalized to the original

spectrum with the parameter of 90 %. The effect is a level of few percent in the lower

energy region, while it increases to around 10%.

4.5.3 Multi-hit selection

The uncertainty from the multi-hit selection performance is estimated by the differ-

ence of the multi-hit detection performance of data and MC. The difference of the

performance is already shown in Fig. 4.12. The ratio of the reconstructed events of

the multi-hit to the single-hit is also taken into account. The ratios of two η regions

calculated by the measured data are shown in Fig. 4.28. Although the fraction of the

multi-hit events is small below 2000 GeV, it increases as the energy for each η region.

The systematic uncertainty of the multi-hit selection is estimated by the results

in Fig. 4.12 multiplying the multi-hit event fraction based on the results in Fig. 4.28.

The obtained results are shown in Fig. 4.29. The uncertainty is almost negligible in

low energy because the fraction of the multi-hit event is small, while the uncertainty

increases to a level of 4 % and 8 % for η > 10.94 and 8.99 > η > 8.81, respectively,

in the high energy region.

4.5.4 Unfolding and multi-hit correction

As is discussed in Sec. 4.4.1, spectrum unfolding includes uncertainties of unfolding

process itself and the multi-hit correction. The uncertainty of unfolding is a level of

few percent relying on the statistics of the training sample and the number of inter-
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Figure 4.28: The ratios of the reconstructed events of the multi-hits to the single-
hit of for a) η > 10.94 and b) 8.99 > η > 8.81. The ratios here are calculated
from the measured data in the photon dataset. Horizontal axis denotes the energy
reconstructed as a single photon.
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Figure 4.29: The uncertainty on the multi-hit selection performace of two rapidity
regions for the Arm1 a) 20 mm and b) 40 mm calorimeters.
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Figure 4.30: The ratios of the unfolded measured spectra with the training samples of
QSGJETII-04 (blue) and EPOS-LHC (magenta) normalized to that of QSGJETII-04
for a) η > 10.94 and b) 8.99 > η > 8.81. The difference between two unfolded spectra
indicates the model dependence of the distribution of secondary particles concerning
the multi-hit events.

action. Total uncertainty is dominated by contribution of the multi-hit correction.

Multi-hit correction performed in Sec. 4.4.1 completely depends on the secondary

particle distribution of the selected interaction model. QGSJETII-04 is selected as

the reference model in this study.

The uncertainty of the multi-hit correction is estimated from the two unfolded

spectra with different training samples. EPOS-LHC is used as an alternative model

and simulated for 3 × 107 collisions. Figure 4.30 shows the unfolded spectra with

two models normalized to that for QGSJETII-04. According to Fig. 4.30, EPOS-

LHC predicts that the observed photon spectra are much biased with the multi-hit

events for both η regions than those predicted by QGSJETII-04. The uncertainty

is estimated to include the center values of the minimum and the maximum of all

bins asymmetrically, less than ±20% below 2000 GeV and ±20% at the higher energy

regions.

4.5.5 The energy scale

Systematic effect of spectrum calculation arising from the energy scale is estimated

by taking the ratio of the original spectrum to the spectra with shifted energy scale.

The reasonable shift of the energy scale is estimated from the contribution of linearity

of ADC (0.1%), pedestal fluctuation (0.025%), the gain calibration (2.2%), cable

attenuations (0.5%), HV gain of PMTs (1.3%), gain table (1.4%), nonuniformity of the

energy reconstruction (1.3%), temperature dependence of the PMTs (0.1%), and the
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Figure 4.31: Systematic effect arising from uncertainty of the energy scale in a)
η > 10.94 and b) 8.99 > η > 8.81. Three spectra shown in each plot are those of
the original (white), energy scale shifts of -3.4%(blue) and +3.4% (red), respectively.
Estimated systematics are shown in red broken lines.

LPM effect (0.7%). Total of 3.4% is obtained by adding each element quadratically.

Figure 4.31 shows the ratio of the measured spectra to the spectra with the shifted

energy scale. Approximately 10 % of the uncertainty is observed around 2000 GeV,

and the effect is larger in the higher energy region.

Stability of the energy scale during the runs for the photon analysis is evaluated by

using the time variation of the reconstructed π0 mass peaks every in 5 LHCf runs as

shown in Fig.4.32. Less than ±1 % of variation is seen and it is negligible comparing

to the other contribution of the systematic uncertainties.

4.5.6 Overall

All contribution of the systematic uncertainties of the Arm1 detector is summarized

in Fig. 4.33. The largest contribution is the energy scale, while it becomes compatible

with the uncertainty arising from the multi-hit correction in upper side of the lower

energy regions. The total systematic error is calculated by adding each component

quadratically, and it becomes larger as energy increases. At the highest energy bin,

the contribution from the energy scale dominates the others.
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Figure 4.32: Time vatiation of the measured π0 mass peaks reconstructed by photon
pairs. The horizontal range shown in the plot correspond to the LHCf runs used in
this photon analysis.

4.6 Forward photon spectra and comparison with

MC predictions

4.6.1 Combining the photon spectra

Before comparing the unfolded photon spectra with the MC predictions, we combine

the Arm1 spectra with those of Arm2 which are analyzed independently. By compar-

ing both of the spectra, they show good agreement within the estimated systematic

errors as shown in Fig. 4.34. The difference of the two spectra is 10% level at max-

imum except for very-high energy region. We combine those of spectra taking into

account the associated systematic uncertainties and their correlations. We follow the

spectrum-combine method studied in the previous works [39]. The Arm1 and Arm2

spectra have been combined following the “pull-method”[61] and the combined spec-

tra have been accordingly obtained by minimizing the value of the chi-square function

defined as　

χ2 =
n∑
i=1

2∑
a=1

(
Nmeasured
a,i (1 + Sa,i)−N combine

i

σa,i

)2

+ χ2
penalty (4.6)

where the index i represents the energy bin number running from 1 to the total

number of bins, n, Nmeasured
a,i and N combined

i are the number of events of measured

and combined spectra, respectively, and σa,i is the uncertainty of the Arm-a spectra

calculated by quadratically adding the statistical uncertainties. The Sa,i denotes the
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Figure 4.33: All contribution of the systematic uncertainties and the sum of them for
the Arm1 detector at a) η > 10.94 and b) 8.99 > η > 8.81.
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systematic correction to the number of events in the ith bin of Arm-a,

Sa,i =
4∑
j=1

f ja,iε
j
a. (4.7)

The coefficient f ja,i is the systematic shift of the i-th bin content due to the j-th

systematic uncertainty term. The four systematic uncertainties for energy scale, PID

correction, beam center, multi-hit selection are assumed fully uncorrelated between the

Arm1 and Arm2 detectors. Arm1-Arm2 correlated uncertainties, multi-hit correction

and luminosity are quadratically added to the combined spectra. Coefficients εja,

which should follow a Gaussian distribution, can be varied to achieve the minimum

χ2 value in each chi-square test, while they are constrained by the penalty term

χ2
penalty =

4∑
j=1

2∑
a=1

|εja|2 (4.8)

The ratio of Arm1 and Arm2 to the combined spectra are shown in Fig. 4.35.

The obtained minimum chi-squares over degree of freedom are 1.61 and 1.65, and

corresponding probabilities are 0.03 and 0.04 for η > 10.94 and 8.99 > η > 8.81,

respectively. There is a systematic difference between Arm1 and Arm2 in η > 10.94

below 4000 GeV, but still, they are consistent within the estimated uncertainty. It is

expected to be originated from the one or some of the systematic effect.

4.6.2 Comparison with the predictions of the hadronic inter-

action models

Figure 4.36 shows the obtained inclusive photon energy spectra at η > 10.94 and

8.99 > η > 8.81 and the corresponding model predictions. Predictions of each model

have been generated with use of Cosmic Ray Monte Carlo package (CRMC) [62]. In

this study, QGSJETII-04 [25], EPOS-LHC [24], SIBYLL2.3 [32], DPMJET3.06 [27],

and PYTHIA8.212 [28] are compared to the LHCf results. 108 inelastic collisions are

generated for each interaction model. Statistic errors of MC predictions are enough

smaller than the systematic uncertainty of the measured results.

In η > 10.94, the prediction of DPMJET3.06 and SIBYLL2.3 are overestima-

tion and underestimation, respectively, and they are clearly inconsistent with the

experimental result, Especially, the spectral shape predicted by DPMJET3.06 is too

much hard above the mid-energy region. A similar spectral shape is seen also for

PYTHIA8.212, while its photon yield shows good agreement, better than 20%, below

3000 GeV. A particular increase of photon yield of PYTHIA8.212 above 3000 GeV is

associated with the diffractive events of which fraction exceeds the other contribution

unlike the other models [63]. Although we do not separate the diffractive and the
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non-diffractive events in this work, a future analysis with the ATLAS collaboration

has a capability of extracting diffractive events. LHCf can use the ATLAS detector

as a veto detector to tag diffractive events because LHCf had performed a common

operation during Fill 3855 with ATLAS. More details can be found in the simulation

study in [63]. QGSJETII-04 and EPOS-LHC show quite similar behavior, consistent

with the measured result within 30%, up to 4000 GeV, whereas very high energy

photons are expected by EPOS-LHC at the highest energy bin.

In 8.99 > η > 8.81, The results indicate that all models except QGSJETII-04

predict photon spectrum at this region harder, especially those of DPMJET 3.06,

SIBYLL2.3, and PYTHIA 8.212. Although the spectral shape of EPOS-LHC is harder

than the measured result above roughly 3000 GeV, the agreement with the measured

result is the best, better than 20%, below 3000 GeV. The prediction of QGSJETII-04

at this region is smaller than the data as well as 8.99 > η > 8.81, or even worse,

almost half of the data.

General features of the model predictions comparing to the LHCf results are sim-

ilar to those of
√
s = 7 TeV previously shown in Fig. 1.10. According to the obtained

results, we confirm that even the post-LHC models, QGSJETII-04, EPOS-LHC, and

SIBYLL2.3, do not reproduce the LHCf spectra perfectly. Considering that the very-

forward region, η > 8.4, is very relevant to in the air shower development as we

discussed in Sec. 1.3.1, the study here indicates the importance of the further tuning

of the post-LHC models with the LHCf results.
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Figure 4.36: Forward photon spectra and comparison with the model predictions in
η > 10.94 with ∆φ = 180◦ and 8.99 > η > 8.81 with ∆φ = 20◦. Top and bottom plots
represent a) energy spectra of the observed results and MC predictions and b) ratios
of MC predictions to the observed results, respectively. Black points and colored
lines represent the combined LHCf results and model predictions, respectively. Green
area associated with the data points denotes the systematic uncertainty. Statistical
errors of model predictions are considerably small against the systematic uncertainty
of data results.
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Chapter 5

Pseudorapidity dependence of the

photon energy flow in
√
s =13 TeV

collisions

5.1 Energy flow measurement with the Arm1 de-

tector

In Chap. 4, the inclusive photon spectra at η > 10.94 and 8.99 > η > 8.81 are

calculated with the Arm1 and the Arm2 detectors, and the model predictions are

tested in terms of the spectral shape. In this chapter, we focus on the photon energy

flow which is relevant to the EM component of the air shower. The photon energy

flows are calculated by the photon energy spectra at each η region. In order to test

the η-dependence of the photon energy flow with wide η, the η acceptance region is

enlarged with the Arm1 detector.

5.1.1 Additional pseudorapidity regions of 13 TeV photon

analysis

The additional η regions, 9.22> η >8.99, 8.81> η >8.66 and 8.66> η >8.52, are

selected with keeping the distance of 2 mm from the edge of the 40 mm calorimeter

of Arm1. Eventually, 8.66> η >8.52 as the lowest η region reaches almost the limit

of the acceptance of LHCf in the p–p
√
s = 13 TeV dataset. Figure 5.1 shows the

distribution of the reconstructed positions for the photon events in the four η regions

of the 40 mm calorimeter and the region of the 20 mm calorimeter used in this study.

The polar angle cut ∆φ =20◦ is applied for the additional regions in the 40 mm

calorimeter as well as 8.99> η >8.81.

The difference among various model predictions of the photon production is shown

in Fig.5.2. Each bin content represents the number of photon events normalized
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Figure 5.1: All the η regions for the energy flow analysis including additional regions.
Four η regions in the 40 mm calorimeter have boundaries at the distance from the
beam center of 28.0 mm, 35.0 mm, 42.0 mm, 49.0 mm, and 56.0 mm, respectively, with
∆φ =20◦. The arc of an ellipse shown on the upper side of the 40 mm calorimeter is the
projection of the beam pipe, thus the limitation of the acceptance, at approximately
η=8.4.
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by the number of inelastic collisions in p–p
√
s =13 TeV collisions in the xF and

pT phase space, where xF and pT represent Feynman-x and transverse momentum,

respectively. The post-LHC models, QGSJETII-04, EPOS-LHC, and SIBYLL2.3 are

simulated with 108 inelastic collisions. Five pseudorapidity regions which are able to

be tested in this study are indicated by the broken lines. EPOS-LHC and SIBYLL2.3

predict high energy photons in high η, and only EPOS-LHC has very high energy

photons in the region of xF > 0.9 under the given number of collisions. SIBYLL2.3

implies the existence of high energy photons even in high pT up to approximately

3 GeV unlike the other two models. In contrast to EPOS-LHC and SIBYLL2.3, the

photon production predicted by QGSJETII-04 is modest in high xF . Owing to the

additional η regions, the model predictions can be tested with measured data in the

phase space where large differences can be observed among the models.

5.1.2 Spectrum calculations for the additional η regions

The inclusive photon energy spectra at each additional pseudorapidity region are cal-

culated by the analysis procedure described in Chap. 4. Systematic uncertainties are

again evaluated for those additional η regions. Eventually, no significant differences

of the level of the uncertainties are observed between the region 8.99 > η > 8.81 and

the additional η regions. Thus same values of the systematic uncertainties as well as

8.99 > η > 8.81, as shown in Fig. 4.33, are taken for the additional η regions. More

detail discussions can be found in Appendix B.

Figure 5.3 shows the unfolded photon spectra and the model predictions at the

four η regions in 9.22 > η > 8.52. Corresponding ratio plots can be found in Fig. 5.4.

QGSJETII-04 predicts the lowest photon yields, less than a half of that of the mea-

sured data in the high energy region for all η regions as shown in Fig. 5.3 and 5.4.

SIBYLL2.3 shows good agreement with data below a few TeVs, but the predicted

photon spectra are clearly harder than that of data in the TeV region. This trend is

true for all four η regions in Fig. 5.4. Although the spectral shape of EPOS-LHC is

softer than that of data in the mid-energy region, its photon yield is close to the data

within a level of 30 % in the wide range except for the highest energy bins. More im-

portantly, the agreement of EPOS-LHC with the observed result is remarkably good,

and almost compatible within the systematic errors, below 1000 GeV. The trends of

the differences between the model predictions and the observed results are similar

to those observed in 8.99 > η > 8.81 as discussed in Chap. 4 for the Arm1-Arm2

combined result. The agreement in the low energy region is essentially important

from the point view of the energy flow because the contribution from the low energy

is expected to be dominant considering the exponential-like spectral shape.

Regarding the differences between the pre/post-LHC models, the predictions of

the photon yield of EPOS-LHC and QSGJETII-04 below 1000 GeV become smaller

than those of EPOS1.99 and QGSJETII-03, respectively. Especially, the agreement of
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Figure 5.2: Production rate of photons of a) QGSJETII-04, b) EPOS-LHC, and
c) SIBYLL2.3 in p–p 13 TeV collisions. Horizontal and vertical axises represent
Feynman-x and the transverse momentum, respectively. The number of contents in
each bin represents the number of produced photons normalized by the number of
inelastic collisions. Each broken lines on the plots shows the acceptance regions of
the study, which are η >10.94, 9.22> η >8.99, 8.99> η >8.81, 8.81> η >8.66, and
8.66> η >8.52 as illustrated in the panel (d).
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EPOS with data improves for all four η regions shown in Fig. 5.4. This is not true for

SIBYLL. SIBYLL2.3 increases photon yield at the low energy region in 9.22> η >8.99,

while no significant difference can be observed in low energy for other three regions.

SIBYLL2.1 exceeds the photon yields of SIBYLL2.3 in the mid-energy regions for all

η regions.

Figure 5.5 shows the η dependence of the spectral shape at 9.22 > η > 8.52. Each

spectrum is normalized to the one at 9.22 > η > 8.99. As is expected, softer spectra

are observed as η decreases as shown in Fig. 5.5(a). The measured data has a large

η dependence of the spectral shape than any other model predictions, even though

similar η dependence can be observed in QGSJETII-04 (Fig. 5.5(b)) and EPOS-LHC

(Fig. 5.5(c)). SIBYLL2.3 has a particular feature, which is the weakest η dependence

above 2000 GeV, among three of the model predictions as shown in Fig. 5.5(d). The

behavior of SIBYLL2.3 at high xF and high transverse momentum already appears

in Fig. 5.2, but the experimental data disfavors the trend clearly.

5.1.3 Energy flow calculation

Forward photon energy flow of the i-th bin, Yi [GeV/∆η], is calculated by the in-

tegration of the photon spectrum measured in the certain η range, ∆η. Yi is given

by

Yi =
1

∆η

∑
j

Ej F (Ej) wj, (5.1)

where j denotes the bin number of the φ-acceptance-corrected energy spectrum F (Ej),

and Ej and wj are the center energy and the width of the j-th bin. In the case of the

region including zero-degree, the upper limit of pseudorapidity is set as 13 in order

to avoid ∆η of infinity, thus ∆η=13 - 10.94 is for this case.

The energy dependence of the contribution to the total energy flow is shown

in Fig. 5.6 by multiplying the energy to the measured spectra. The geometrical

acceptance of each photon spectrum is corrected in Fig. 5.6. Each distribution has

their peak in low energy, around 400–600 GeV for 8.66> η >8.52, and the contribution

from the energy greater than 2000 GeV is relatively negligible. There is a clear trend

that the contribution of the high energy photon becomes smaller as the pseudorapidity

η goes smaller. Since the peak of the energy flow is expected to be around η =7–8,

the yield of η > 10.94 is smaller than the other η regions.

Yi is calculated by simple integration of the spectra which have the energy thresh-

olds due to the constraints of the experiment as discussed in Sec. 4.1.2. Therefore,

the calculated energy flows miss the contribution below the energy thresholds, of

which fraction depends on η. It is needed to extrapolate the spectra below the energy

threshold of 200 GeV in order to directly compare the models. Extrapolation itself,
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Figure 5.3: The Arm1 photon spectra at each η region, a) 9.22> η >8.99, b) 8.81>
η >8.66, and c) 8.66> η >8.52, and comparison with the models. Green filled area
of data points represents the estimated systematic errors, while statistical errors are
not shown for model predictions as they are negligible.
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Figure 5.4: Model predictions of the photon spectra normalized to the LHCf-Arm1
spectrum. Each plot represents a) 9.22> η >8.99, b) 8.81> η >8.66, and c) 8.66>
η >8.52. Green filled area with the data points represents the systematic errors. In
order to understand the difference in the low energy region, the ratios above 4000 GeV
are not displayed in the plots.
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Figure 5.5: Comparison of the spectral shapes of a) LHCf Arm1, b) QGSJETII-04, c)
EPOS-LHC, and d) SIBYLL2.3. Each spectra of 9.22> η >8.99, 8.81> η >8.66, and
8.66> η >8.52 are normalized to the one in 9.22> η >8.99. Only statistical errors
are shown.
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are corrected.
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Figure 5.7: a) Energy flow distributions with or without the energy threshold at
13 TeV collisions. Broken and solid lines correspond to the distributions with or
without the energy threshold. b) Efficiency defined as the fractional energy above
thresholds with respect to the energy without the threshold.

Table 5.1: Efficiency of the energy flow measurement assuming the energy threshold
of 200 GeV at

√
s =13 TeV. The efficiency [%] is defined as fractional energy above

the threshold with respect to the energy without the threshold at the certain region.

η range QGSJETII-04 EPOS-LHC SIBYLL2.3
η >10.94 98.1 98.0 96.4

9.22> η >8.99 93.9 95.0 96.4
8.99> η >8.81 92.2 93.7 95.5
8.81> η >8.66 90.5 92.3 94.6
8.66> η >8.52 88.8 90.7 93.6

however, becomes model dependent.

Figure 5.7(a) shows the energy flow distributions with or without the energy

threshold. The efficiency can be defined as the fractional energy above the thresholds

with respect to the energy without the threshold. The η dependence of the efficien-

cies for each model is shown in Fig. 5.7(b). The efficiencies dramatically decrease in

lower η region, while two distributions are getting closer to each other in the higher

η region for those three models. According to the obtained results in Fig. 5.7, we can

evaluate the model-dependent efficiencies for each rapidity region. Within the range

used in the study, η > 8.52, each interaction model predicts high efficiency, roughly

90 % with the energy threshold of 200 GeV, i.e. xF=0.031. Model-dependent effi-

ciencies at each rapidity region are summarized in Tab. 5.1. The factors to correct

the low-energy photons are defined by using the average of the efficiencies calculated
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by the three models for each η region. The correction factors are 1.023, 1.052, 1.066,

1.081, and 1.098 for η >10.94, 9.22> η >8.99, 8.99> η >8.81, 8.81> η >8.66, and

8.66> η >8.52, respectively. The difference of the efficiencies among the models is

considered as the systematic uncertainty of this correction for each η region.

5.1.4 Systematic uncertainties

The systematic uncertainty of the energy flow at the i-th pseudorapidity region, σi,

is estimated by calculating the contribution of each systematic uncertainty indepen-

dently. Systematic uncertainties we discuss here are the ones arising from energy

scale, PID correction, beam center, multi-hit selection, unfolding, and luminosity as

previously summarized in Sec.4.5.6. All of the systematic effects on the spectra are

considered as bin-by-bin correlated, but independent each other contribution. We

obtain the j-th contribution of the systematic uncertainty of the energy flow, σji , by

shifting the observed photon spectra by upper and lower bands of the estimated sys-

tematic uncertainties at each energy bin. We assign the error in an alternative way

for the energy scale which is the most influential uncertainty. The uncertainty on the

energy flow from the energy scale is estimated by calculating the energy flows with

the spectra having ±3.4 %-shifted energy scales.

Figure 5.8 shows each contribution of the uncertainty on the energy flow measure-

ment. The total systematic uncertainty for each η region, σi, is calculated by adding

all the errors quadratically. The uncertainty from the low-energy correction, which

is already introduced in Sec. 5.1.3, is also considered and quadratically added. In

Fig. 5.8 Total includes the contribution from the low-energy correction. Total sys-

tematic uncertainties are roughly ±10 % for the four η regions in 9.22 > η > 8.52,

while slightly larger uncertainty is obtained in η > 10.94.

5.2 Results

5.2.1 Comparison with the post-LHC model predictions

Measured photon energy flow in p–p
√
s =13 TeV and the comparison with the

model predictions are shown in Fig. 5.9. Energy flows are calculated above the energy

threshold of 200 GeV corresponding xF = 0.031 for both data and model predictions

in Fig. 5.9. EPOS-LHC and SIBYLL2.3 are consistent with the observed results in

the four η ranges, which are close to the peak of the energy flow distribution, within

the estimated systematic errors. As is expected by the comparison between the pre-

LHC and the post-LHC model predictions with the energy spectra in Fig. 5.4, the

pre-LHC models give larger energy flow than those of the post-LHC models due to

the difference in the energy spectra roughly below 2000 GeV.

107



>8.52η8.66> >8.66η8.81> >8.81η8.99> >8.99η9.22> >10.94η

E
st

im
at

ed
 u

nc
er

ta
in

ty
 [%

]

30−

20−

10−

0

10

20

30

Energy scale
PID correction
Beam center

MH selection
Unfolding
Luminosity

Low-energy corr.

Total (sys.+stat.)

Figure 5.8: Estimated systeamtic uncertainties in each η region. Total is calculated
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Table 5.2: The measured energy flows [GeV/∆η] and the model predictions. The
energy flows are calculated above 200 GeV.

η range LHCf Arm1 QGSJETII-04 EPOS-LHC SIBYLL2.3

(13.0)> η >10.94 4.1+0.7
−0.4 3.2 3.3 2.8

9.22> η >8.99 219.3+27.1
−15.2 154.2 202.9 216.9

8.99> η >8.81 252.9+28.0
−16.2 176.1 233.6 257.2

8.81> η >8.66 269.8+27.4
−15.6 192.2 252.1 286.2

8.66> η >8.52 279.0+25.4
−14.6 203.7 264.3 304.1

The calculated energy flow for the experimental results and corresponding model

predictions are summarized in Tab. 5.2. The predictions of QGSJETII-04 are approx-

imately 30 % smaller, ranging 27–32 %, than the measured results within all the η

ranges. Although the contribution of the lower energy photons on the energy flow is

the largest among three models as shown in Tab. 5.1, the difference of the efficiencies

are just a level of few percent as discussed in Sec. 5.1.3 and thus the shortage of the

energy flow is not able to be explained by the energy threshold.

The correction of inefficiency for the low energy photons is applied to the energy

flow distribution, and the result is shown in Fig. 5.10. The peaks of the energy flow

distributions of the model predictions slightly shift toward smaller η comparing to

Fig. 5.9 because the contribution of lower energy photons of the energy flow increases

in small η. The prediction of SIBYLL2.3 is consistent with the obtained data results in

9.22 > η > 8.52. EPOS-LHC predicts slightly smaller energy flow than the observed
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Figure 5.9: Measured photon energy flow and MC predictions in p–p
√
s=13 TeV.

MC predictions are shown in colored lines, while measured data at each η region are
shown in black points. Measured energy flows are plotted with estimated systematic
and statistical errors. In the region of η >10.94, ∆η is assumed as ∆η =13-10.94.
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Figure 5.10: Measured photon energy flow after the correction for inefficiency of
the low energy photons and corresponding MC predictions in p–p

√
s=13 TeV. MC

predictions are shown in colored lines, while measured data at each η region are shown
in black points. Measured energy flows are plotted with the estimated systematic and
statistical errors. In the region of η >10.94, ∆η is assumed as ∆η =13-10.94.

results by 5–8 %. No models are consistent with the measured data at the highest

η bin, 13 > η > 10.94. The measured data results indicate that the photon energy

flow by QGSJETII-04 is smaller in all measured η regions. The lack of the photon

energy flow of QGSJETII-04 is a level of 30 %. The corrected results and the model

predictions are summarized in Tab. 5.3.

5.3 Discussion

In this chapter, we summarize the obtained results of the very-forward photon pro-

duction in terms of the energy spectrum and the energy flow measurement and the

corresponding model predictions. Since the agreement of the results obtained with

the Arm1 and the Arm2 detectors has been already confirmed in Sec.4.6.1, the dis-

cussion here is built on the obtained results of the wide η acceptance calculated with

the Arm1 detector in this chapter. In order to consider the impact of this work
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Table 5.3: The measured energy flows [GeV/∆η] and the model predictions corrected
for the energy threshold.

η range LHCf Arm1 QGSJETII-04 EPOS-LHC SIBYLL2.3

(13.0)> η >10.94 4.2+0.7
−0.4 3.3 3.4 2.9

9.22> η >8.99 230.6+27.3
−15.5 164.2 213.6 225.0

8.99> η >8.81 269.6+28.3
−16.8 191.0 249.3 269.3

8.81> η >8.66 291.7+26.5
−16.1 212.4 273.1 302.5

8.66> η >8.52 306.5+26.5
−16.1 229.4 291.4 324.9

on UHECRs measurement, we discuss the influence of the re-tuning of the existing

models with the very-forward photon measurement on the description of the shower

development such as Xmax.

The difference of the photon production in the very-forward region between the

pre/post-LHC model is seen in the energy region of less than 1000 GeV. The post-

LHC models predict less photon yield there compared to that of the pre-LHC models

in the lowest energy bins, and the obtained results support the predictions of the

post-LHC models. No significant differences between the pre/post-LHC models are

seen in the other high energy regions. All the predictions of the photon energy flow

from the pre-LHC models exceed that of the post-LHC model within the η range of

this work because the contribution of lower energy photons dominates a large fraction

of the energy flow.

If one integrates the total photon energy flow in a hadron collision, QGSJETII-

04, EPOS-LHC, and SIBYLL2.3 return 1083.6 GeV, 1191.2 GeV, and 1030.4 GeV,

respectively. QGSJETII-04 particularly decreases its photon yield in the very-forward

region, η > 8.52, approximately 30 % lower than EPOS-LHC and SIBYLL. Moreover,

the spectral shape predicted by QGSJETII-04 is the softest among the three models.

Such features of QGSJETII-04 is well consistent with shallow shower development as

introduced in Fig. 1.7. The experimental results disfavor the behavior of QGSJETII-

04, the modest photon energy flow and the soft spectral shape at the very-forward

region.

SIBYLL2.3 has the hardest spectral shape among the three models, and the η-

dependence of the spectral shape is very small. This can be explained by the high

energy photons at high pT up to about 3 GeV as shown in Fig. 5.2, which is unique for

SIBYLL2.3. In addition to the very-forward photons which carry the large fraction of

the total energy flow, a hard spectrum in the very-forward region explains the slowest

shower development by SIBYLL2.3 as shown in Fig. 1.7.

The obtained results of the photon energy flow give the best agreement with

SIBYLL2.3 around the peak of the energy flow distribution for 9.22 > η > 8.52 as
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discussed in Fig. 5.10, while SIBYLL2.3 predicts 30 % lower at η > 10.94. The

CASTOR calorimeter of the CMS experiment has reported the EM energy spectrum

in 6.6 > η > 5.5 at 13 TeV [64]. Their result indicates that SIBYLL2.3 underestimates

EM energy flow in 6.6 > η > 5.5. Therefore, the unique sharp peak of the energy

flow distribution predicted by SIBYLL2.3 is perhaps unlikely. Furthermore, our work

strongly disfavors the hard spectra and the small η-dependence of the spectral shape

of SIBYLL2.3. If SIBYLL2.3 is re-tuned to reproduce the obtained results here, the

prediction of Xmax is expected to be smaller, thus uncertainty in Xmax by the model

predictions becomes improved.

The predictions of EPOS-LHC reproduce well the measured results both for the

spectral shapes and for the energy flow in the very-forward region. Especially, EPOS-

LHC succeeds to reproduce the measured spectra up to around 4000 GeV considering

the systematic uncertainty. The agreement of the spectra leads good agreement of

the energy flow as well.

The features of the photon production, especially the energy flow and the spectral

shape in the very-forward region, from QGSJETII-04 and SIBYLL2.3 explain quali-

tatively their shallow and deep shower development, respectively. This work remarks

that ambiguity of the model predictions on Xmax measurement is expected to be re-

duced after the further re-tuning of the models for very forward rapidity region, the

second generation of the post-LHC models, using the observed results of the photon

production studied in this work. Constraining the shallow development predicted by

QGSJETII-04 leads a picture of UHECRs as not protonic, but light composition.
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Chapter 6

Conclusion

The LHC have proved its capability to reduce the uncertainty on the mass composition

measurement by the hadronic interaction models re-tuned with the data observed

at the LHC. There still remains critical uncertainty between even post-LHC model

predictions. The very-forward measurement at the LHC gives us promising data

to improve the reliability of the hadronic interaction models used in the air shower

experiments because the phase space of the very-forward region is essentially relevant

to the air shower development.

The upgraded LHCf detectors have been developed by adopting the Gd2SiO5

(GSO) scintillator, which is known as one of the best scintillators for radiation tol-

erance, to treat high radiation dose at the very-forward region in p–p
√
s =13 TeV.

After the dedicated beam tests at HIMAC and SPS for the calibration and the perfor-

mance studies, we have confirmed that the upgraded detectors meet the requirement

for the photon measurement having the energy and position resolutions of 2 % and

better than 100 µm for 200 GeV electrons, respectively. The LHCf experiment has

accomplished the measurement of the p–p 13 TeV collisions in the dedicated runs on

8–13th June 2015.

In Chap. 4, the inclusive photon spectra at η > 10.94 and 8.99 > η > 8.81 are

calculated by the LHCf Arm1 and Arm2 detectors independently. The spectra of

Arm1 and Arm2 agree with each other within the estimated systematic uncertainty,

and the combined spectra of Arm1 and Arm2 are compared with the MC predictions.

For both η > 10.94 and 8.99 > η > 8.81, EPOS-LHC and PYTHIA8.212 show good

agreement, compatible with the systematic uncertainty, below 3000 GeV. The LHCf

data disfavors softer and harder spectral shapes of QGSJETII-04 and DPMJET3.06,

respectively, for both regions. SIBYLL2.3 underestimates and overestimates the pho-

ton production in η > 10.94 and in 8.99 > η > 8.81, respectively.

Unlike the previous photon analyses in
√
s =0.9–7 TeV, the obtained data at η

in
√
s =13 TeV covers a large fraction of the energy flow. The photon energy flow

distribution has its peak at η =7–8, thus a large fraction of the flow concentrates on

113



the very-forward region where LHCf covers. Therefore, in Chap. 5, we focused on the

photon production in terms of the energy flow into the EM component of the hadron

collisions. This is the first attempt to verify the photon energy flow at the peak of

its η-distribution in
√
s =13 TeV at the LHC. Simulation studies indicate that the

features of each interaction model seen in the photon energy flow in the very-forward

region can explain the difference of the shower development qualitatively.

In addition to the η regions studied in Chap. 4, the inclusive photon spectra in

9.22 > η > 8.99, 8.81 > η > 8.66, and 8.66 > η > 8.52 are calculated with the

Arm1 detector in order to cover the wide η region around a peak of the energy flow

distribution. Pseudorapidity dependence of the photon energy flow at five η regions

within 9.22 > η > 8.52 and η > 10.94 is examined by calculating the differential

photon energy flows using the obtained photon spectra.

In 9.22 > η > 8.52, EPOS-LHC shows good agreement with the measured dif-

ferential energy flows, while it is 5–8 % lower than the measured energy flows. The

modest photon energy flow of QGSJETII-04 is disfavored by the measured results.

On the other hand, the observed energy flows are consistent with the prediction of

SIBYLL2.3, of which flow particularly concentrates on the very-forward, within the

estimated systematic uncertainty. However, the result at η > 10.94 and the EM

energy spectrum in 6.6 > η > 5.5 by CASTOR disfavors such specific distribution.

Regarding the spectral shapes, the obtained results disfavor the soft and hard trends

of QGSJETII-04 and SIBYLL2.3, respectively, while EPOS-LHC shows a good agree-

ment of the spectral shape with the obtained result. Especially, a weak η-dependence

of the spectral shape described by SIBYLL2.3 is strongly disagreed with the results.

Therefore, we conclude that EPOS-LHC reproduces well both the spectral shape and

the energy flow especially in the very-forward region.

Observed features of the very-forward photon energy spectra and energy flow

distributions of QGSJETII-04 and SIBYLL2.3 are qualitatively consistent with their

shallow and deep air shower development, respectively. This work remarks that ambi-

guity of the model predictions in Xmax measurement is expected to be reduced after

the further re-tuning of the models, the second generation of the post-LHC mod-

els, using the observed results of the photon production in the very forward region.

Constraining the shallow development predicted by QGSJETII-04 leads a picture of

UHECRs as not protonic, but light composition.
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Figure A.1: Light collection efficiency maps for the Arm1 a) 20 mm and b) 40 mm
calorimeters. The results are based on the data taken at HIMAC.
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Figure A.2: Light collection efficiency maps for the Arm2 a) 25 mm and b) 32 mm
calorimeters. The results are based on the data taken at HIMAC.
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Appendix B

Systematic uncertainties for the

additional acceptace regions

B.1 The energy scale
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(c) 8.81> η >8.66
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Figure B.1: Energy scale uncertainty of a) 9.22> η >8.99, b) 8.99> η >8.81, c)
8.81> η >8.66, and d) 8.66> η >8.52. Shown red lines were same as Fig. 4.31.
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B.2 Multi-hit correction
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(a) 9.22> η >8.99
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(b) 8.99> η >8.81
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(c) 8.81> η >8.66
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(d) 8.66> η >8.52

Figure B.2: Multihit correction uncertainty of a) 9.22> η >8.99, b) 8.99> η >8.81,
c) 8.81> η >8.66, and d) 8.66> η >8.52. Shown red lines were same as Fig. 4.31.
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