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Abstract

In this day and age, security surveillance systems can be seen almost everywhere.

They are expected to work in various environments. Most common cameras work

in the visible spectrum, in which the human visual system also operates. However,

these cameras face a big problem in less-than-ideal illumination conditions. In the

nighttime or in dark areas, thermal cameras are better options.

In regards to the surveillance, the most common target of observation is humans.

However, it is difficult for humans to observe and interpret thermal infrared images,

and cannot easily identify a person captured in them. This brings us to the main

theme of this thesis, namely “Understanding thermal infrared images.” The focal

point of this thesis is understanding “Human images” in the thermal infrared spec-

trum. The task of understanding can be given to a system, and then the system can

be used to help people understand thermal infrared images in various applications.

Two research questions that may be asked from human images in the thermal infrared

spectrum, “What does the person look like in the visible spectrum?” and “What is the

person wearing?” are the foci of the thesis. In order to answer these questions, two

approaches to obtain understanding were chosen; visually and semantically. Each

understanding is investigated separately on its respective research topic.

The first research topic is the visual understanding, in which face images are recon-

structed from the thermal infrared to the visible spectra. This reconstruction is very

beneficial in the case of using a thermal infrared camera for surveillance, because hu-

mans struggle to recognize faces taken in this spectrum. By reconstructing the face

to the visible spectrum, humans can then perform the identification easily. Since the

biometric information of a face is unique to a person regardless of the spectrum it is

in, the system can infer the correlation of a face between different spectra. Therefore,

by analyzing the correlation between these face images taken in both the thermal in-

frared and the visible spectra, the reconstruction can then be performed based on this

relationship.
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Experimental results showed the high performance of the proposed method in all

evaluations for reconstructing known persons’ thermal face image, outperforming

all other methods. Additionally, a discussion is also provided on reconstructing un-

known person’s thermal face image. The proposed method as well as the comparative

methods struggled to perform this kind of reconstruction because there was no infor-

mation of the face in the visible spectrum. This proved the difficulty of the task and

warrants further research in the field.

The second research topic is the semantic understanding, specifically on the exis-

tence of wearable attributes such as glasses, masks, and hat. The existence of wear-

able attributes on the face of a person may occlude the identification process. In areas

where the identity of a person is important, this unknown person could be a security

risk. A preventative measure is useful in this case, hence identifying what attributes

people are wearing in advance is important. In order to achieve this, a decomposition

approach for recognition is proposed. The approach extracts only the attribute infor-

mation by taking advantage of the properties of the wearable attributes in the thermal

infrared spectrum and uses them for the attribute recognition process. Two versions

of the proposed methods are introduced, where the first one was improved upon with

a prior knowledge of the region where the attributes are likely to be present.

Experimental results showed the high performance of the proposed method that used

the prior knowledge, outperforming all other methods. By visual observation, the

resulting images also showed relatively better extracted attributes.

In summary, two systems that can provide insights to face and human upper body

images in the thermal infrared spectrum were implemented. Face image reconstruc-

tion provides visual understanding of what a face image taken in the thermal infrared

spectrum looks like in the visible spectrum. Wearable attribute recognition provides

semantic understanding to human upper body images, providing information of var-

ious objects worn by the person in an image. There are still many areas to improve

upon, but these systems can be useful for security surveillance systems.
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Chapter 1

Introduction

This chapter introduces the research presented in the thesis. It starts with the gen-

eral background in Section 1.1, then continues into the details of the theme which is

understanding human images in the thermal infrared spectrum in Section 1.2. Re-

search topics affiliated with the theme are explained in Section 1.3, and lastly, the

description of the general structure of the thesis follows in Section 1.4.

1.1 Background

In this day and age, security surveillance systems can be seen almost everywhere. Al-

though they are generally found in commercial and public buildings, it is increasingly

common to find them in residential buildings as well. These surveillance systems

play a critical role in security as means for crime prevention, by deterring potential

criminals; as well as for monitoring and crime investigations [1, 2].

There are many factors to consider when setting up and managing a surveillance

system. For example, a need to consider the locations to be covered by the cameras,

the security level to be enforced, and the type and quality of cameras desired. It is

also important to note that security surveillance systems work continuously, every

1
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Gamma rays X-rays UV
Infrared 

(IR)

Micro-

waves

Radio 

waves
Long radio 

waves

Increasing wavelength, decreasing frequency

Visible

Thermal Infrared
Near

IR

Figure 1.1: Electromagnetic spectrum at a glance. UV stands for Ultraviolet.

single day, through day and night. Therefore, illumination and weather conditions

also need to be considered.

Locations covered by surveillance cameras can be divided into two categories: in-

doors and outdoors. Indoor surveillance systems are relatively easier to handle be-

cause the lighting can be controlled. However, the lighting must be able to provide

the best illumination condition possible. For example, it is preferable to have ideal

illumination in an area close to one of the cameras and forsake some lighting where

the area is relatively far away. There are not many other external factors that can

compromise the quality of indoor images. That being said, a less than ideal illumi-

nation condition is still present even indoors due to the possibility of light sources

being turned off during the night, and non-uniform lighting in the scene [3–5].

On the other hand, in outdoor environments, the illumination conditions vary accord-

ing to the time of day. During the night, when there is no sunlight, humans must rely

on artificial light sources. Unless additional efforts are made to brighten all of the

areas monitored by surveillance cameras, achieving an ideal illumination condition

is a massive task. Lastly, weather conditions such as fog or rain can also affect the

capability to capture an ideal image or video.

There are many types of cameras that can be used in surveillance systems, which may

be categorized by the spectrum they are working in. Figure 1.1 shows the electro-

magnetic spectrum in its simplest representation. The most common camera works

in the visible spectrum that ranges from about 400 to 700 nm in the electromagnetic
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(A) Visible spectrum (B) Thermal infrared spectrum

Figure 1.2: Image examples in different spectra.

spectrum, in which the human visual system also operates. A general market con-

sumer usually purchases these cameras, which this thesis will refer to as “normal

cameras” or simply “cameras” from hereon. These cameras are relatively inexpen-

sive and can be easily purchased. A basic security surveillance system employs nor-

mal cameras to cover the desired areas, which is usually sufficient. However, these

cameras face a big problem during nighttime or in dark areas. In less-than-ideal illu-

mination conditions, whether indoors or outdoors, the security surveillance system

cannot stop performing its duty. Some solutions to this problem are providing light

sources on affected areas or limiting entry to certain places.

As an alternative to these normal cameras, thermal cameras can also be utilized for

a surveillance system. Thermal cameras work in thermal infrared spectrum, a sub-

division of the infrared spectrum, and do not rely on illumination to produce images.

Rather than capturing visible light, these cameras capture infrared radiation whose

intensity depends on the temperature of the object [6, 7]. This capturing process is

called thermal imaging or thermography. This characteristic makes a thermal cam-

era a better option over normal cameras for surveillance in nighttime and/or poorly

lit areas. Figure 1.2 shows an example of images in both visible and thermal infra-

red spectra taken simultaneously during the night. Although there is a light source

nearby, as seen in Figure 1.2(A), it is hard to discern any feature from the person.

Meanwhile, the thermal infrared version of the image shows the presence of a human

clearly.
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Other than these two camera types, there are also cameras available for surveillance

that work in near-infrared spectrum, another sub-division of the infrared spectrum.

Near-infrared cameras also allow humans to see the surrounding environment in the

dark by using active infrared lighting, which is the main difference with the thermal

infrared cameras. The cameras then capture the infrared wave reflected from objects

to produce images. Images captured in the near-infrared spectrum resemble ones that

are captured by normal cameras, but with slight differences. For example, in a face

image, the person’s eyes look completely dark and the skin lacks texture. Further

discussion on both the near-infrared and the thermal infrared spectra is provided in

Chapter 2.

Currently, the most common implementation of a security surveillance system is to

have a dedicated person, usually a security guard, to observe various monitors from

multiple camera feeds. This is a taxing assignment, and a normal human cannot stay

looking at these camera feeds without a break. On top of being very labor intensive,

it is also prone to human error. Consequently, the surveillance system cannot be

used reliably for continuous tasks such as face recognition and human detection. In

the condition where nobody is watching the camera feeds, at best, the surveillance

system can only be used to conduct investigations of crimes after they have occurred

through recording.

Automating some tasks of the surveillance system can be very beneficial. While a

human observer may still be necessary, the assignment will not be as taxing. For

example, an automated human detection system in highly restricted areas, where

the presence of humans in these areas equals to a security risk. A quick detection

guarantee sufficient time for an appropriate action, and by automating this process,

it does not rely on a dedicated person watching the camera feeds continuously [8, 9].

In some cases, human intervention is necessary even with automations. Take an auto-

mated face recognition system used as a security check at the entrance to a building.

When the system recognizes a person suspected to be wanted by the police, it can
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alert a security guard to confirm this hypothesis. If the system did not make a mis-

take, the security guard then can decide on the steps taken next; contact the police or

apprehend the person directly. Figure 1.3(A) visualizes this example.

Another example is when an automated system fails to recognize an individual due

to the usage of certain objects. In areas where the identity of a person is important,

such as a bank or a military outpost, this is a security risk. Human intervention might

be necessary to take further action in order to identify the individual. This case is

visualized in Figure 1.3(B).

Depending on the desired security level, more automation can be introduced into the

surveillance system. In a situation where higher level of security is imposed, the

surveillance system benefits from the existence of additional and appropriate auto-

mated systems, including but not limited to the previously mentioned face recogni-

tion and human detection systems.

Although thermal infrared cameras have some advantages over normal cameras,

there are still some drawbacks. Generally, humans will encounter great difficulty

in observing thermal infrared images, and cannot easily identify a person captured in

them. This is disadvantageous in surveillance, since human participation is necessary

in certain applications mentioned previously. In these applications, the capability to

recognize humans captured by the surveillance camera is quite important. However,

many features of a face available in the visible spectrum are not necessarily usable in

the thermal infrared spectrum, making the task of identifying people captured in the

thermal infrared spectrum a tremendous challenge. This brings us to the main theme

of this thesis, namely “Understanding thermal infrared images.”

1.2 Understanding Thermal Infrared Images

There are two parts in this theme; “thermal infrared” and “image understanding”.

Thermal infrared is a name of a spectrum which is a sub-division of the infrared

spectrum, as explained briefly in the previous section. Image understanding, on the
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Surveillance 

System
Wanted people

Database

Match?

SECURITY

• Confirm the identity

• Decide the next action

(A) Example where the surveillance system finds a person suspected to be
wanted by police.

Surveillance 

System

ALERT
Identity 

unknown!
SECURITY

• Confirm the identity

• Decide the next action

(B) Example where the surveillance system fails to identify a person due to cer-
tain objects.

Figure 1.3: Application examples where human intervention is necessary.

other hand, is a familiar term in the field of computer vision. While there is no agreed

definition of this term, it can generally be explained as inferring facts on what is in

the image based on its elements. This may include the usage of statistics, geometry,

and other scientific subjects to do so. Therefore, the combination of these two parts

means that the image that this thesis investigates to gain understanding is taken in

the thermal infrared spectrum.
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(A) What does the person look like in
the visible spectrum?

(B) What is the person wearing?

Figure 1.4: Two main research questions in this thesis.

Understanding thermal infrared image in general is an extensive task. However,

in regards to the surveillance, the most common target of observation is humans.

Therefore, the focal point of the research in this thesis is understanding human im-

ages captured in the thermal infrared spectrum. However, since the human visual

system does not work in the thermal infrared spectrum, it is difficult to understand

human images captured in this spectrum. The main cause of difficulty in performing

human identification is due to the lack of understanding of human images in the ther-

mal infrared spectrum. In other words, we do not understand how humans look and

are represented in this spectrum. Rather than forcing humans to understand the hu-

man images, a better option would be to leave the task of understanding to a system.

Then, the system can be used to help people understand thermal infrared images in

various applications.

From human images captured in the thermal infrared spectrum, there may be mul-

tiple research questions. Two of them can be seen in Figure 1.4, which are “What

does the person look like in the visible spectrum?” and “What is the person wear-

ing?” These two questions are the foci of the research presented in this thesis, and

answering them would help humans understand more of thermal infrared images.
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1.2.1 Research Question 1: What does the person look like in the

visible spectrum?

In general, humans find it difficult to recognize/identify who is the person in a ther-

mal infrared image. This is because features available in the visible spectrum might

not be useful in the thermal infrared spectrum. This is the main reason why this

question is being asked.

Nowadays, multiple automated surveillance systems have been proposed [10, 11],

despite the fact that there are still some issues in surveillance [12, 13]. In the visible

domain, humans can easily confirm the hypothesis made by the automated system.

One example was given in Section 1.1 where the system recognizes a person sus-

pected to be wanted by the police, and humans are required to confirm this hypothe-

sis. However, in the case where thermal cameras are used, humans are less likely to

be able to neither confirm nor deny this since we lack the understanding necessary

to do so.

Therefore, in order to answer this question, the human image needs to be recon-

structed from the thermal infrared spectrum to the visible spectrum. Doing so pro-

vides visualization to humans, which is very beneficial in the case of using thermal

infrared cameras for surveillance. To be able to achieve this, understanding the cor-

relation between face images in both spectra is necessary.

1.2.2 Research Question 2: What is the person wearing?

In daily life, it is not uncommon to see people wearing glasses, accessories and other

vanity items on top of basic clothing. However, the existence of these objects on the

face is an occlusion, hindering the identification process. This fact applies not only

to systems, but also humans. In surveillance, this is not an ideal situation and as a

matter of fact, it is a security risk, especially in areas where the identity of a person is

important such as a bank or a military outpost. Additionally, what people can bring
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(A) Visible spectrum (B) Thermal infrared spectrum

Figure 1.5: Image examples of a person with wearable attributes in different spectra.

into these places are often regulated. Therefore, answering this research question by

recognizing what attributes people are wearing is important.

The term “attribute” can be defined as a trait or an element of an object. Humans

can have a lot of attributes affiliated with them, encompassing various aspects. Age,

race, gender, skin tone, hair type, hair color, are just a few examples which are

directly correlated to the human body. Other examples are related to the numerous

objects that can be worn. Aside from the many variations of basic clothing, there are

abundant amount of accessories, bags, and headgears that could be worn by humans.

In this research, these worn objects are referred to as “wearable attributes.”

In surveillance systems, human identification requires analysis and processing of

the image of the related person. However, the presence of wearable attributes in

the image may hinder this process. In these cases, prior to the identification, there

is a need to recognize the wearable attributes present in the image. In the visible

spectrum, recognition of these wearable attributes can be used to describe people [1,

14]. In the thermal infrared spectrum however, the temperature of an object is an

integral part of the imaging process, hence these attributes are seen differently. Some

of these attributes cannot be used and may even hinder the identification process. In

this case, it is a better decision to isolate them because they can also be a security

risk. Figure 1.5 shows an example of images of a person with wearable attributes in

both visible and thermal infrared spectra.
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There are two considerable problems that need to be addressed in order to recognize

these wearable attributes. The first problem is related to the relatively small size

of the wearable attributes when compared to the size of the human body. Since

they are small, the difficulty of the recognition rises. The second problem is the

existence of variations in both the human body and the wearable attribute themselves,

which means that the intra-class variation is high. Consequently, recognizing these

wearable attributes is a challenging task.

1.3 Research Topics

By expanding on the concept of image understanding, understanding human images

could be rephrased as inferring facts about the person(s) in the image based on its

elements. In this thesis, two approaches were chosen to understand these human

images; visually and semantically. Respectively, both “visual understanding” and

“semantic understanding” can be obtained from human images. Analysis of elements

of the person from the appearance and what is seen visually in the image is performed

to gain visual understanding. As for obtaining semantic understanding, facts can

be inferred from the existence or the absence of human elements in the image and

describe the image with it.

To shed some light into these two concepts of understanding in this thesis, two re-

search topics will be tackled to investigate each of these concepts separately. The

first research topic is related to the investigation of the visual understanding of hu-

man images in the thermal infrared spectrum, which is performed to answer the first

research question. The second research topic is related to the investigation of the se-

mantic understanding of human images in the thermal spectrum, which is performed

to answer the second research question.
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Reconstruction 

System

Figure 1.6: Overview of the reconstruction.

1.3.1 Topic 1: Visual Understanding from Thermal Infrared Im-

age

In order to answer the first research question, which is “What does the person look

like in the visible spectrum?”, this research topic attempts to reconstruct a face image

from the thermal infrared spectrum to the visible spectrum. Figure 1.6 shows the

overview of the reconstruction.

It has been mentioned previously that features of a face available in the visible spec-

trum might not be usable in the thermal infrared spectrum. However, regardless of

the spectrum the image was taken in, the biometric information of a face is unique

to the person. Based on this reasoning, this research assumed that a correlation can

be inferred between the biometric information obtained from face images captured

in both the thermal infrared and the visible spectra. The correlation is then used to

perform the reconstruction.

From the various ways to study the correlation between the two modalities, this

research chose to present thermal infrared and visible images into their low-dimen-

sional subspace and perform the study on these low-rank representations. Based
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on the transformation process, the low-rank representations will have various levels

of information compacted from the original image. Since the correlation is derived

from these low-rank representations, the relationship between the thermal infrared

and the visible images can presumably be studied from a deeper level.

The proposed method includes the study of the correlation between the face images

in thermal infrared and visible spectra, which will be used for the reconstruction. The

proposed method is separated into two processes; the first is the learning process and

the second is the reconstruction process.

The learning process comprises of representing the face images to their low-rank

versions and the study of the correlation between the thermal infrared and visual

versions. To obtain the low-rank versions of the face images, Principal Component

Analysis (PCA) [15] is utilized. With PCA, the face images are represented in the

lower-rank version of themselves on the eigenspace. It is important to note that the

eigenspaces of the thermal infrared and the visible spectra are not the same, meaning

each spectrum has its own eigenspace. After the low-rank versions of the face images

are available on the eigenspace, Canonical Correlation Analysis (CCA) [16] is em-

ployed to learn the correlation between the thermal infrared and the visible face data.

The CCA process projects low-rank face data from both the thermal infrared and the

visible spectra onto a coherent space, where the correlation between the face data is

maximized. On this coherent space, the correlation between the thermal infrared and

the visible spectra can be exploited to achieve cross-modality reconstruction.

The reconstruction process is bidirectional, where the projection of a new face im-

age can be performed from either the thermal infrared or the visible spectra. This

research focuses on the face image reconstruction from the thermal infrared spec-

trum to the visible spectrum for the intended application in the visualization process

in a surveillance system. Since the correlation between face images in both the ther-

mal infrared and the visible spectra is studied on the eigenspace, and accordingly, on

the coherent space where the maximized correlation can be derived. Therefore, it is

necessary to project the new face image onto the eigenspace and the coherent space,



1.3. Research Topics 13

respectively. The reconstruction is performed on this coherent space by utilizing the

Locally Linear Embedding (LLE) [17] method. The LLE is used to reconstruct the

visible spectrum face data from the thermal infrared counterpart. After that, the data

is projected back onto the image space and is produced in the form of an image.

In regards to the reconstruction, there is another important point that is also consid-

ered in the proposed method. Since the learning process includes a transformation of

the data into its lower-dimensional space, details of the face are lost during the whole

reconstruction procedure. Therefore, the proposed method employs a two-step re-

construction approach, which denotes the scale of the reconstruction performed on

the image. The first step is a reconstruction on the whole face image, where the whole

face image is created. Conversion to low-rank that causes the loss of details men-

tioned previously, is performed in this step. To reintroduce the details, it is necessary

to perform the second step of reconstruction. Using the face image reconstructed in

the first step as a foundation, the second step of reconstruction is performed. The

second step involves reconstruction of small patches of the face image. By perform-

ing the reconstruction on small patches and without performing low-rank conversion,

details of the face are preserved during the process. With these two steps, the pro-

posed method takes advantage of both the global face structure and local features to

perform the reconstruction. The details of the proposed framework is explained in

Chapter 3.

1.3.2 Topic 2: Semantic Understanding from Thermal Infrared

Image

In order to answer the second research question, which is “What is the person wear-

ing?”, this research topic attempts to recognize wearable attributes in the human

image. Figure 1.7 shows the overview of the recognition.

To recognize these wearable attributes based on what is available in the image, a de-

composition approach is proposed. One of the characteristics of wearable attributes
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Recognition 

System

The person is wearing:

• Glasses

• Mask

Figure 1.7: Overview of the recognition.

is that they usually have a lower temperature compared to those of a human body.

This characteristic can be exploited by a decomposition approach. By decompos-

ing the human image to multiple components, the components can then be analyzed.

This research proposes the usage of a low-rank representation of the image to obtain

other components of the image to achieve the decomposition. With this information,

a conclusion can then be drawn on the existence of wearable attributes in the image.

The proposed method employs a decomposition process that could separate the im-

age into multiple components, one of which contains the wearable attributes. Since

the attributes are all that is needed, the other elements are unnecessary. Therefore,

this research proposes the idea of majority and minority to achieve the decomposition

by utilizing the low-rank representations. To realize the idea, there is a condition that

needs to be fulfilled. The condition is that in a group of observations, the similarity

between the observations needs to be high.

In order to convey the idea in a simpler fashion, let us assume a collection of human

images in the thermal infrared spectrum. Most of these people are shown without

wearable attributes, serving as the majority. In this case, the existence of a person

with a wearable attribute in some images is evaluated as the minority. Additionally,
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(A) No attribute

(B) Mask attribute (C) Backpack attribute

Figure 1.8: Dataset example with five images where attributes are the minority.

the small size of the attributes, which is one of the problems mentioned in Sec-

tion 1.2.2, can also be considered as minority and the rest of the human parts are the

majority. Under this assumption, the attributes can be extracted by means of decom-

position. To ensure this condition, the proposed method exercises control over the

data prior to the decomposition. Figure 1.8 depicts an example of this idea.

The decomposition in this research is performed by utilizing Robust Principal Com-

ponent Analysis (RPCA) [18], a modification to the popular PCA. Compared to

PCA, RPCA is robust to corrupted or noisy observations in the data. RPCA can

decompose noisy images into two components; a component which contains only

noise and another component that depicts the original image without noise. The

aforementioned decomposition idea considers the wearable attributes as a minority,



16 Chapter 1. Introduction

which in the case of RPCA, as noise. Therefore, the usage of RPCA for decompo-

sition is beneficial for our purpose, as the wearable attributes can be extracted into a

separate component.

The recognition process takes part after the decomposition. In addition, since the

wearable attributes are isolated into individual components, any classifier can be

used to accomplish the recognition.

In this research, the proposed method utilizes the RPCA for the decomposition. First,

the RPCA is used as is for the decomposition. Afterwards, this method is improved

with the usage of prior knowledge. The prior knowledge used is the region where

the wearable attributes are likely to be present. In this work, this prior knowledge is

named as the Probability Map (PM). The PM shows the likelihood of an attribute be-

ing present in the region of an image which is deduced from the available annotated

data. The frameworks of the proposed RPCA methods are described in Chapter 4.

1.4 Structure of the Thesis

This thesis is divided into five chapters as seen in Figure 1.9. Chapter 1 covered

the background of the thesis and introduced two research topics in this thesis and

the approaches taken to propose the solution for each topic. Chapter 2 explains

the thermal infrared spectrum in detail, while Chapter 3 describes various related

researches that have been conducted. Previous works related to the two research

topics are also included in this chapter. Chapter 4 goes into the detail about the

first research topic; Visual understanding of a face image via reconstruction from

the thermal infrared to the visible spectra. Chapter 5 describes the second topic;

Semantic understanding of a human image via recognition of wearable attributes

in thermal infrared images. Both of these chapters include a full explanation of

the proposed methods, the experiments conducted and their respective analyses, and

closed by their own summaries. Finally, Chapter 6 concludes this thesis with the

summary, future works, and some closing remarks.
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Chapter 2

Thermal Infrared Spectrum

This chapter introduces the spectrum of interest in the thesis; thermal infrared. It

starts by introducing the broad electromagnetic spectrum in Section 2.1. Section 2.2

explains the infrared spectrum further, along with the thermal infrared spectrum.

2.1 Electromagnetic Spectrum

The electromagnetic spectrum refers to a collective band of electromagnetic radia-

tion, extending from gamma rays to radio waves. The simplest representation of the

electromagnetic spectrum is shown in Figure 1.1 in Chapter 1. This radiation, in the

form of a wave, has a specific wavelength and frequency. One of the characteris-

tics of a wave is that the wavelength and the frequency are inversely proportional

to each other. Therefore, the longer the wavelength of a wave, the frequency of the

said wave is lower. The electromagnetic spectrum is divided into multiple bands or

spectra depending on the wavelength/frequency.

Starting from the shortest wavelength (thus highest frequency), various bands of the

electromagnetic spectrum and their brief introductions are provided in the following

list. Table 2.1 shows the division of the electromagnetic spectrum, including the

wavelength and the frequency of each spectra [19].

19
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Table 2.1: Divisions in the electromagnetic spectrum.

Division Name Wavelength [m] Frequency [Hz]

Gamma ray < 10 × 10−12 > 30 × 1018

X-ray 10 × 10−12–10 × 10−9 30 × 1015–30 × 1018

Ultraviolet 10 × 10−9–400 × 10−9 790 × 1012–30 × 1015

Visible 400 × 10−9–700 × 10−9 430 × 1012–790 × 1012

Infrared 700 × 10−9–1 × 10−3 300 × 109–430 × 1012

Microwave 1 × 10−3–1 × 100 300 × 106–300 × 109

Radio wave 1 × 100–100 × 103 3 × 100–300 × 106

• Gamma rays: Also referred to as gamma radiation, denoted by the Greek

letter γ. It has a very penetrating characteristic, discovered from the study of

radioactive materials. It was discovered after alpha α and beta β rays, hence

its name [20]. The wavelength of gamma rays is generally less than 10 pm

(picometers) or 10−11m.

• X-rays: The first published work on X-rays is by Röntgen [21] in 1896. He re-

ferred to this radiation by the name “X” to signify it as an unknown radiation.

It has since been commonly referred to as either X-rays or Röntgen radiation,

and often used in the medical imaging field. The wavelength of X-rays gener-

ally ranges from 0.01 to 10 nm.

• Ultraviolet: The word ultra originated from Latin, which means beyond, while

violet is the color in the visible spectrum that has the shortest wavelength.

Therefore, ultraviolet literally means “beyond violet.” The wavelength of ul-

traviolet generally ranges from 10 to 400 nm.

• Visible light: The electromagnetic radiation in this band is visible to humans

and capturing this radiation is the basis of how the human vision works. There

are different definitions on the range of wavelength that is considered as vis-

ible lights. One of the narrowest definition of the visible light is from 420 to

680 nm [22, 23], while the broadest definition of the visible light is from 380

to 800 nm [24]. Under artificial conditions, human eyes can also see electro-

magnetic radiation with wavelength from 310 up to 1, 050 nm [25].
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• Infrared: The word “infra” originated from Latin, which means below. Infra-

red radiation has a longer wavelength than that of visible light. In the visible

spectrum, red is the color that has the longest wavelength, which means it has

the lowest frequency. Infrared has a lower frequency than the red part of the

visible spectrum, hence the name. The wavelengths that are categorized as in-

frared generally range from 0.7 to 1, 000 µm. Further explanation is provided

in Section 2.2.

• Microwaves: The prefix “micro” in the name does not suggest it has a wave-

length of a micrometer (10−6 m) which is denoted by µm. Instead, the wave-

length for microwaves generally ranges from 1 to 1, 000 mm [26, 27]. Ar-

guably, the most well-known usage of this electromagnetic radiation is in mi-

crowave ovens.

• Radio waves: Also often referred to as Radio-Frequency Radiation (RFR),

radio waves are usually considered to have microwave radiation as its subset

and commonly described by its frequency [26]. Radio waves are widely used

in various applications such as radio communication, broadcasting, and radar,

to name a few. The wavelength of radio waves generally ranges from 1 to

100, 000 km.

It is important to note that the boundaries of each band in the electromagnetic spec-

trum are not categorically rigid. For example, the aforementioned visible light has

multiple definitions. However, the fact that both infrared and ultraviolet are located

next to the visible spectrum does not change. Nevertheless, the International Orga-

nization for Standardization (ISO) published their spectral bands division for ultra-

violet, visible light and infrared [28] as shown in Table 2.2.

2.2 Infrared Spectrum

Infrared radiation or simply InfraRed (IR) was discovered by Herschel [29] in 1800.

It is located between the visible and the microwave bands in the electromagnetic
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Table 2.2: Spectral bands division defined by International Organization for Stan-
dardization (ISO) [28].

Division Name Wavelength [nm]

Ultraviolet 1–380
Visible 380–780
Infrared 780–106

Table 2.3: Divisions in the infrared spectrum [30].

Division Name Wavelength [nm]

Reflected infrared
Near-InfraRed (NIR) 750–1,400

Short-Wavelength InfraRed (SWIR) 1,400–3,000

Thermal infrared
Mid-Wavelength InfraRed (MWIR) 3,000–8,000
Long-Wavelength InfraRed (LWIR) 8,000–15,000

Far InfraRed (FIR) 15,000–1,000,000

Table 2.4: Divisions in the infrared spectrum according to International Organiza-
tion for Standardization (ISO) [28].

Division Name Wavelength [nm]

IR-A
Near InfraRed (NIR)

750–1,400
IR-B 1,400–3,000

IR-C
Mid InfraRed (MIR) 3,000–50,000
Far InfraRed (FIR) 50,000–1,000,000

spectrum. While the wavelength typically ranges from 0.7 to 1, 000 µm, the starting

value might differ depending on the definition of the visible spectrum.

Just like the electromagnetic spectrum and many of its divisions, the infrared spec-

trum can also be separated into sub-divisions. According to D’Amico et al. [30], the

infrared spectrum is commonly separated into multiple sub-divisions as seen in Ta-

ble 2.3. The Near-InfraRed (NIR) and the Short-Wavelength InfraRed (SWIR) com-

bined is usually called reflected infrared and the Mid-Wavelength InfraRed (MWIR)

and Long-Wavelength InfraRed (LWIR) combined is often referred to as thermal

infrared. Another division is published by ISO [28], as shown in Table 2.4.
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Although human eyes can normally only see the electromagnetic radiation in the

visible spectrum, there are reports of people who are able to see infrared up to

1,050 nm [25, 31] in certain conditions.

Reiterating what has been mentioned in Chapter 1, thermal infrared cameras do not

rely on illumination to observe the environment. These cameras capture infrared

radiation of an object where the intensity captured depends on its temperature. This

process is called thermal imaging or thermography.

In order to understand how temperature can be used to observe the environment,

explanation of physical bodies and their relationship to temperature is necessary.

Planck’s law describes that a black body emits electromagnetic radiation that de-

pends solely only on the body’s temperature, independent of its shape and compo-

sition [32]. A black body is an idealized physical body which satisfies three condi-

tions [33]; It is a perfect emitter, a diffuse emitter, and the best energy absorber. One

of the characteristics, a perfect emitter, means that a black body emits more energy

than any other surface. Meanwhile, real world objects can only emit a fraction of the

radiation emitted by a black body. This emissivity also influences the radiation cap-

tured by the thermal infrared cameras. Therefore, the image captured by a thermal

infrared camera is affected by the temperature of an object and its emissivity.

As mentioned previously, both MWIR and LWIR combined is often referred to as

thermal infrared. Therefore, the thermal infrared spectrum includes the wavelengths

from 3 to 15 µm. However, thermal cameras usually capture radiation in the LWIR

range (from 8 to 14 µm) to produce images. It is important to note that LWIR is also

sometimes called far-infrared [30], and some researches refer to the thermal infrared

as such.

There are many terms that can be used interchangeably in the thermal infrared sub-

ject, for example, thermal imaging can also be called thermography. The thermal

infrared cameras can also be called thermographic cameras. These cameras can also

be referred to as thermographs, which by definition are instruments that record tem-

perature variations in an area or over a period of time. A graphic or visual record
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Figure 2.1: Examples of images taken in (from left to right) visible, near-infrared
and thermal infrared spectra. Image courtesy of Espinosa-Duro et al. [34].

produced by a thermograph is called a thermogram. Therefore, thermal images can

also be called thermograms. For convenience, henceforth only the terms “thermal

cameras” and “thermal images” will be used in this work.

Another relatively familiar and established sub-division of the infrared spectrum is

the near-infrared (NIR). In the infrared spectrum, it covers the wavelength immedi-

ately beyond the visible spectrum. Night vision cameras are usually associated with

these NIR cameras. However, night vision basically means the ability to see in low

light conditions, where there is not much, if any, visible light. By this definition,

night vision extends from the near-infrared all the way to the thermal infrared spec-

trum. Therefore, the idea that night vision is achieved by only using near-infrared

cameras is a misconception. The main difference between near-infrared and thermal

infrared for human images is that near-infrared captures human features that closely

resemble those taken in the visible spectrum, while thermal infrared captures only

the temperature. Examples of images taken in visible, near-infrared and thermal

infrared spectra are provided in Figure 2.1.

Night vision cameras commonly operate by utilizing either image intensifiers, active

illumination or thermal imaging. Image intensifiers are devices that can produce

image by increasing the intensity of available visible light and/or converting non-

visible light sources from near-infrared or short wave infrared to visible. Active

illumination makes use of an active source of illumination in the near-infrared and/or

short wave infrared to facilitate the image capturing process. In conclusion, thermal
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imaging is not the same with the other night vision methods, which closely resembles

photography in the visible spectrum.
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Chapter 3

Literature Review

This chapter provides a literature review of the various researches on image process-

ing that have been conducted in this spectrum, and works related to the two research

topics which were introduced in Chapter 1.

Under the umbrella of human image processing, the overview of the related works

can be seen in Figure 3.1. Section 3.1 introduces various image processing re-

searches conducted in the thermal infrared spectrum that are not related directly to

the two researches introduced in this thesis. The following sections provide research

history to shed some light on the two research topics; Face image reconstruction

from the thermal infrared spectrum to the visible spectrum in Section 3.2, followed

by wearable attribute recognition in human images captured in the thermal infrared

spectrum in Section 3.3. From another point of view, these topics can be considered

as an image to image (conversion) research and an image to class/category (recogni-

tion) research.

27
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3.1 Human Image Processing in the Thermal Infra-

red Spectrum

It has been established previously that thermal infrared cameras are capable of cap-

turing human images regardless of the lighting/illumination conditions. This is the

main advantage of using these types of cameras. However, it is difficult for humans

to identify an individual based on their features in the thermal infrared spectrum.

Consequently, many image processing researches conducted in this spectrum are re-

lated to researches for face recognition.

The earliest work on face recognition in the thermal infrared spectrum was done by

Prokoski et al. [35] in 1992. There is a large amount of researches that has been

done since, and the literature is still growing. In order to condense the literature,

more attention is paid to some survey papers on this topic [36–40]. These papers

describe various researches and their general approaches on face recognition in the

thermal infrared spectrum. In their survey, Ghiass et al. [40] categorized the face

recognition methodologies into four main groups: holistic appearance based, feature

based, multi-spectral based, and multi-modal fusion based. The next related works

are introduced according to this categorization.

The holistic appearance based method includes some earlier works [35] and work by

Socolinsky et al. [41] which produced results with more than satisfactory recogni-

tion rates. Other researches which detect facial features such as eyes, nostrils, and

mouths are also categorized in this group [42, 43]. In feature based methods, various

features are first extracted before face recognition is performed. For example, fea-

ture extraction using Local Binary Patterns (LBP) [44] or wavelet transforms [45].

Unique to the thermal infrared, there are some feature based methods to extract vas-

cular networks and blood perfusions based on the temperature [46–49]. Although

there is no concrete evidence that the extracted features are in fact blood vessels,

the representation of this “network” is special to the thermal infrared spectrum. An

example of multi-spectral based face recognition methods was proposed by Bourlai
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et al. [50], where they matched Mid-Wavelength InfraRed (MWIR) images to their

visible images. Lastly, the multi-modal fusion methods have gained a lot of attrac-

tion recently. By fusing both visible and thermal infrared images, the advantages

from both spectra can be combined. The fusion process is usually performed either

at pixel-level or feature-level. This is a promising approach and many researches

have been done, such as work by Arandjelovic et al. [51], Bhowmik et al. [52–54],

and Kong et al. [55].

Besides face recognition, thermal infrared images are very useful for detection pur-

poses because in most cases, human body temperature is higher than other objects in

the environment. Many researches took form based on this observation such as work

by Wong et al. [8, 9, 56]. In one of them, a face detection method was proposed

by exploiting the geometric shape of human head [56]. Correa et al. [57] combined

the skin information from the visible spectrum with thermal information from the

thermal infrared spectrum to detect humans. Davis and Sharma [2, 58] detected hu-

mans with a background-subtraction approach, while others used the Histogram of

Oriented Gradients (HOG) [59, 60].

3.2 Face Image Reconstruction

The subject of face image reconstruction is closely related with face image conver-

sion, where many researches have been conducted. The conversion of face image

can be performed from one image resolution to another in the same spectrum. This

is a well-known research problem in the visible spectrum called the super-resolution

problem, which is often referred to as face hallucination.

The term face hallucination was introduced by Baker and Kanade [61], where con-

verting a very low-resolution face image to a high-resolution one seemed like a hallu-

cination. Many researches followed suit in this topic, such as work by Liu et al. [62],

Huang et al. [63], An and Bhanu [64], and Ma et al. [65] where they utilized the face

image both globally and locally in small patches. Others used only the patches in
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their methods [66, 67]. Additionally, a method to perform both the conversion and

face recognition simultaneously has also been proposed [68].

Other than face hallucination, face deblurring and denoising can also be considered

as image conversion problems. One of the work of face deblurring is by Pan et

al. [69], where they proposed an exemplar-based algorithm to extract good structural

information from exemplars. Nishiyama et al. [70] and Heflin et al. [71] infered

non-blurred facial appearances using blind image deconvolution. As for face denois-

ing, works by Luo et al. [72] and Tang et al. [73] are among the many published

researches on this subject.

Besides converting the image resolution, image conversion can also be performed

from one spectrum to another. In comparison to the amount of publications available

on face hallucination, this is not well explored. In common applications, the target of

image conversion across the spectrum is the visible spectrum, providing face image

that we humans can see. The spectrum which the image originated from can be any

other spectrum, such as the subdivisions of the infrared spectrum.

There are researches aiming to reconstruct face images from the near-infrared spec-

trum to the visible spectrum. As mentioned previously, face images in the near-

infrared spectrum resemble closely to those of the visible spectrum, especially in an

ideal illumination condition. Therefore, the reconstruction process in this case is rel-

atively simple. Shao et al. [74] approached the reconstruction problem by utilizing

tensor spaces, while Chen et al. [75] and Zhang et al. [76] took a dictionary approach,

collecting patches from face images in the training data. Goh et al. [77] utilized a

model that studies the skin pigment based on the near infrared face images.

On the contrary, researches on reconstructing face images from the thermal infra-

red to the visible spectra are rare. To the extent of my knowledge, the only few

works available on this topic are done by Li et al. [78] and Dou et al. [79]. Both of

these works considered that local facial traits are important for the reconstruction,

therefore they chose to employ a patch-based approach. The basis of their approach

utilized Canonical Correlation Analysis (CCA) to learn the relationship between the
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thermal infrared and the visible spectra. Li et al. [78] made use of Markov Ran-

dom Fields (MRF) after the initial patch reconstruction, adjusting the patches for the

global smoothness of the image. Dou et al. [79] on the other hand, proposed so-

phisticated Locally Linear Embedding (LLE), which tries to learn the changes of the

different geometries between the thermal infrared and the visible spectra to recon-

struct the patches. It can be concluded that the patch-based approach is considered

as the state-of-the-art method in this subject. However, by only using the local facial

traits, it has problems in regards to the reconstruction of the overall facial structure.

This is because it does not consider the global structure of the face, which can make

the reconstructed face look choppy and unnatural due to the disconnect between the

patches.

3.3 Attribute Recognition

As mentioned previously in Chapter 1, attributes of a human encompass various

aspects, from the ones directly correlated to their body (race, gender) to objects that

they can wear (clothing, accessories). One of the earliest work on this subject was

conducted by Golomb et al. [80] in 1990 where they introduced “SexNet”, a fully-

connected back-propagation network trained to distinguish humans by their gender.

Subsequently, there are many other works in recognizing non-wearable attributes.

For example, recognition of human expressions by Bartlett et al. [81] and Lyons

et al. [82], which both used Gabor filters for feature extraction. Other approaches

have utilized different methods, such as a rich appearance dictionary [83] and Local

Binary Patterns (LBP) [44] to achieve the recognition [84–86]. Mase [87] proposed

the usage of optical flow to recognize facial expression from image sequences. For

other purposes, LBP has also been used to recognize race/ethnicity [88]. Gutta et

al. [89] and Shakhnarovich et al. [90] performed recognition on ethnicity and gender.

Moghaddam and Yang [91] focused on gender recognition and utilized a Support

Vector Machine (SVM) [92] to achieve it.
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There are also some other interesting works related to attributes. For example, Ling

et al. [93] performed a study on the effect of aging on face recognition. Sharma et

al. [94] performed action recognition such as bike riding and running alongside with

human attribute recognition. Christie et al. [95] attempted to predict user annoyance

on image retrieval results based on its visual attributes.

In general, wearable attributes are commonly used in conjunction with its non-

wearable counterpart for the attribute recognition research, for example, in the work

by Bourdev et al. [96]. This can also be found in some works in attribute recogni-

tion from pedestrians [97]. Additionally, earlier works do not usually have attribute

recognition as the end goal. For example, Kumar et al. [98, 99] utilized various at-

tributes including the wearable attributes for face verification. They used various

low-level features such as pixel intensity in RGB (Red, Green, and Blue) and HSV

(Hue, Saturation, and Value) color spaces and edge magnitudes. Ijiri et al. [100] pro-

posed a spatial codebook in their work on facial attribute recognition. Other works

focused on searching people based on their attributes [1, 14, 101], or general at-

tribute recognition for person re-identification [102–104]. Deep learning is also used

for attribute recognition. For example, the “PANDA” network by Zhang et al. [105]

performed attribute classification on images taken from Facebook, among others.

Kang et al. [106] also used deep learning for facial attributes recognition in their

work.

However, most of the aforementioned researches are conducted in the visible spec-

trum. In the thermal infrared spectrum, attribute recognition researches are very

limited. For non-wearable attributes, Trujillo et al. [107] and Hernandez et al. [108]

conducted researches on recognizing facial expressions in the thermal infrared spec-

trum.

In the subject of wearable attributes, however, there is only a small section of eyewear

(glasses and sunglasses) detection that has been previously studied. Kong et al. [55]

utilized ellipse fitting to detect glasses as part of preprocessing. Vaquero et al. [14]

utilized Viola-Jones detector [109, 110] to perform eyewear detection in the infrared
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spectrum, because of its unsatisfactory results in the visible spectrum. To the extent

of my knowledge, there is no other work that has been conducted specifically on

wearable attribute recognition in the thermal infrared domain.

It can be then concluded that the subject of wearable attribute recognition specifi-

cally is not widely explored. Additionally, the decomposition approach to extract the

attributes proposed in this thesis is also novel.



Chapter 4

Visual Understanding from Thermal

Infrared Image

There are two research topics in this thesis, which are each related to the understand-

ing of human images in the thermal infrared spectrum. This chapter presents the first

topic; Visual understanding from thermal infrared image. This chapter is structured

as follows. Section 4.1 describes the general background of the face image recon-

struction research and its relation to the theme of the thesis; Thermal infrared image

understanding. Section 4.2 elaborates the proposed framework made to gain visual

understanding of the human image in the thermal infrared spectrum. The approach

to the problem is by investigating the correlation between the face images in both

spectra. After establishing the correlation, it is possible to perform cross-modal face

image reconstruction from thermal infrared to visible spectra. Next, the experiments

along with its results and analysis are described in Section 4.3. Additional exper-

iments for further discussion are also provided in Section 4.4 before the chapter is

closed with the summary in Section 4.5.
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4.1 Background

In Chapter 1, the first research question in this thesis was discussed. The question

was “What does the person look like in the visible spectrum?” The research topic

corresponding to it proposes the reconstruction of face images from the thermal in-

frared spectrum to the visible spectrum to answer the question. The overview of

the approach was explained in Section 1.3.1. Face image reconstruction provides

visualization to humans, which is very useful for surveillance systems that employ

thermal infrared cameras. Additionally, the results of the reconstruction can be used

for further image processing such as face recognition.

A system needs a certain understanding in order to be able to achieve the reconstruc-

tion. In this thesis, this understanding is referred to as the visual understanding. The

visual understanding required is the correlation between thermal infrared and visi-

ble spectra human images. The research in this chapter uses this train of thought to

propose a reconstruction framework.

4.2 Learning-based Reconstruction Framework

In this research, the proposed method employs a two-step reconstruction approach.

The usage of this two-step method is novel in the reconstruction subject across dif-

ferent spectra, especially from the thermal infrared spectrum to the visible spectrum.

The first step of this method is called the Global Reconstruction and the second step

is called the Local Refinement. Each step involves its own training and reconstruc-

tion phases. The overall flow of the framework is shown in Figure 4.1. In order to

provide a clear description of the framework, the explanation of the reconstruction

method is divided based on these two steps.



4.2. Learning-based Reconstruction Framework 37

Eq. (4.3)

PCA

Global Reconstruction

𝐗img 𝐘img

𝐗eig 𝐘eig

𝐘coh𝐗coh

Full image Patches

Reconstructed Training Images
 𝐘img

Residual Calculation

CCA

Local Refinement

𝐗𝑙
img

𝐇𝐗𝑙

img

𝐇𝐗𝑙
coh

𝐘𝑙
img

𝐇𝐘𝑙

img

𝐇𝐘𝑙
coh

 𝐘𝑙
img

Dataset

Thermal data 

𝐗img
Visible data 

𝐘img

𝐏(𝐗)

𝐐(𝐗) CCAEq. (4.5) 𝐐(𝐘)

PCA

𝐏(𝐘)Eq. (4.4)

Eq. (4.6) 𝐑(𝐗) 𝐑(𝐘)Eq. (4.19) Eq. (4.20)

(A) Training Phase

Global Reconstruction

𝒙img

𝒙eig

𝐏(𝐘)

 𝒚img

Local Refinement

𝒉𝒙𝑙
img

𝒉𝒙𝑙
coh

 𝒉𝒚𝑙
img

Full image Patches

Reconstructed full image

 𝒚img Reconstructed patches  𝒉𝒚
img

Final image 𝒚img

Test image 𝒙img

 𝒚eig

𝐐(𝐘)

𝒙coh LLE  𝒚coh

Eq. (4.13)

Eq. (4.14)Eq. (4.7)

𝐐(𝐗)Eq. (4.8) 𝐑(𝐗)

 𝒉𝒚𝑙
cohLLE

Eq. (4.22) 𝐑(𝐘) Eq. (4.25)

𝐏(𝐗) Residual Calculation

𝐱𝑙
img

𝐲𝑙
img

 𝐲𝑙
img

(B) Reconstruction Phase

Figure 4.1: Process flow of the proposed reconstruction method.
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Figure 4.2: Overview of the Global Reconstruction step.

4.2.1 Global Reconstruction Step

In the Global Reconstruction step, a face image is reconstructed as a whole from the

thermal infrared to the visible spectra. There are two phases in this step: The Train-

ing Phase prepares the system by establishing the relationship between the thermal

infrared and the visible images using Canonical Correlation Analysis (CCA). The

Reconstruction Phase utilizes Locally Linear Embedding (LLE) to reconstruct the

face image based on the relationship obtained in the training phase. The overview

of this step can be seen in Figure 4.2, which is equivalent to the left side of Fig-

ures 4.1(A) and 4.1(B).

4.2.1.1 Training Phase

Let’s assume a dataset of known pairs of images in the thermal infrared and visible

spectra, with thermal infrared images represented by Xspace = [xspace
1 xspace

2 · · · xspace
N ],

and the visible images represented by Yspace = [yspace
1 yspace

2 · · · yspace
N ]. The super-

script “space” indicates the space where the data is located, such as image space

“img,” eigenspace “eig,” and coherent space “coh.” N represents the total number of

training data.

First, both the thermal infrared and the visible face images are centered according to

the following:
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x̂img
n = ximg

n − µX, (4.1)

ŷimg
n = yimg

n − µY. (4.2)

Note that the centering is performed on each data point n = 1, 2, · · · ,N, resulting

in X̂img = [x̂img
1 x̂img

2 · · · x̂img
N ] and Ŷimg = [ŷimg

1 ŷimg
2 · · · ŷimg

N ] for centered thermal

and visible data, respectively. The notation ·̂ indicates that the average has been

subtracted from the data. The mean vectors µX and µY of each spectrum will be

used later.

The centered training data X̂img and Ŷimg are then projected onto the eigenspace by

utilizing projection matrices P(X) and P(Y) as shown in Equations (4.3) and (4.4).

The projection matrices are obtained from the usage of Principal Component Analy-

sis (PCA) on the training data. It is important to note that the thermal and the visible

data are each projected onto their own eigenspaces Xeig = [xeig
1 xeig

2 · · · x
eig
N ] and

Yeig = [yeig
1 yeig

2 · · · y
eig
N ] for the thermal and visible data, respectively.

Xeig = (P(X))TX̂img (4.3)

Yeig = (P(Y))TŶimg (4.4)

With the thermal and visible training data in their separate eigenspaces, the relation-

ship between them can be studied by applying CCA. In short, CCA is used to find an

index describing the link between the two datasets [111].

First, the proposed method uses CCA to produce two projection matrices, one for

each type of data. These projection matrices, Q(X) and Q(Y), are used to project the

thermal and visible training data from their own eigenspaces onto a coherent space,

as shown in the following:
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Xcoh = (Q(X))TXeig, (4.5)

Ycoh = (Q(Y))TYeig, (4.6)

where Xcoh and Ycoh represent the training data of both thermal and visible spectrum

in the coherent space, respectively. At this point, the proposed method has projection

matrices from the image space onto two different eigenspaces P(X) and P(Y), and

from the two eigenspaces onto a coherent space Q(X) and Q(Y). Also, it keeps the

mean vectors µX and µY for further use in the reconstruction phase. This marks the

end of the training phase of the Global Reconstruction step.

4.2.1.2 Reconstruction Phase

In this phase of the Global Reconstruction step, the proposed method reconstructs a

new thermal face image ximg to a visible face image ỹimg. The notation ·̃ indicates

reconstructed data. To achieve this, first, it needs to project the new thermal face

image onto the coherent space. There are two operations performed for this purpose,

starting with the projection of the thermal face image ximg onto the eigenspace as

shown as follows:

xeig = (P(X))T(ximg − µX), (4.7)

where P(X) is the projection matrix from image space to thermal infrared’s eigen-

space and µX is the mean vector for thermal data in the image space. The second

operation is the projection of the face data xeig to the coherent space shown in Equa-

tion (4.8), where xcoh is the projected thermal face image in the coherent space,

Q(X) is the projection matrix from thermal infrared’s eigenspace to coherent space.

In Equations (4.7) and (4.8), µX, P(X), and Q(X) are obtained from the training

phase.
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Figure 4.3: Overview of the LLE method.

xcoh = (Q(X))Txeig (4.8)

The reconstruction phase is performed in the coherent space by Locally Linear Em-

bedding (LLE) [17], a neighbor-based reconstruction method which requires a cer-

tain number of neighbors to do so.

A simple overview of LLE can be seen in Figure 4.3. The LLE starts by using

the nearest neighbor method to find K neighbors of xcoh, represented by Ax =

[a1
x a

2
x · · · a

K
x]. Further process involves the minimization of the error function as

follows:

ε(w) =

∣∣∣∣∣∣∣xcoh −

K∑
k=1

wkak
x

∣∣∣∣∣∣∣ , (4.9)

where w = (w1,w2, · · · ,wK)T is the reconstruction weight vector. The minimization

problem can be solved by introducing a local gram matrix G with G j,k as its element

where j, k = 1, 2, · · · ,K as shown in Equation (4.10).

G j,k = (xcoh − a j
x) · (xcoh − ak

x) (4.10)
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The weight vectorw can be calculated with Equation (4.11), where G−1
j,k is an element

of G−1 (the inverse of matrix G). The reconstruction error is minimized by the use

of the Lagrange multiplier to enforce
∑

k wk = 1 [112].

wk =

∑
j G−1

j,k∑
j
∑

k G−1
j,k

(4.11)

Utilizing the weight vector w, the visible version of the data can be estimated as

follows:

ỹcoh =

K∑
k=1

wkak
y, (4.12)

where Ay = [a1
y a

2
y · · · a

K
y ] has a configuration identical to that of Ax. This means

that when x = y, Ax and Ay refer to thermal infrared and visible data of one pair,

respectively.

After the new visible data ỹcoh has been reconstructed in the coherent space, the

proposed method can then project the data back onto the image space. Similar to

how it projects an image from the image space onto the coherent space, there are

two operations to perform the reverse operation. The proposed method projects the

data from the coherent space onto the eigenspace of visible spectrum based on the

following equation:

ỹeig = (Q(Y))† ỹcoh, (4.13)

where (Q(Y))† = (Q(Y)(Q(Y))T)−1Q(Y) is the pseudo-inverse of the projection ma-

trix. The next process is projecting the reconstructed data from the visible spectrum’s

eigenspace onto the image space as follows:

ỹimg = P(Y)ỹeig + µY (4.14)
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Figure 4.4: Overview of the Local Refinement step.

where µY is the mean vector for visible data in the visible spectrum and P(Y) is the

projection matrix. Note that µY is the mean vector from Equation (4.2). With ỹimg

representing the globally reconstructed visible face image, the reconstruction phase

of the Global Reconstruction step is concluded.

4.2.2 Local Refinement Step

As mentioned previously, this step involves multiple reconstructions of patches of the

face image. The core idea of the Local Refinement step is the usage of the residual

component to refine the reconstructed data from the Global Reconstruction step. The

overview of this step can be seen in Figure 4.4, which is equivalent to the right side

of Figures 4.1(A) and 4.1(B). The patches involved are obtained by a sliding window

with overlapping pixel information. Visual examples of the patches can be seen in

Figure 4.5.

4.2.2.1 Training Phase

In order to proceed with this step, the globally reconstructed images of training

data are needed. The notation for the globally reconstructed training data is Ỹimg
n,` =

[ỹimg
1,` ỹ

img
2,` · · · ỹ

img
N,` ], where n = 1, 2, · · · ,N represents the index of each observation
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Figure 4.5: Examples of patches taken from a face image.

and ` = 1, 2, · · · , L represents the index of each patch. First, the residual component

between the reconstructed data and the actual training data Yimg
n,` = [yimg

1,` y
img
2,` · · ·y

img
N,` ]

is calculated as follows:

himg
yn,` = yimg

n,` − ỹn,`, (4.15)

where Himg
Y`

= [himg
y1,` h

img
y2,` · · · h

img
yN,`] represents the residual components. As for the

thermal data, the residual component is calculated as follows:

himg
xn,` = ximg

n,` − ỹn,`, (4.16)

where the residual component of the overall thermal data is represented by Himg
X`

=

[himg
x1,` h

img
x2,` · · · h

img
xN,`].

It is important to note that the residual components from Equation (4.16) contains

information from the globally reconstructed image instead of information only from

the original thermal image, therefore enriching the information available for the

training. Before moving on to the next process, the training patches are centered

according to Equations (4.17) and (4.18) for thermal infrared and visible data, re-

spectively. Note that λX`
and λY`

represent the average of patch ` in the thermal and

the visible data, respectively.

ĥimg
xn,` = himg

xn,` − λX`
(4.17)
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ĥimg
yn,` = himg

yn,` − λY`
(4.18)

The results of these centering operations are Ĥimg
X`

= [ĥimg
x1,` ĥ

img
x2,` · · · ĥ

img
xN,`] for thermal

data and Ĥimg
Y`

= [ĥimg
y1,` ĥ

img
y2,` · · · ĥ

img
yN,`] for visible data. The centered thermal data Ĥimg

X`

and centered visible data Ĥimg
Y`

are then projected onto the coherent space as follows:

Hcoh
X`

= (R(X`))TĤimg
X`

(4.19)

Hcoh
Y`

= (R(Y`))TĤimg
Y`

(4.20)

The projection matrices R(X`) and R(Y`) are obtained from CCA, and the training

patches in the coherent space are represented by Hcoh
X`

and Hcoh
Y`

. Similar to the Global

Reconstruction step, the training phase concludes here, when the training data of

both thermal infrared and visible spectra are represented in the coherent space.

4.2.2.2 Reconstruction Phase

The processes of reconstruction in this step involve multiple small patches of an

image. The first operation in this phase is to calculate the residual component himg
x

from the globally reconstructed data ỹimg as follows:

himg
x = ximg − ỹimg. (4.21)

For the next operation, it is necessary to retrieve patches from the residual component

himg
x , which are represented as himg

x` where ` = 1, 2, · · · , L is the patch index. These

patches are projected onto the coherent space as follows:

hcoh
x`

= (R(X`))T(himg
x` − λX`

), (4.22)
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where projection matrix R(X`) and mean vector λX`
are obtained from the training

phase. With the residual patches in the coherent space, the proposed method can

reconstruct new residual patches by LLE. In this case, the minimization problem

that needs to be solved is the following:

ε(w) = |hcoh
x`
−

K∑
k=1

wk
`b

k
x|, (4.23)

where w = (w1
` ,w

2
` , · · · ,w

K
` )T is the weight vector for the reconstruction and Bx` =

[b1
x`
b2
x`
· · · bK

x`
] represents the K nearest neighbors of hcoh

x`
at patch `. The reconstruc-

tion weight vector can be calculated the same way they were obtained in the Global

Reconstruction step. The reconstructed residual patch for the visible spectrum is cal-

culated after the proposed method have obtained the reconstruction weight vector as

follows:

h̃coh
y`

=

K∑
k=1

wk
`b

k
y`
, (4.24)

where By` = [b1
y`
b2
y`
· · · bK

y`
] represents K neighbors whose indices are the same with

that of Bx` . It is important to note that the reconstruction weight vector is different

for each patch location.

The next operation is to project these reconstructed patches back onto the image

space as follows:

h̃img
y` = (R(Y`))†h̃coh

y`
+ λY`

, (4.25)

where (R(Y`))† = (R(Y)(R(Y))T)−1R(Y) is the pseudo-inverse of the projection ma-

trix. Before the final image is created, the reconstructed patches are combined into

one residual image h̃img
y by averaging the overlapping pixels of the patches h̃img

y` . The

final image is created by combining the residual image and the globally reconstructed

image as follows:



4.3. Experiments and Analysis 47

yimg = ỹimg + h̃img
y . (4.26)

For simplicity, the final image yimg does not have the ·̃ notation. This concludes the

reconstruction phase of the Local Refinement and the reconstruction framework as a

whole.

4.3 Experiments and Analysis

To assess the reconstruction capability of the proposed method, experiments were

conducted by evaluating the produced face images. This section starts by introduc-

ing the dataset used for the experiment, followed by the setup of the experiment

elaborated in the following subsection. The next subsection describes some other

methods as comparison. Finally, the reconstruction results and the analysis are pro-

vided in the last subsection.

4.3.1 Dataset

Since a public thermal infrared image dataset that contains a high number of people

in both thermal infrared and visible spectra was not readily available, a private dataset

was newly created for this research. It consists of face images of 180 Japanese people

(169 males and 11 females in the age range of 19–54 years old) with five subtle

variations for each person, taken simultaneously in both the thermal infrared and the

visible spectra. Subjects were standing at a distance of 1.0 to 1.5 m from the camera,

and only the head region of the body was captured by the camera.

A total of 1,800 images were captured, with 900 images in each spectrum. These

images were taken indoors at room temperature (around 22–25 degrees Celsius), us-

ing an Avionics’ TVS-500EX camera [113], which can capture infrared wavelengths
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from 8 to 14 µm. The camera was set to capture infrared radiation using its au-

tomatic function, which means it adaptively sets the minimum and the maximum

temperature according to the scene. The captured images show that the minimum

temperature ranges from 32 to 34 degrees Celsius while the maximum temperature

ranges from 36 to 38 degrees Celsius. The camera is able to take pictures from

both the thermal infrared and the visible spectra simultaneously, although the focal

axes are slightly different. The raw image size was 320 × 240 pixels for the thermal

infrared spectrum and 640 × 480 pixels for the visible spectrum.

Various preprocessings were performed to these pairs of images. First, the eyes and

the mouth of each person were manually annotated. Given these annotations, affine

transformation was performed on the thermal infrared images to align themselves

with their visible pairs. Then, the size of these face images (both thermal and visible)

were down-sampled to 56 × 64 pixels.

4.3.2 Experimental Setup

In this experiment, it is assumed that for every thermal face test image, variations

of their face image exist in the training data. This means that from multiple face

variations of a person, one is used for testing while the rest of the variations are used

for training. Therefore, the images used for training and testing do not intersect. The

experiment was performed with cross-validation.

To evaluate the reconstructed face images, Peak Signal to Noise Ratio (PSNR) [114]

and Structural Similarity (SSIM) [115] were used as measures. Both of these mea-

sures compare the reconstructed face with its original image in the visible spectrum.

These measures are considered as means to evaluate the quality of the reconstructed

face.

Let us assume a ground truth image A and a reconstructed image B where the size of

the image is m × n [pixels]. The PSNR value is calculated as follows:
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PSNR = 20 × log10 255 − 10 × log10 MSE, (4.27)

where MSE stands for Mean Squared Error, defined as follows:

MSE =
1

mn

m−1∑
i=0

n−1∑
j=0

(A(i, j) − B(i, j))2. (4.28)

The SSIM value is based on three terms, namely luminance, contrast, and structure.

SSIM is calculated by a weighted combination of these terms as follows:

SSIM = (l(A, B))α (c(A, B))β (s(A, B))γ, (4.29)

where default values of α, β, and γ are 1. Each term is calculated as follows:

l(A, B)
2µAµB + c1

µ2
A + µ2

B + c1
,

c(A, B)
2σAσB + c2

σ2
A + σ2

B + c2
,

s(A, B)
2σAB + c3

σAσB + c3
,

(4.30)

where µA and µB represent averages, σA and σB represent standard deviations, and

σAB represents covariance.

In addition to PSNR and SSIM, face recognition was conducted using the EigenFace

method [116], to further evaluate the usability of the reconstructed face images.

The proposed framework involves several parameters that need to be considered in

order to perform reconstruction of a face image, such as the number of neighbors

used by the LLE method or the size of the patch in the Local Refinement step re-

trieved from a face image. For this particular experiment, the proposed method used
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Table 4.1: Comparison of the methods performed in the experiment.

Method Whole Image Patch Reconstruction method

Proposed 3 3 LLE

Holistic LLE 3 — LLE

Patch-Based LLE — 3 LLE

Patch-Based 1-NN — 3 NN

Patch-Based k-NN — 3 NN

five nearest neighbors for LLE, and a patch size of 9×9 pixels. The parameters were

decided empirically through an experiment described in Section 4.4.1.

4.3.3 Comparative Methods

The experiment compares the capability of the proposed two-step method with holis-

tic only and patch-based only methods. The experiment was conducted in the same

way for all of the methods to guarantee fairness. When applicable, the parameters

used were also the same. The comparative methods used in this experiment are pro-

vided in the following list. Table 4.1 shows the comparison of the methods performed

in this experiment.

• Holistic LLE: Reconstruction is performed utilizing only the whole image,

without considering the local traits. In other words, this method only applies

the Global Reconstruction step without the Local Refinement step.

• Patch-Based LLE: Reconstruction is performed by applying the patch-based

method directly on the image instead of the residual image. In other words,

this method only applies the Local Refinement step without the Global Recon-

struction step.

• Patch-Based 1-NN: Reconstruction is performed by first finding the most sim-

ilar thermal patch from the training data. Then, the face is reconstructed using
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Table 4.2: Comparison of the proposed method with the holistic method and various
patch-based methods (Number of neighbors: 5, Patch size: 9 × 9 pixels). SE stands

for the standard error, and is represented in the bracket.

Method PSNR (SE) [dB] SSIM (SE) Recog. Rate [%]

Proposed 33.11 (3.69) 0.95 (0.05) 98.44

Holistic LLE 27.04 (1.81) 0.85 (0.05) 98.33

Patch-Based LLE 29.21 (4.09) 0.92 (0.06) 87.33

Patch-Based 1-NN 19.47 (1.78) 0.73 (0.06) 1.45

Patch-Based k-NN 25.38 (3.41) 0.88 (0.07) 63.78

the visible pair of the said patch. In other words, this is the most conven-

tional reconstruction method. The NN in Patch-Based 1-NN stands for Nearest

Neighbor(s).

• Patch-Based k-NN: Reconstruction is performed by first finding the k most

similar thermal patches from the training data. Then, the face is reconstructed

using the average of the visible pair of said patches. In other words, it consid-

ers k visible patches for the reconstruction, where k is the number of nearest

neighbors.

4.3.4 Results and Analysis

The evaluations of the proposed method, the holistic method, and the various patch-

based methods are summarized in Table 4.2. Bar graph representations are also

shown in Figures 4.6, 4.7, and 4.8 for the PSNR, SSIM, and recognition rate, respec-

tively. Actual reconstruction results of these methods can be seen in Figure 4.9. A

heat map representation of the confusion matrix of the recognition evaluation is also

provided, specifically for the results of the proposed method in Figure 4.10. Visual

examples of the reconstruction by the proposed method throughout its process are

also provided in Figure 4.11.
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Figure 4.6: Evaluation results of PSNR.
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Figure 4.7: Evaluation results of SSIM.
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Figure 4.8: Evaluation results of Face Recognition.

(A) (B) (C) (D) (E) (F)

Figure 4.9: Examples of reconstructed images by various methods. Each row shows
an individual person and the columns contain: (A) Ground-truth images; (B) Re-
constructed images of the proposed method; (C) Reconstructed images of Holistic
LLE (Locally Linear Embedding); (D) Reconstructed images of Patch-Based LLE;
(E) Reconstructed images of Patch-Based 1-NN (Nearest Neighbor); (F) Recon-

structed images of Patch-Based k-NN.
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Figure 4.10: Heat map representation of the confusion matrix of the recognition
evaluation. It goes from dark blue to dark red, where the representations of higher

values are close to dark red.

We can see from the results that the proposed method outperformed other com-

parative methods in both quality evaluation measures. Since the proposed method

employs both full image reconstruction to create a basic face image in the Global

Reconstruction step and refine it through the reconstruction of patches in the Local

Refinement step, it can be concluded that this combination plays an important role

in this quality evaluation. To reinforce this notion, we can also observe the quality

from the actual reconstruction results shown in Figure 4.9. The proposed method

produced results that resembled closely to its ground-truth, unlike other comparative

methods which faced problems in doing so. The Holistic LLE produced face images
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(A) (B) (C) (D) (E)

Figure 4.11: Visual examples in various steps of the proposed method. Each row
shows an individual person and the columns contain: (A) Thermal infrared input
images; (B) Globally reconstructed images; (C) Residual images (Normalized to

0–1); (D) Fully reconstructed images; (E) Ground-truth images.

that lacked personality and details. Because of this, the reconstructed face can easily

be mistaken with someone else. The Patch-Based LLE produced face images rela-

tively better than those produced by the Holistic LLE; They look more similar to the

ground-truth. However, there are more artifacts in them and the reconstructed faces

are quite unnatural. The Patch-Based 1-NN method produced face images that lack

details the most out of all the methods. It seems that the usage of only one visible

patch for the reconstruction significantly affected the results. The Patch-Based k-NN

method produced relatively detailed face images even though they are not as good as

those produced by the proposed method.

In the face recognition evaluation, the proposed method also outperformed all other

comparative methods. Although the proposed method showed the best performance,

the recognition rate of the Holistic LLE method was also good. This is because

EigenFace was used as the recognition method, where only the prominent features

of the face actually affected the recognition results. As a result, the details of the

reconstructed face images did not influence the recognition rate as much, rendering

the details reintroduced by the Local Refinement step less advantageous. As for the

patch-based methods, they were all outperformed by the proposed method and the

Holistic LLE method. Among all methods, the Patch-Based 1-NN performed the

worst.
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As we can see in the last row of Figure 4.9, some mis-reconstruction occurred. As

humans, we can see that the reconstructed face and the ground-truth are not the

same person. As a matter of fact, all methods struggled to correctly reconstruct

this person. The most likely reason for this would be that there were faces whose

thermal patterns were similar to this person in the dataset, causing LLE to fail in

finding the correct neighbors. Another possible reason is correlated to the geometric

relations between the nearest neighbors of the thermal and its visible counterpart.

Alternatively, the existence of hair on the upper part of the image, might have also

hindered the reconstruction process.

It can be concluded that the proposed method takes the best of both holistic only and

patch-based only approaches with satisfying results across two evaluation criteria;

quality and recognition.

4.4 Discussion

In this section, additional experimental results are provided for a more detailed dis-

cussion. This includes the additional experiments performed to obtain the optimal

set of parameters for the proposed method and another set of experiments to evaluate

the proposed method in a more difficult situation.

4.4.1 Finding the Optimal Set of Parameters

In this experiment, two adjustable parameters are set; patch size for the Local Refine-

ment step and the number of nearest neighbors. The options for patch size were 5×5,

7×7, and 9×9 pixels. The number of neighbors used by the LLE method was selected

from either 5, 15, or 30. Table 4.3 shows the results with the combinations of the

parameters. Bar graph representations are also shown in Figures 4.12, 4.13 and 4.14

for the PSNR, SSIM, and recognition rate, respectively. Based on these results, as

mentioned previously, the selected set of parameters was five nearest neighbors and
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Table 4.3: Evaluation of various patch sizes with various numbers of neighbors. SE
stands for the standard error, and is represented in the bracket.

# of
Neighbors

Patch Size
[Pixels]

PSNR (SE) [dB] SSIM (SE) Recog. Rate
[%]

5
5 × 5 31.40 (3.20) 0.93 (0.05) 98.33

7 × 7 32.57 (3.57) 0.94 (0.05) 98.11

9 × 9 33.11 (3.69) 0.95 (0.05) 98.44

15
5 × 5 29.88 (2.71) 0.90 (0.06) 97.78

7 × 7 31.66 (3.28) 0.93 (0.05) 97.67

9 × 9 32.41 (3.50) 0.94 (0.05) 97.78

30
5 × 5 29.03 (2.48) 0.89 (0.05) 97.56

7 × 7 30.31 (2.88) 0.92 (0.05) 97.56

9 × 9 31.31 (3.20) 0.93 (0.05) 97.67
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Figure 4.12: Evaluation results of PSNR.
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Figure 4.13: Evaluation results of SSIM.
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Figure 4.14: Evaluation results of Face Recognition.
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9× 9 pixels patch size. In all evaluation methods, this set of parameters achieved the

highest results, outperforming other sets of parameters.

4.4.2 Face Image Reconstruction of Unknown Persons

In Section 4.3, the experiment was conducted with the assumption that variations

of the face to be reconstructed is included in the training data. This means that the

proposed method is relatively prepared for the reconstruction. For further discussion,

experiments were performed where this condition is not met, and tried to reconstruct

the face image of an unknown person. This case is more difficult and challenging,

because the proposed method does not learn the relationship between the thermal

patterns and the visible information of the person beforehand.

Two experiments were performed in this case. The first experiment was performed

to see the performance of the reconstruction. The second experiment was performed

to see the effect of increasing the size of training dataset.

4.4.2.1 Performance Evaluation

This experiment was conducted with the motivation to investigate the feasibility of

reconstructing a face image which was not included in the training phase. Since the

proposed method does not learn the relationship between the thermal patterns and the

visible information of the face to be reconstructed, it needs to utilize the relationship

learned from other subjects in the training data.

As this case is fundamentally different with the previous experiment, the division of

the dataset also differs. First, twenty subjects were taken from the available 180 to

be used later in the recognition evaluation. The remaining 160 subjects were then

divided into sixteen groups with ten subjects each. Cross-validation was performed

on these sixteen groups, training fifteen groups and testing the other. After the re-

construction of a test group was done, the ground-truths of the said group and the



60 Chapter 4. Visual Understanding from Thermal Infrared Image

Table 4.4: Comparison of the proposed method with the holistic method and various
patch-based methods (Number of neighbors: 5, Patch size: 9 × 9 pixels). SE stands

for the standard error, and is represented in the bracket.

Method PSNR (SE) [dB] SSIM (SE) Recog. Rate [%]

Proposed 19.36 (3.11) 0.70 (0.13) 12.25
Holistic LLE 19.39 (3.11) 0.70 (0.13) 11.38

Patch-Based LLE 19.46 (2.40) 0.69 (0.09) 23.13
Patch-Based 1-NN 18.05 (1.64) 0.65 (0.07) 3.13
Patch-Based k-NN 19.26 (2.41) 0.69 (0.09) 19.88

excluded twenty subjects were grouped together for the recognition evaluation. This

scheme keeps the difficulty of the recognition process high, and avoids trained data

points to be used in the recognition evaluation because that would raise the possibil-

ity of misclassification.

This first experiment is similar to the experiment in Section 4.3, with the same com-

parative methods and evaluation criteria. The results of this experiment are shown in

Table 4.4. Bar graph representations are also shown in Figures 4.15, 4.16, and 4.17

for the PSNR, SSIM, and recognition rate, respectively. The results show that the

reconstruction of unknown persons is currently not feasible. Improvement of the

proposed method is necessary to increase its performance. For example, instead

of learning the relationship between the visible and the thermal infrared spectra by

assuming it is linear, a non-linear relationship can be studied by using a kernel. Ker-

nel Canonical Correlation Analysis [117–121] is a good option for immediate future

work. There is also a deep learning approach to CCA, appropriately called as Deep

Canonical Correlation Analysis (DCCA) [122].

Another way to possibly improve the performance is by increasing the size of the

training dataset, which effects the variety of faces available for the reconstruction.

The next experiment is related to this point, and will be discussed in depth in Sec-

tion 4.4.2.2.

The difference of quality evaluation between all of the methods were relatively neg-

ligible, except for the Patch-Based 1-NN with an abysmal score. This is the exact
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Figure 4.15: Evaluation results of PSNR.
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Figure 4.16: Evaluation results of SSIM.
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Figure 4.17: Evaluation results of Face Recognition.

(A) (B) (C) (D) (E) (F)

Figure 4.18: Examples of reconstructed images by various methods of un-
known persons. Each row shows an individual person and the columns con-
tain: (A) Ground-truth images; (B) Reconstructed images of the proposed method;
(C) Reconstructed images of Holistic LLE (Locally Linear Embedding); (D) Re-
constructed images of Patch-Based LLE; (E) Reconstructed images of Patch-Based

1-NN (Nearest Neighbor); (F) Reconstructed images of Patch-Based k-NN.
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opposite to the trend observed in the experiment conducted in Section 4.4.2.2, where

the proposed method outperformed all of the comparative methods. For the face

recognition evaluation, the Patch-Based LLE performed the best. In this case, the

most likely reason is the reconstruction of the whole face image encounters prob-

lems. When the base face image from the results of the Global Reconstruction step

is not good enough or far from the ground-truth, reintroducing details with the Local

Refinement step cannot improve the results much. On the other hand, the Patch-

Based LLE does not make use of the base image and reconstructs the face directly

in small patches and combines them. This method reduces the possibility of mis-

reconstruction on the whole face image which is more detrimental to the recognition

performance.

Figure 4.18 shows the actual reconstruction results. We can see that all of the meth-

ods struggled to reconstruct the faces satisfactorily. The reconstruction results of the

proposed method can be seen as an enhanced version of the Holistic LLE method.

All variations of the patch-based methods produced results that looked unnatural in

multiple areas of the face. Conclusion can be made from this experiment that the

face image reconstruction of an unknown person is a difficult task.

4.4.2.2 Various Sizes of Training Dataset

The second experiment was conducted to investigate the effect of the size of training

dataset to the reconstruction. This is related to the fact that the proposed method does

not know how an unknown thermal face would look like in the visible spectrum.

By increasing the size of the training dataset, the available face variations for the

reconstruction grows. This can increase the possibility of the proposed method in

finding a closer match in the LLE method.

To conduct the experiment, the dataset was divided as follows: first, twenty subjects

were separated to be used later in the recognition evaluation, just like in the exper-

iment in Section 4.3. Next, additional ten subjects were chosen to be used solely

for the testing. Five subsets were then created from the rest of the data with different
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Table 4.5: Evaluation of different numbers of training data (Number of neighbors:
5, Patch size: 9 × 9 pixels). SE stands for the standard error, and is represented in

the bracket.

# of Subjects PSNR (SE) [dB] SSIM (SE) Recog. Rate [%]

30 18.74 (2.82) 0.72 (0.09) 4.00
60 19.63 (2.68) 0.74 (0.07) 6.00
90 19.64 (2.89) 0.72 (0.10) 10.00

120 19.80 (2.84) 0.73 (0.10) 6.00
150 20.26 (2.52) 0.73 (0.09) 14.00

numbers of subjects in it. The reconstructed test data were combined with the twenty

separated subjects for the recognition evaluation. It is important to note that this ex-

perimental setup always used the same ten subjects for the testing, but the numbers

of subjects in the training data differed.

The results of this experiment are shown in Table 4.5. Bar graph representations are

also shown in Figures 4.19, 4.20, and 4.21 for the PSNR, SSIM, and recognition

rate, respectively. While the score is low overall, the linear extrapolations from the

results show an increasing tendency. It can be concluded that the existence of more

variations in the training data helped the reconstruction process and a conjecture can

be made that a very large amount of training data may produce a satisfactory result

in reconstructing the face image of an unknown person.

The actual reconstructed face images by the proposed method are shown in Fig-

ure 4.22. Although the results do not resemble the ground-truths, changes of the

reconstructed face as the number of the training increases can be seen. The most sig-

nificant changes can be observed when the training data increased from 30 subjects

to 60 subjects. Only small changes could be seen beyond that.
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PSNR = 0.321 × ([# of Subjects]/30) + 18.651
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Figure 4.19: Evaluation results of PSNR. The PSNR was linearly extrapolated (red
dashed line).
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Figure 4.20: Evaluation results of SSIM. The SSIM was linearly extrapolated (red
dashed line).
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Recog. Rate = 2.000 × ([# of Subjects]/30) + 2.000
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Figure 4.21: Evaluation results of Face Recognition. The recognition rate was
linearly extrapolated (red dashed line).

(A) (B) (C) (D) (E) (F)

Figure 4.22: Examples of reconstructed images with various numbers of training
data. Each row shows an individual person and the columns contain: (A) Ground-
truth images; (B) Reconstructed images from 30 subjects’ training data; (C) Recon-
structed images from 60 subjects’ training data; (D) Reconstructed images from 90
subjects’ training data; (E) Reconstructed images from 120 subjects’ training data;

(F) Reconstructed images from 150 subjects’ training data.
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4.5 Summary

This chapter addressed the answer to the first research question in this thesis, which

was “What does the person look like in the visible spectrum?” This chapter tackled

a face image reconstruction task from the thermal infrared spectrum to the visible

spectrum to answer this question. In order to achieve this, a two-step reconstruction

method was proposed. The first step was referred to as the Global Reconstruction,

where the reconstruction was performed on the whole image. The second one was

referred to as the Local Refinement, where patches of the image were reconstructed

to refine the results of the previous step. The proposed method utilized CCA in

the training phase in order to visually understand the relationship between the ther-

mal and the visible images. For the reconstruction of the face image, the proposed

method exploited the aforementioned relationship with LLE to reconstruct the face

image.

Experiments were conducted to evaluate the reconstruction capability of the pro-

posed method. The proposed method showed high performance in all evaluations

and outperformed other comparative methods. A discussion was also provided on the

reconstruction of an unknown person’s thermal face image. The proposed method

together with comparative methods struggled to perform this kind of reconstruction

because there was no information of the face in the visible spectrum. This proves the

difficulty of the task and warrants further research in the field.
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Chapter 5

Semantic Understanding from

Thermal Infrared Image

There are two research topics in this thesis, each of which is related to the under-

standing of human images in the thermal infrared spectrum. This chapter presents

the second topic; Semantic understanding from thermal infrared image. This chap-

ter is structured as follows. Section 5.1 describes the general background of the

wearable attribute recognition research and its relation to the theme of the thesis;

Thermal infrared image understanding. Section 5.2 explains Robust Principal Com-

ponent Analysis (RPCA), the core method used in this research, and the modification

made to it. Section 5.3 elaborates two versions of the framework proposed to gain

semantic understanding of the human image in the thermal infrared spectrum. The

approach to the problem is by decomposing the human image into multiple compo-

nents using RPCA. After the decomposition is performed, it is possible to recognize

which wearable attributes are present in the human image. Next, the experiments

along with its results and analysis are described in Section 5.4. The chapter is closed

with the summary in Section 5.5.
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5.1 Background

In Chapter 1, the second research question in this thesis was discussed. The question

was “What is the person wearing?” The research topic corresponding to it proposes

the recognition of wearable attributes to answer this question. In places such as

bank, ATM areas, military outposts, the presence of a person with wearable attributes

over the face itself is a security risk, because the face is occluded by the attributes.

Therefore, the information of what wearable attributes a person is wearing is equally

important to avoid a compromise in security. The recognition task can then be ex-

panded for searching people based on attributes they are wearing or to warn security

personnels about the usage of a certain attribute.

In order to perform the recognition, the system is required to have a certain under-

standing regarding human images in the thermal infrared spectrum. In this thesis, the

understanding is referred to as semantic understanding. The research in this chap-

ter gains this understanding by decomposing the human image using RPCA which is

described in Section 5.2. The details of the two proposed frameworks in this research

are provided in Section 5.3.

5.2 Robust Principal Component Analysis (RPCA)

This section starts by introducing the basis of the proposed method, Robust Principal

Component Analysis (RPCA) and the innovative use of RPCA to recognize wearable

attributes. The incorporation of the Probability Map (PM) as a prior knowledge to

achieve a more focused decomposition is described next. This is a novel addition to

the RPCA method.
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5.2.1 RPCA via Principal Component Pursuit (PCP)

Principal Component Analysis (PCA) is potentially one of the most commonly used

statistical tools for dimensional reduction and data analysis. However, PCA encoun-

ters problems when dealing with grossly corrupted data. This is because when there

are many outliers and noisy observations in the data, the estimated principal compo-

nents might not be correct. In these cases, PCA cannot transform the data into a new

coordinate system where the coordinates correspond to the principal components.

Robust Principal Component Analysis (RPCA or Robust PCA) is a modification on

PCA made to be robust towards corrupted data. Introduced by Candes et al. [18],

an idealized version of RPCA aims to recover a low-rank matrix from the corrupted

data regardless of the magnitude of the noise. In simpler terms, Robust PCA handles

the corrupted/noisy observations by separating them from the data. The idealized

version of RPCA decomposes a collection of observations M to a low-rank matrix L

and a sparse matrix S, as follows:

M = L + S, (5.1)

where sparse matrix S contains the noisy/corrupted part of the observation in the

data. The magnitude of elements of S can be arbitrarily large. For the purpose of

the decomposition, the RPCA is utilized by the proposed method with the majority-

minority idea mentioned in Section 1.3.2. Therefore, the desired output is the sparse

representation of the input contained in sparse matrix S.

There are various techniques to solve the RPCA problem. Principal Component

Pursuit (PCP) [18] is still one of the best techniques among its peers [123, 124] even

though some adaptations have been proposed for it such as Stable PCP [125], Local

PCP [126], and others [127–133].

Let us assume a data matrix M where the observations are represented in the form of

a column vector. PCP solves the following optimization problem:
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min
L,S
‖L‖∗ + λ‖S‖1 s. t. L + S = M, (5.2)

where ‖ · ‖∗ denotes the nuclear norm, which is the sum of the singular values given

a matrix. ‖ · ‖1 is the l1-norm with the condition that the matrix is treated as a vector,

and λ is a balance parameter. The value of λ obeys the rule of thumb as follows:

λ =
1

√
max(m, n)

, (5.3)

where m and n represent the number of rows (dimensions) and columns (observa-

tions) of matrix M, respectively. In most cases, the value of λ does not need to be

adjusted except when prior knowledge is available. PCP is able to obtain the low-

rank and the sparse matrices of a data matrix under minimal assumptions. These

assumptions are that the low-rank matrix L is not sparse, the sparse matrix S is not

low-rank, and the value of λ follows the rule of thumb in Equation (5.3).

5.2.2 RPCA via Principal Component Pursuit (PCP) with Prob-

ability Map

The main idea behind the extension of PCP is to extract attribute information on a

smaller region. This can be achieved by the incorporation of prior knowledge, which

in this case, is a region where an attribute is likely to be present. As an example,

to recognize the “glasses” attribute, the only region that needs to be checked is the

region around the eyes. Even if there are “glasses” in another area of the body, for

example, in a breast pocket, it is not necessary to recognize them.

Based on this idea, this research proposes RPCA via Probability Map - Principal

Component Pursuit (PM-PCP). The Probability Map is a representation of how likely

elements of sparse component will be present in a given matrix. Using the original

RPCA problem in Equation (5.1), the decomposition problem with Probability Map

can be described as follows:
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M = L + S = L′ + P ◦ S, (5.4)

where P is the Probability Map, and P ◦ S denotes an element-wise multiplication

between matrices P and S.

In this extension of PCP, it is important to highlight the Probability Map. The Prob-

ability Map P is used as a weight of the sparse matrix in the decomposition, repre-

sented by P ◦ S. Since it extracts sparse elements only on the region where elements

of P are greater than 0, other sparse elements are not extracted and left in L. There-

fore, the RPCA problem can now be rewritten as follows:

M = L + (1 − P) ◦ S + P ◦ S, (5.5)

where there are two occurrences of the sparse matrix S. The first one (1 − P) ◦ S

represents sparse entries excluding sparse elements not extracted from M while the

second one P◦S contains the said sparse elements. For the purpose of decomposition,

only the second sparse matrix term is needed. Therefore, the problem can then be

changed to the following:

M = L′ + P ◦ S, (5.6)

where

L′ = L + (1 − P) ◦ S. (5.7)

In this case, L′ contains both the low-rank representation and noise from the sparse

matrix, which can be discarded because it is not necessary in order to achieve the end

goal. On the other hand, P ◦ S contains the sparse elements from a specific region

based on the Probability Map P, the output desired from the decomposition.
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As we can see, the assumption made earlier in Equation (5.4) holds true. The original

minimization problem by PCP (Equation (5.2)) is then modified to incorporate the

weighting by the Probability Map as follows:

min
L′,P◦S

‖L′‖∗ + λ ‖P ◦ S‖1 s. t. L′ + P ◦ S = M. (5.8)

It is important to note that although the minimization problem is modified due to the

incorporation of Probability Map, the original algorithm used for solving the PCP

can still be used with only a slight modification. This is because the PM is constant,

hence it does not affect the convergence. The only difference is that there is an

element-wise multiplication on the sparse matrix by the Probability Map.

5.3 Recognition Framework

This section describes the recognition framework in a more detailed fashion. There

are two versions of the framework explained in this section; the first one makes use

of RPCA via PCP and the second one RPCA via PM-PCP.

As mentioned previously, the RPCA is utilized by the proposed method with the

majority-minority idea. The proposed method achieves this by controlling the data

matrix M, effectively exploiting RPCA’s capability of decomposition. The proposed

method only uses the sparse matrix output of RPCA, since it contains the attributes

and represents the minority. Figure 5.1 shows how the RPCA via PCP and PM-PCP

are used to perform decomposition in the framework.

It is important to note that the thermal infrared images utilized in the process uses

the “hotblack” color scheme. The “hotblack” scheme is a monochrome color scheme

that considers the temperature captured in the pixel, where the hotter the temperature,

the closer the pixel value is to zero.
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Figure 5.1: Usage of RPCA for decomposition.
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Figure 5.2: Process flow of the recognition framework by RPCA via PCP.

5.3.1 Recognition Framework with RPCA via PCP

The overall process flow of the framework can be seen in Figure 5.2, which is divided

into training and recognition phases. The decomposition process is performed on

each phase, followed by the training/recognition of the classifier.

First, from the available dataset, images of people with no wearable attributes are

chosen as base data B = [b1 b2 · · · bH] with H observations. This data is used in both

training and recognition phases, to serve as the majority in the majority-minority idea

of decomposition.

In the training phase, the training data is represented as W = [w1w2 · · · wJ] where J

is the number of training data. It is important to note that base data and training data

do not intersect. For the decomposition idea of majority-minority, one observation

from the training data W is chosen to be the minority. Then, PCP is used to solve the

RPCA problem upon these datasets as follows:



5.3. Recognition Framework 77

[
B w j

]
= M j = L j + S j, (5.9)

where

S j =

[
s1 s2 · · · sH x j

]
. (5.10)

In Equation (5.10), x j is an entry of sparse matrix S j that corresponds to w j, where

j = 1, 2, · · · , J. After PCP is performed Q times, the training data is arranged as

X = [x1 x2 · · · xJ] and further used for training by a classifier. Any classifier can be

used for this framework, since the proposed method has both positive and negative

data. The training phase is concluded when the classifier is trained for the attribute.

In the recognition phase, the assumption is that wearable attributes were to be rec-

ognized from a new thermal infrared data t. Using the base data B as the majority

and the thermal infrared data t as the minority, the decomposition can then be per-

formed according to plan. The optimization problem that is needed to be solved is

the following:

[
B t

]
= Mt = Lt + St, (5.11)

where

St =

[
s1 s2 · · · sH xt

]
. (5.12)

Similar to the training phase, in Equation (5.12), xt is an entry of sparse matrix

St that corresponds with t. The component xt is then used for recognition by the

classifier in the next step. In the recognition phase, test data xt is used as an input to

all classifiers. The proposed method provides the results of the recognition by these

classifiers as the final output.
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Figure 5.3: Process flow of the recognition framework by RPCA via PM-PCP.

5.3.2 Recognition Framework with RPCA via PM-PCP

This section describes the recognition framework using RPCA via PM-PCP. The

most important modification in this framework compared to the RPCA via PCP in-

troduced in Section 5.3.1, is that the decomposition is performed in a more focused

region. The focused region is called the Probability Map. The process flow of the

framework is shown in Figure 5.3.

The overall process flow of the framework is divided into training and recognition

phases. However, in order to provide a clear description of the framework, the cre-

ation process of the Probability Map is explained first. Next, the decomposition

process of each phase is described, followed by training/recognition of the classifier.

5.3.2.1 Creation of Probability Map

Every Probability Map created in this framework is unique to each attribute. Positive

samples of each attribute are used to create the Probability Maps. These positive

samples indicate that the desired attribute is present in the images, otherwise, the

images are called negative samples.
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First, the positive samples of attribute c ∈ {c1, c2, . . . } are taken from the dataset. The

collection of positive samples for attribute c is represented as Uc = [uc
1 u

c
2 · · · u

c
I]

where I is the number of positive observations.

For each attribute, one or more rectangular bounding boxes are annotated in the

image. For each positive image of attribute c with a size of e × f [pixels], the prob-

ability value of each pixel oc
i (e, f ) = 1 for pixels within the rectangular regions and

oc
i (e, f ) = 0 otherwise, where i = 1, 2, . . . , I. After the annotation is performed on

all of the positive images, the probability of attribute c is present in each pixel is

calculated by:

oc(e, f ) =
1
I

I∑
i=1

oc
i (e, f ), (5.13)

where oc for every pixel can be combined into a matrix with a size of e × f [pixels],

represented by Oc. The value of each pixel is the probability for attribute c calculated

in Equation (5.13), ranging from 0 to 1. Although Oc can be seen as a probability

map, it cannot be used as is for the decomposition. In order to perform the decompo-

sition, Oc needs to be rearranged to a column vector oc and duplicated n times so it

has the same dimension as M, which is m×n. Here, m represents the number of rows

(dimensions), which is m = e × f , and n is the number of observations. This is rep-

resented by Pc = [pc
1 p

c
2 · · · p

c
n] which is the Probability Map that is going to be used

for the decomposition, where pc
n = oc

n. Figure 5.4 shows examples of Probability

Maps of various attributes.

5.3.2.2 Decomposition and Recognition Phases

To start the decomposition process, first, images that contain no wearable attribute

are categorized in vector form as base data. It is represented as B = [b1b2 · · · bH]

with H observations. The base data is used both in the training and the recognition

phases.
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(A) (B) (C)

(D) (E)

Figure 5.4: Example of thermal image and various Probability Maps (PMs). Each
image represents: (A) Thermal image with hat, glasses, and mask attributes;

(B) Glasses PM; (C) Mask PM; (D) Shoulder bag PM; (E) Backpack PM

The training data of attribute c is represented as Wc = [wc
1w

c
2 · · · w

c
J] with J ob-

servations. This training data can be considered as the positive samples Uc with

the addition of the negative samples, where I ≤ J. Therefore, for every attribute c,

the attribute-specific training data Wc will then be decomposed using PM-PCP as

follows:

[
B wc

j

]
= M j = L′j + (Pc ◦ S) j, (5.14)

where

(Pc ◦ S) j =

[
sc

1 sc
2 · · · s

c
H xc

j

]
. (5.15)
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The entry xc
j in Equation (5.15) is the sparse representation that corresponds to wc

j .

The decomposition process of training data is performed H times, and the sparse

results are grouped together as Xc = [xc
1 x

c
2 · · · x

c
H] for the training of the classifier.

Since the training data Xc = [xc
1 x

c
2 · · · x

c
H] contains positive and negative samples

of attribute c, any method can be used as the classifier in this recognition framework.

Note that one classifier is trained for each attribute. In the case of a binary classifier,

both the positive and negative samples of attribute c are provided until it is capable to

classify them. When the classifier is trained, it marks the end of the training phase.

For the recognition phase, the proposed method needs to recognize attribute c in an

input thermal image t. PM-PCP is then used to solve the following:

[
B t

]
= Mt = L′t + (Pc ◦ S)t, (5.16)

where

(Pc ◦ S)t =

[
sc

1 sc
2 · · · s

c
H xc

t

]
. (5.17)

Note that Equation (5.17) includes an entry xc
t, which is the sparse representation of

t for attribute c. This entry is used as the input for the classifier, which was trained

for attribute c. The classifier then will determine whether the attribute c is present in

t or not. In the case of a binary classifier, the output will be 1 when the attribute c is

present, and 0, otherwise.

5.4 Experiments and Analysis

To assess the decomposition capability of the proposed method, experiments were

conducted by evaluating the decomposed images and the recognition results. This

section starts by introducing the dataset used for the experiment, followed by the
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setup of the experiment elaborated in the following subsection. The next subsec-

tion describes some other methods as comparison. Finally, the decomposition and

recognition results and the analysis are provided in the last subsection.

5.4.1 Dataset

Since a public thermal infrared image dataset that contains various attributes was not

readily available, a private dataset was newly created for this research. It consists

of upper body images from 14 people (11 males and three females in the age range

of 20–31), with up to seven different wearable attributes per person. Subjects were

standing at a distance of 3.0 to 3.5 m from the camera, and only the upper region of

the body was captured by the thermal infrared camera. The attributes available in the

dataset and the number of their positive images available can be seen in Table 5.1.

A total of 408 images were captured in the thermal infrared spectrum. The images

were taken indoors at room temperature (around 22–25 degrees Celsius), using an

Avionics’ TVS-500EX camera [113] again, which can capture infrared wavelengths

from 8 to 14 µm. The camera was set to capture infrared radiation whose temperature

ranges from 25 to 36 degrees Celsius. The camera is able to take pictures from

both the thermal infrared and the visible spectra simultaneously, although the focal

axes are slightly different. However, only the thermal infrared images were used in

this experiment. The raw image size was 320 × 240 pixels for the thermal infrared

spectrum.

Various preprocessings were performed to these thermal infrared images. First, the

human body region in each image is manually cropped. Specifically for the creation

of the Probability Map, the regions where the attributes are located were manually

annotated. Then, the size of these upper body images were averaged to 140×204 pix-

els. Note that images in the dataset are shown in the “hotblack” color scheme, which

means the closer the pixel is to 0 (black), the hotter the temperature is. Examples of

images from the dataset are shown in Figure 5.5.
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Table 5.1: Distribution of the seven wearable attributes in the dataset. Note that
there are images that contain more than one wearable attributes.

Attributes # of images

No attribute 28

Glasses 168

Mask 168

Hat 112

Helmet 80

Hoodie 40

Shoulder bag 48

Backpack 40

Total 694

(A) No attribute (B) Mask attribute

(C) Glasses, mask and hat at-
tributes

(D) Backpack attribute

Figure 5.5: Image examples from the dataset.



84 Chapter 5. Semantic Understanding from Thermal Infrared Image

5.4.2 Experimental Setup

In this experiment, the classifier of choice was Support Vector Machine (SVM) [92],

with the decomposition performed on a pixel value. This means that no feature

extraction was performed on the image. The way the data was divided ensures the

training and test data do not intersect. The experiment was performed with a leave-

one-person-out cross-validation.

To evaluate the capability of the proposed methods, F-score was used as measures.

The decomposition results were used as inputs to the SVM classifier, and the perfor-

mance for each decomposition method was analyzed. Let us assume that we wish to

recognize the glasses attribute. In this case, the positive samples are images where

glasses is present and the negative samples are images where glasses is not present.

When the SVM successfully recognizes glasses from a positive sample (output 1),

it is a True Positive case. On the other hand, a True Negative case occurs when the

SVM recognizes that there is no glasses from a negative sample (output 0). Based

on this binary output, precision, recall, and consequently the F-score can be calcu-

lated. We can then compare the F-score of each decomposition method for attribute

recognition.

5.4.3 Comparative Methods

The experiment compares the capability of RPCA via PCP and RPCA via PM-PCP

for decomposition with other methods. It was conducted in the same way for all of

the methods to guarantee fairness. The comparative methods used in this experiment

are provided in the following list. The summary of all comparative methods is shown

in Table 5.2.

• No Decomposition: No decomposition is performed in this method, as the

name implies. Thermal images are directly used for training and testing of the

classifier. This method serves as the baseline.
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Table 5.2: Comparison of the methods performed in the experiment.

Method PM Decomposition Method

No Decomposition — Not Available

Conventional Average — Subtraction between b and t

Conventional PCA — Subtraction between t̃ and t

RPCA via PCP
(Proposed 1)

— PCP

Post-PCP PM
(Proposed 2)

3 PCP first, then apply PM

RPCA via PM-PCP
(Proposed 3)

3 PM-PCP

• Conventional Average: The decomposition is performed utilizing the base

data B. First, the average vector is calculated from the base data B, represented

as b. Then, the “decomposition” is performed by subtracting b from the test

data t.

• Conventional PCA: The decomposition is performed utilizing Principal Com-

ponent Analysis (PCA). First, the projection matrix V is calculated from the

base data B by PCA. Next, the test data t is projected to and back from the

Eigenspace, represented by t̃. Then, the “decomposition” is performed by

subtracting t̃ from the test data t.

• Post-PCP PM (Proposed 2): The decomposition is performed utilizing the

Probability Map. First, the decomposition is performed just like the RPCA via

PCP method. Then, the Probability Map is applied on xt, which is the sparse

entry that corresponds to the test data t. This is a simplified version of using

the Probability Map without modifying the RPCA via PCP problem.
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5.4.4 Results and Analysis

Table 5.3 shows the recognition results of all methods, including results of each

attribute and average over attributes on the head region, torso region, and as a whole.

Bar graph representations are also shown in Figures 5.6 and 5.7 for results of each

attribute and each region, respectively. Based on these results, a conclusion can be

made that the approach of performing decomposition on the thermal infrared images

showed a significant performance increase.

We can see that the results of both Conventional Average and Conventional PCA

methods showed improvement compared to the baseline, but the RPCA via PCP

method outperformed both methods in the case of decomposition without prior knowl-

edge. This shows that the decomposition idea in general works well.

Overall, the decomposition by RPCA via PM-PCP achieved the highest performance

with an average of 0.827 F-score, outperforming all the other methods. Coming in

second was the Post-PCP PM method, which confirmed the usefulness of the PM for

the decomposition. Other than the mask attribute, it failed to outperform the RPCA

via PM-PCP method.

However, the RPCA via PM-PCP method was not the best for attributes in the torso

region. Both RPCA via PCP and Conventional PCA methods performed better in

this case. Except for the backpack attribute where the RPCA via PCP method held a

clear advantage, the differences between the three methods were relatively small.

The reason is most likely due to the variations of the shape and the height of the hu-

man bodies in the dataset which in turn made the rectangular region for the attribute

labeling not as accurate. The by-product of this is that since the probability of some

parts in the backpack Probability Map were relatively low, the weighted decompo-

sition made the sparse representation of the attribute information of those parts not

as apparent when compared to those of the Post-PCP PM method. This can be ob-

served in the bottom row of Figure 5.8, where the qualitative comparison is shown.
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(A) (B) (C) (D) (E) (F)

Figure 5.8: Examples of decomposition results by various methods. Images repre-
sent: (A) Original thermal infrared; (B) Results of Conventional Average; (C) Re-
sults of Conventional PCA; (D) Results of RPCA via PCP; (E) Results of Post-PCP
PM; (F) Results of RPCA via PM-PCP. The decomposition is made for (from top
to bottom): glasses, mask, shoulder bag, and backpack attributes. For visualization
purpose, the minimum and maximum pixel values for each image were normalized

to 0 and 1, respectively.

Note that the images in Figure 5.8 have been normalized to [0, 1] for visualization

purposes.

In Figure 5.8, the sparse representation of the thermal infrared image clearly shows

the extracted attributes decomposed by each method. The Conventional Average

method produced a lot more noise in the results than other decomposition meth-

ods, where the body shape can still be clearly seen. The Conventional PCA method
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showed better decomposition results than the Conventional Average method, al-

though not by much. The results of the RPCA via PCP method were better than

the previous methods, although some clothes and hair details were still noticeable.

The results of the Post-PCP PM method showed a more focused decomposition.

However, there is still noise unrelated to the attribute the proposed method is trying

to recognize. The decomposition by the RPCA via PM-PCP method successfully

extracted the attribute information almost exclusively. The usage of Probability Map

proved to be helpful for the decomposition, as shown in both the quantitative and

qualitative results. Although the results of the RPCA via PM-PCP method had some

erosion on the attributes, the Post-PCP PM method contained more non-attribute

noise, which is detrimental to the recognition performance.

For further discussion, results of decomposition by methods that use Probability Map

in the case of negative sample used as the test image are provided. These are the cases

where the decomposed image does not contain the attribute the proposed method is

trying to recognize. For example, take the case where the input image contains only

the backpack attribute when the decomposition was performed for the glasses at-

tribute. Figure 5.9 shows some of the results of such decompositions. Note that once

again, the decomposition results were normalized to [0, 1] for visualization purposes.

It can be observed that there are details of clothing and face in the decomposition

results of both methods. However, the decomposition by the RPCA via PM-PCP

method produced better results with less noise than the Post-PCP PM method. These

noise are clothes and face details, which is not necessary for attribute recognition.

This leads to lower recognition results when compared to the results of the RPCA

via PM-PCP method.

5.5 Summary

This chapter addressed the answer to the second research question in this thesis,

which was “What is the person wearing?” The chapter tackled a wearable attribute
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(A) (B) (C)

Figure 5.9: Examples of decomposition results by methods that use Probability
Map in the case of negative input images. Images represent: (A) Original thermal
infrared; (B) Results of Post-PCP PM; (C) Results of RPCA via PM-PCP. The
decomposition is made for (from top to bottom): backpack, shoulder bag, glasses,
and mask attributes. For visualization purpose, the minimum and maximum pixel
values for each image were normalized to 0 and 1, respectively. Since the images
do not contain the target attributes, pixels of the decomposed images are close to

black.
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recognition task in thermal infrared images to answer this question. In order to

achieve this, two versions of decomposition-based methods using RPCA were pro-

posed; The Robust PCA via PCP method and its modification, the Robust PCA via

PM-PCP method. Probability Map was introduced as prior knowledge to achieve a

more focused decomposition for the second proposed method.

Experiments were performed to evaluate the attribute recognition performance with

the decomposition approach. The results showed that the decomposition by Robust

PCA via PM-PCP achieved the highest performance in average with a 0.827 F-score,

outperforming all other methods. By visual observation, the resulting images also

showed relatively better extracted attributes.
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Chapter 6

Conclusion

This chapter provides the conclusion of the thesis. The overall summary is shown

in Section 6.1. Section 6.2 describes additional works that can be performed in the

future. Section 6.3 provides some closing remarks at the end to finish the thesis.

6.1 Thesis Summary

This thesis attempted to gain insight and understanding to human images in the ther-

mal infrared spectrum. Since thermal infrared spectrum is different from the visible

spectrum, it is difficult for humans to observe and understand the environment in this

spectrum. This also holds true in the case of observing human images captured in the

thermal infrared spectrum, because features available in the visible spectrum are not

necessarily available in this spectrum. This shows our lack of understanding of ther-

mal infrared images. However, it is not a sufficient reason to ignore the advantages

of using these images. Therefore, instead of trying to force humans to increase their

understanding of thermal infrared images, the task of understanding can be given to

a system. If a system can understand the thermal infrared images and feed us useful

information from them, to a certain extent, we can forsake understanding the images

95
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ourselves. To achieve this, two research topics were tackled in this thesis to gain

understanding in both visual and semantic senses from thermal infrared images.

The first research topic was the visual understanding, which was performed by re-

constructing face images from the thermal infrared to the visible spectra. This re-

construction is very beneficial in the case of using a thermal infrared camera for

surveillance, because humans struggle to recognize faces taken in this spectrum.

When an automated surveillance system recognizes a person as a wanted individual,

affirmation of this conjecture is necessary. By reconstructing the face to the visible

spectrum, humans can confirm this personally and decide the next action. Since the

biometric information of a face is unique to a person regardless of the spectrum it

is in, the system can infer the correlation of a face between different spectra. The

reconstruction can then be performed based on this relationship between these face

images taken in both the thermal infrared and the visible spectra.

The reconstruction method proposed in this topic was composed of two steps. In the

first step, it reconstructs a holistic face image using a low-rank representation. The

second step includes reconstruction of patches of the face image to reintroduce de-

tails and characteristics lost in the first step. Experiments were conducted to evaluate

the reconstruction performance. The proposed method outperformed other compar-

ative methods and achieved 33.11 dB, 0.95 and 98.44% in PSNR, SSIM, and face

recognition evaluations, respectively.

The second research topic was the semantic understanding of the human image taken

in the thermal infrared spectrum. Although there are many semantic meanings that

can be obtained from a human image, this research specifically wanted to recog-

nize the existence of wearable attributes in the human image. In the case where

human identification is automated, wearable attributes on the face of a person oc-

clude the identification process, which means that the identity of the person becomes

unknown. In areas where the identity of a person is important, such as banks and

military outposts, this unknown person could be a security risk. Ideally, it is better

for such a person to not enter these areas, in which case a preventative measure is
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useful. Therefore, identifying what attributes people are wearing before they enter is

important. Since only the information of the attributes is necessary from an image in

order to achieve this, a decomposition approach for recognition was proposed. The

decomposition approach obtained only the attribute information by taking advantage

of the properties of the wearable attributes in the thermal infrared spectrum and used

them for the attribute recognition process.

The decomposition was achieved by the innovative use of Robust Principal Compo-

nent Analysis (RPCA), where the proposed method exercised control over the input

data. To improve the proposed method, prior knowledge was introduced in the form

of Probability Map. This prior knowledge shows the likelihood of an attribute being

present in a certain region to achieve a more focused decomposition. Experiments

were conducted to evaluate the recognition performance with the decomposition ap-

proach. The proposed PM-PCP method outperformed other comparative methods

with a 0.827 F-score in average.

Based on the two aforementioned research topics tackled in this thesis, two systems

that can provide insights to face and human upper body images in the thermal in-

frared spectrum were implemented. Face image reconstruction of the first research

topic provides visual understanding of what a face image taken in the thermal in-

frared spectrum looks like in the visible spectrum. Wearable attribute recognition

of the second research topic provides semantic understanding to human upper body

images, providing humans information of various objects worn by the person in an

image. There are still many areas to improve upon, but these systems can be useful

in its application for security surveillance system.

6.2 Future Work

Although some understanding of human images in the thermal infrared spectrum

have been made, there are still researches that can be conducted to gain both vi-

sual and semantic understandings. This means that more questions can be asked in
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addition to the two research questions mentioned in Chapter 1.

From visual appearance, the immediate information that can be obtained is temper-

ature. Normal body temperature of an adult human is approximately 37 degrees

Celsius, ranging from 36.2 to 37.5 degrees Celsius [134]. Although the work by

Wunderlich [134] was published in 1871, this standard has been widely accepted.

However, the human body is not that simple. There are many factors that can af-

fect the body temperature of a human [135, 136]. Additionally, medical technology

has also advanced, hence the ranges of normal body temperature need to be ad-

justed [137]. Nevertheless, anyone with temperature outside of a normal one might

make us ask a question, “Is the person sick or healthy?” We can already see an appli-

cation of this in airports to find people with fever. Automation and further research

on this topic warrants more practical use.

There are also other semantic understandings that can be obtained from images. For

example, questions can be made about other attributes in a human image such as “Is

the person’s hair long, short, or bald?” and “What kind of clothing is the person

wearing?” These questions need a system to take a closer look at the shapes and

understand them before answering is possible.

As for the two research topics tackled in this thesis, their possible future works are

provided in the following description.

Topic 1: Currently, the visual understanding of faces known by the system produces

great results. However, in reconstructing the face of an unknown person, the pro-

posed method faces difficulty. In the future, it is important to consider additional

improvements in this case. It might be possible to do this by learning the relation-

ship between the visible and the thermal infrared spectra non-linearly using a kernel

such as Kernel Canonical Correlation Analysis (KCCA) [117–121], since currently

the proposed method assumes the relationship to be linear. Another area of improve-

ment is to consider the usage of weighting when combining the patches and the

globally reconstructed images.
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Topic 2: In the current situation, the results of the decomposition method based on

decomposition are relatively good. For future work, the level of difficulty of the re-

search can be increased. For example, the usage of non-frontal images to add more

challenges. In a real surveillance situation, having consistent frontal images are rel-

atively difficult due to camera placements and other human factors. The difficulty

of utilizing different angle and pose information is well-known and some modifica-

tions need to be adapted in order to reach satisfying performance. This fact warrants

further research on this topic.

The challenges of utilizing different angle and pose information also applies to the

first research topic. The ideal capture condition rarely occurs in an unconstrained en-

vironment, hence further experimentations and improvements need to be conducted

to handle the difficulties in such environment.

Lastly, both research topics made an assumption that a detection process took place

beforehand, and take only face or upper body images as their input. Since the meth-

ods proposed in both research topics are relatively sensitive to image translations,

the detector accuracy may also affect the overall performance of proposed methods.

Therefore, the detection process itself can also be an interesting work to focus on.

6.3 Closing Remarks

As closing words, it needs to be reiterated that there are many researches done in the

visible spectrum, and there are not enough of them in the thermal infrared spectrum

in comparison. Since the information available in the thermal infrared spectrum is

different than those in the visible spectrum, there are many opportunities to expand

our understanding of thermal infrared images. Although this thesis may only be a

small drip in the ocean of knowledge, hopefully it can incite discussions and more

researches in the thermal infrared spectrum.

One of the big aspirations of this thesis is to have thermal infrared cameras as a

complement or more, as a substitute to normal cameras. There are many factors
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that need to be considered for that purpose. The first and the foremost is the cost of

thermal infrared cameras. While the trend of the price keeps going down, the costs

of these cameras in general are higher than normal cameras. Additionally, some

of the high-end cameras that have high image resolutions are even more expensive.

Having said that, normal cameras chosen for surveillance are usually not the high-

end models. Therefore, the usage of low- to mid-end thermal infrared cameras can

also be considered for surveillance.

In regards to the thermal infrared image, one of the most important factor to con-

sider is the lack of an international standard. Since temperature is an integral part of

imaging process in this spectrum, a standard on observed range of temperature for

an image is important. In the current situation, a lack of consensus on the observed

range of temperature causes other researches in the thermal infrared spectrum a chal-

lenge to recreate. A publicly available dataset can be used to avoid this problem, but

there are only few of them. In addition, the datasets that are available may not be

easily adaptable to various researches due to their settings.

Although there may be more factors to consider, the last factor considered in this

research is the familiarity of people to the thermal infrared spectrum. In other words,

the exposure of thermal infrared spectrum to the masses. With sufficient familiarity

and exposure, people will be more likely to buy thermal cameras, increasing the

demand. In turn, supply may raise and decrease the overall price of the cameras. In

addition, people may be more interested to conduct researches in this spectrum.

In the end, having both of normal and thermal infrared cameras is advantageous in

regards to surveillance since monitoring in multiple spectra can cover the weaknesses

of each spectrum compared to when using only one of them. Therefore, although

substituting visible cameras is a massive challenge, popularizing thermal infrared as

a complement is still viable in the future.
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