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Abstract

As an extension of the widely used single-view video, multi-view videos by mul-
tiple cameras offer more viewpoint options. They are playing an important role
in representing events in areas of education, surveillance, communication, and en-
tertainment. To make the multi-view video technology more feasible in practice,
many research works have been conducted on multi-view video capturing, compres-
sion, streaming, and delivery technologies. When multi-view video capturing and
streaming are developed in practice, the representation technology on how to show
the multi-view contents to users becomes an important issue. Therefore, this thesis
focuses on viewpoint recommendation of multi-view videos among the multi-view
video processing research targets.

In this thesis, the field ball sports content is focused as the target application,
especially the soccer game, which is a typical sport game containing the common
components of field ball sports.

Multi-view videos can be customized according to users’ preferences, so that
users can enjoy interesting content based on their own choices, instead of the fixed
contents provided by professional TV broadcasters. However, there exists the prob-
lem of continual appropriate viewpoint selection, which leads to the annoyance and
stress of a completely manual process if only existing multi-view video interfaces
are provided to users. Thus, automatic user-dependent viewpoint recommendation
is important for enhancing the advantage of multi-view video viewing.

The goal of the works presented in this thesis is to achieve automatic user-
dependent viewpoint recommendation adapted to diverse video contexts and user
contexts. Here, the video contexts are defined as representations of what is happening
in the view, consisting of scene contexts and production contexts. The scene contexts
include the size and number of visible objects, objects’ spatial distribution, and scene
events. The production contexts include camera location and optical axis, viewpoint
switching angle and frequency. Meanwhile, users’ viewpoint selection tendencies
are considered as the user contexts, which are related to user personalities, interests,
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and experience level on the viewing content, and favorite objects. The users’
viewpoint selection tendencies could be not only the common viewpoint selection
tendency of most users, but also the unique tendency of a specific user or of a group
of users with similar tendencies.

To effectively recommend viewpoints with high similarity to users’ viewpoint
selection tendencies, the recommendation task is considered as a supervised learning
problem. The following factors are considered in the recommendation framework:
context-dependent learning scheme, spatio-temporal feature representation, and user
modelling for group-based recommendation, respectively. The effectiveness of rec-
ommendation is evaluated by the degree of similarity between the recommendation
and actual users’ viewpoint selection records.

This thesis is organized with the following chapters.

Chapter 1 introduces the background, motivation, challenges, and the purpose
of the work presented in this thesis. Contributions of the work are also summarized
in this chapter.

Chapter 2 reviews related works. An overview of related approaches on au-
tomatic video editing and recommendation, and viewpoint selection methods for
multi-view videos are provided, and the differences with the proposed methods are
discussed.

Chapter 3 describes the creation of a multi-view video dataset used in this thesis,
together with user viewpoint selection records acquired through a multi-view video
editing experiment.

Chapter 4 proposes a context-dependent learning scheme to adapt to various
video contexts and users’ viewpoint selection tendencies. Viewpoint evaluation
and transition processes are used to represent the video contexts including scene
contexts and production contexts by appearance features and transition costs of
viewpoints. The proposed method uses different weight parameters to combine
the appearance features and the transition costs, and optimizes them for each scene
context by minimizing the difference between the generated viewpoint sequences
and users’ viewpoint selection records. This context-dependent learning scheme
can provide both common and personal recommendation by using common or
personal viewpoint selection records of users. The effectiveness of this method
is confirmed by comparing the generated context-dependent and the independent
viewpoint recommendations with actual selections made by users.

Chapter 5 proposes a method to improve the video context representation using
spatio-temporal feature representation. It was found that different trajectory distri-
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butions of focused objects cause a difference in the viewpoint selection for different
users by analyzing users’ viewpoint selection tendencies. Thus, the recommendation
scheme is trained by learning the relationship between the users’ viewpoint selection
tendencies and the spatio-temporal scene context represented by object trajectories.
Three methods were compared to find the best one to represent this relationship, and
the Gaussian Mixture Models (GMM) based method achieved the best performance
by assessing the degree of similarity between the viewpoint recommendation and
user’s selection records. These methods uses users’ personal viewpoint selection
records as the learning label, but can also be applied to common recommendation
by considering common viewpoint selection records of multiple users.

Chapter 6 describes a method that focuses on the cold-start problem of user-
dependent recommendation based on a user model for group recommendation. The
clod-start problem here is the lack of sufficient user records for model construc-
tion. The relationship between viewpoint selection tendency and user attributes is
analyzed and applied to solve the problem. A group-based recommendation frame-
work consisting of a user grouping approach based on the similarity with existing
users’ viewpoint selection records, and a member group estimation approach based
on the classification by user attributes are proposed in this chapter. The generated
group-based recommendation yielded similar recommendation effectiveness to the
personal recommendation, so it can be used when user’s personal records are in-
sufficient. The users with high emotional stability in personality and high-level
experience in the target sport trend to have stable viewing pattern and receive better
user-dependent viewpoint recommendations.

Finally, Chapter 7 concludes this thesis and presents directions for future work.
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Chapter 1

Introduction

1.1 Background

Video services have grown rapidly and become more and more important in our
daily life thanks to the development of electronic and computing technology. Users
can enjoy better quality and more convenient video viewing experiences, such as
more than 100 TV programs, on-line live broadcasting, Youtube 360° video, etc.
However, with the rapid development of the Internet streaming around the World and
corresponding on-line services and applications, the traditional form of pre-prepared
single-view video can not satisfy different user needs for diverse viewing contents.

Multiple-viewpoint (multi-view) videos taken by multiple cameras from different
angles as shown in Figure 1.1, contain more diverse information and viewing options.
Thus, multi-view videos are expected to change our daily video viewing experiences
from just accepting a pre-prepared service to enjoying a more creative and interactive
service. This kind of new viewing form could lead to novel and exciting applications
in areas of education, surveillance, communication, and entertainment, such as better
broadcasting for Web lectures, surgeon training, high quality surveillance systems
[Ahmad, 2007, Wang, 2013]. Especially, for large-scale events viewing, including
sports, concerts, and so on, fans could enjoy more diverse contents according to
their own preferred viewing angles for preferred viewing targets.

To make the multi-view video technology more feasible in practice, many works
have been conducted on multi-view video capturing, compression, streaming, and
delivery technologies [Collins et al., 2002, Mase et al., 2006, Ho and Oh, 2007, Pan
et al., 2011, Cheung et al., 2011, Marutani et al., 2012, Maugey and Frossard,
2013]. For example, a multi-camera capturing system called Eye Vision was used

1



CHAPTER 1. INTRODUCTION

Figure 1.1: Multi-view video capturing for a soccer game.

to shoot and broadcast Super-bowl 2001 [Kanade et al., 1997]. Kurutepe et al.
proposed a standards-based, flexible, end-to-end framework for the streaming of
3D representations in the form of multi-view videos [Kurutepe et al., 2007]. Fur-
thermore, free-view videos can be generated to provide more viewpoint options
by interpolating scenes, modeling 3D scenes and depth-based methods. [Debevec
et al., 1998, Ohm and Miiller, 1999, Kameda et al., 2004, Kim et al., 2006, Kilner
et al., 2006, Horiuchi et al., 2012, Matsuyama et al., 2012]. When multi-view video
capturing and streaming are developed in practice, the representation technology
on how to show the multi-view contents to users becomes an important issue for
multi-view services and applications, which is the focus of this thesis.

In this thesis, field ball sports including soccer, basketball, football, hockey,
handball, and volleyball are considered as the target application. Sport is a hot
field, which has attracted people’s attention for a long time. Users’ requirements
also increase fast and diversely along with the development of digital media and the
Internet. Many researchers have developed applications on sports video processing
such as object tracking, action, or pattern analysis [PerSe et al., 2009, Liu et al.,

2



1.2. MOTIVATION AND CHALLENGES

2013, Schlipsing et al., 2017, Memmert et al., 2017, Yao et al., 2017], event and
highlight extraction [Rui et al., 2000, Wang et al., 2014b, Godi et al., 2017, Wang
et al., 2017b], and video understanding and summarization [Ekin et al., 2003, Chen
et al., 2011, Sigari et al., 2015, Chauhan et al., 2016], etc. Sports video, especially
the field ball sports video, also attracts large attention from the research field of
multi-view video, such as multi-camera recording for baseball games [Rui et al.,
2000], multi-view 3D pose estimation of football players [Kazemi et al., 2013], and
multi-view ball and player tracking [Du et al., 2006, Ren et al., 2010, Zhang et al.,
2017], etc. This is because multi-view videos have an advantage on representing
diverse information for the field ball sports taking place in wide fields.

There are some common components among field ball sports. A ball usually
indicates the location of the current important scene, which is very often the focus
of the viewer. The players’ spatial-temporal information, such as their trajectories
are also an important part of the game scene, which also attracts a viewer’s attention.
Moreover, different events usually occur in different areas of the field, so the field
area information is also a factor that affects a viewer’s attention. Since soccer is a
typical ball sport containing these components, and is targeted in many works in the
field of video processing, the proposed method is applied to multi-view soccer game
videos in this thesis.

1.2 Motivation and Challenges

The research focus of this thesis is to provide a user-dependent multi-view video
representation technology.

Several viewing interfaces exist, which allow users to freely choose their pre-
ferred viewpoints. Lou et al. provided a system, which allows users to select their
desired viewing directions and exciting visual experiences interactively in real time
[Lou et al., 2005]. Tokai et al. developed a target-centered viewing method across
different viewpoints named Pegged Scope [Tokai et al., 2008]. These interfaces
enhance users’ viewing experiences as the enhanced viewing interfaces are more
flexible and interactive than a single-view video. However, when using these existing
multi-view video interfaces, completely manual and continual selection of appro-
priate viewpoints for a long time could be stressful and annoying, especially when
the number of selection options increases. Thus, viewing support such as automatic
viewpoint sequence recommendation is necessary to enhance the user’s viewing
experience and convenience for multi-view video viewing. Especially, viewpoint

3
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recommendation with a high-quality representation of the viewing event and high
adaptation to different users is important to extend the advantage of the multi-view
video viewing.

Some works on automatic viewpoint selection have been developed based on pre-
defined rules devised from common sense or professional knowledge. For example,
in [Shen et al., 2007], best-view selection involves a content analysis stage that
assigns a score to each viewpoint based on Quality of View (QoV). The QoV of
each viewpoint is evaluated by fixed rules based on common sense, such as the
larger the focused object in the view is, the higher the score will be. Zhang et
al. applied cinematography rules for on-line lecture video capturing such as the
minimum and maximum duration of a shot [Zhang et al., 2008]. They also applied
a rule that a shot should be switched to the person who asks the question. Saini et
al. proposed a framework for the automatic mashup of dance performance videos
taken by mobile phones by choosing the best angle based on professional editing
rules, through learning, for example, the shot duration from the directors’ viewpoint
transition [Saini et al., 2012]. These works can provide recommendation to the users
who are used to common sense or professional knowledge. However, when users
have the opportunity to select the viewpoints themselves, they tend to select the best
viewpoint to enjoy the event with their own viewing pattern. In this thesis, such
user-dependent viewpoint recommendation is considered.

A user’s viewing pattern for multi-view videos varies according to diverse video
contexts and user contexts. Table 1.1 summarizes different kinds of contextual in-
formation in video and user contexts. The video contexts are the representations
of what is happening in the view, including scene contexts, production contexts,
and audio/visual contexts. The scene contexts include the size, composition and the
number of visible objects, objects’ spatial distribution, objects’ actions and interac-
tion, the direction of defending or attacking, and events occurring during the game
etc. The production contexts include video production information such as the cam-
era location and angle, the viewpoint switching frequency, and the video production
plan and scenario. Moreover, the light condition, image quality (resolution, contrast,
color), and audio information are also parts of video contexts. For user contexts,
a user’s behavior while viewing and the user’s attribute information are included.
User behavior includes a user’s viewpoint selection tendency, gesture, motion, facial
expression, and emotion while viewing. User attributes include basic information of
users such as sex, age, and personality. Furthermore, a user’s interests, experience
and professional level on the viewing target, and favorite objects are also factors,
which can influence their viewpoint selection tendencies.
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Video context User context
. Audio-visual . .
Scene context Production context context User behavior User attribute
Objects' spatial Camera location Audio of Viewpoint selection | Experience level of
distribution and angle viewing objects tendency viewing content
ijects size Viewpoint switching AUd.]O of Gesture and motion Personality
in the view frequency audience
Objec_ts com_posmon Production _ Light Facial expression Freq_uer_7cy
in the view plan and scenario of viewing
The numbers . . Interest level in
. Tilt Emotion S
of Objects viewing content
Scene Events Resolution Favorite object
ObJe.CtS aCtlan Contrast Favorite team
and interaction
Objects' face Color Sex
Direction of Age
defending or attacking 9

Table 1.1: Video contexts and user contexts in multi-view video viewing. The
contextual information considered in this thesis are indicated in red, focusing on
video contexts including scene and production contexts, and user contexts including
user’s viewpoint selection tendency and user attributes.

The video and user contexts related to field ball sports indicated in italic in Table
1.1 are focused in this thesis. Since the ball is the focus of a game and players move
accordingly, a large amount of contextual information is implicitly encoded in ball
and player locations on the game field. Thus, the works presented in this thesis
make use of video contexts, including object-based scene contexts and production
contexts such as viewpoint switching angle and frequency. For the user contexts,
the works presented in this thesis make use of users’ viewpoint selection tendencies,
which can be represented by their viewpoint selection records, and is considered
related to user personalities, interests, and experience or professional level of the
viewing sport.

The goal of the work presented in this thesis is to achieve automatic user-
dependent viewpoint recommendation adapted to diverse video contexts and user
contexts, which is important for the user-dependent multi-view viewpoint recom-
mendation. The main challenge is how to represent the various video contexts,
and adaptively relate them to corresponding user’s viewpoint selection tendency.
Firstly, the recommendation scheme needs a high quality representation of video
contexts to understand and evaluate what is happening in the view of viewpoints.
Simultaneously, it should be able to acquire and predict users’ tendency on view-

5



CHAPTER 1. INTRODUCTION

point selection. The users’ viewpoint selection tendency here could be not only the
common viewpoint selection tendency of most users, but also the unique tendency
of a specific user. Furthermore, we should consider the situation that some users
have a similar viewpoint selection tendency while some do not. The group of users
with similar viewpoint selection tendencies are also an important recommending
target. This kind of recommendation can be used in the situations that users are
not satisfied with common recommendation, and personal recommendation is not
available due to insufficient personal data.

In the following, the challenges focused on to realize context-aware user-dependent
viewpoint recommendation are given.

Context Adaption: Fixed evaluation rules of viewpoint quality are inadequate to
represent different viewpoint selection tendencies on diverse video contexts and
different users. For example, the viewpoint selection tendencies of users of a soccer
game depend on the location where a game event occurs, e.g. the ball. If it is a
scene where the ball is located in the penalty area, users might choose viewpoints
that zoom into the ball and switch viewpoints to view it from various directions. In
another case, they may prefer a wide and stable shot if the ball is in the mid-field.
Thus, an adaptation scheme to various video and user contexts is necessary.

Spatial Feature Representation: The spatial information of the focused object,
such as the locations of a ball and players are the important part to represent a game
event. The recommendation result could be limited if only the scale of objects, such
as the number of humans visible in the view, is considered. For example, the camera
view will most likely focus on the center-field even when the ball and the front player
approach the goal, but are far away from most other players.

Temporal Feature Representation: Users select their preferred viewpoints not
only considering the current contextual information, but also the understanding of
what occurred in the past and predicting what will possibly occur in the short future.
Thus, recommendations that only consider the current contextual information will
cause inappropriate selection or frequent viewpoint switching.

Cold-Start: In the area of recommendation systems, user-dependent recommen-
dation, especially personal recommendation is usually learned or optimized from a
user’s own data or history. However, in practice, it is difficult to acquire sufficient
amount of personal data for model construction. In general, this is called the “cold-
start problem”, and the user-dependent multi-view viewpoint recommendation is
not an exception.

User Analysis: The analysis on “what kind of user has what kind of viewpoint
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selection tendency” is important for the user-dependent recommendation. The
quality of experience of an application or a service is with respect to the utility
and/or enjoyment in light of the user’s personality and current state [Le Callet et al.,
2012]. Thus, here, a user’s viewpoint selection tendency and the satisfaction on the
recommendation are assumed to be related to their attributes including personality,
interest, and experience level of the viewing content. Understanding and applying
the relationship between such user attributes and viewpoint selection tendency might
lead to better and practical viewpoint recommendation.

Reflecting the focus and challenges of the task, the following research issues are
considered:

1. Is an adaptive recommendation scheme more effective than a fixed scheme
to reflect different users’ viewpoint selection tendencies for different video
contexts?

2. Is the spatio-temporal video context representation effective to enhance the
recommendation performance?

3. Is it possible to find a similar user group to apply collaborative filtering to
overcome the cold-start problem in user-dependent recommendation?

4. What kinds of user attributes are related to viewpoint selection tendencies and
can be used for the viewpoint recommendation?

1.3 Contributions

Here, to realize context-aware user-dependent viewpoint recommendation, the rec-
ommendation is considered as a supervised learning problem, as shown in Figure 1.2.
Features from the spatio-temporal contextual information of the video are extracted
and used for its representation, and an appropriate viewpoint is predicted through
a context-dependent learning scheme. Users’ viewpoint selection tendency is re-
flected in the recommendation by using their viewpoint selection records as the
learning labels. The kinds of user records used as the learning labels can lead to
different types of recommendations, including common recommendation for most
of the users, personal recommendation for a specific user, or recommendations for
different groups of users.

To generate a viewpoint recommendation with high similarity to users’ viewpoint
selection tendency, several factors are considered in the recommendation framework:
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Figure 1.2: Outline of the recommendation framework including the learning step
and the testing step. The red boxes indicate the relation between the structure of
this thesis and the corresponding focused components in the flow. The blue boxes
indicate the relation between the structure of this thesis and the target challenges.

context-dependent learning scheme, spatio-temporal feature representation, and
user model for group-based recommendation. The effectiveness of recommendation
is evaluated by the degree of similarity between the recommendation and actual
user’s viewpoint selection records.

This proposed framework makes the following contributions:

* The proposed context-dependent recommendation scheme provides a more
effective and user-dependent viewpoint recommendation than a fixed scheme
for multi-view videos.

* The proposed spatio-temporal video context representation improves the con-
cordance between generated viewpoint recommendations and viewpoint se-
lections made by humans.

* The proposed group-based recommendation provides practical and effective
user-dependent recommendation to overcome the cold-start problem even for
a new user with no viewpoint selection record.

* For the group-based recommendation, the relationship between personality
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and profile attributes of users and their viewpoint selection tendencies are
investigated and modeled.

1.4 Structure of the Thesis

The structure of this thesis is as follows. Figure 1.2 shows the relation between the
thesis structure and the challenges discussed.

Chapter 2 reviews related works. An overview of related approaches on au-
tomatic video editing, summarization, recommendation, and viewpoint selection
methods for multi-view videos are provided.

Chapter 3 describes the creation of a multi-view video dataset used in this thesis,
and users’ viewpoint selection records acquired through mutli-view video editing
experiments.

Chapter 4 presents an adaptive approach to increase the correspondence be-
tween users’ viewpoint selection tendencies and various video contexts by a context-
dependent learning scheme. Viewpoint evaluation and transition processes are used
to represent video contexts including the scene contexts and the production con-
texts. First, in the evaluation process, a camera agent is designed to evaluate the
view quality of each viewpoint. A producer agent determines the most appropriate
sequence of viewpoint transition with the minimum transition cost. In these two
processes, the proposed method combines the appearance features and calculates
the transition cost using different weight parameters. The weight parameters are
optimized to represent different viewpoint selection tendencies corresponding to
various video contexts by minimizing the difference between the generated view-
point sequences and the user’s viewpoint selection records. This framework can
provide a common recommendation when the optimization is performed based on
the common viewpoint selection records extracted from a majority of users. Mean-
while, it can also be performed based on personal viewpoint selection tendency, so
the possibility of personal recommendation is also investigated. Furthermore, this
parameter-based scheme provides a possibility for users to control the representa-
tion of their preference by changing the pattern of parameters adapted to various
video contexts. The generated context-dependent recommendation outperformed
the context-independent recommendations compared with actual selections made
by users, which shows the effectiveness of this method.

Chapter 5 introduces a method to improve the video context representation by
spatio-temporal feature representation. Whether different trajectory distributions
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of focused objects cause a difference in the viewpoint selection for different users
is investigated by analyzing a user’s viewpoint selection tendency. Thus, the rec-
ommendation scheme is trained by learning the relationship between the user’s
viewpoint selection tendency and the spatio-temporal scene context represented by
object trajectories. Three methods based on Gaussian Mixture Models (GMM), Sup-
port Vector Machines (SVM) with a 2D histogram, and SVM with a Bag-of-Words
(BoW) are compared to seek for the best one to represent this relationship. The ex-
perimental results showed that the GMM-based method outperforms other methods
by assessing the degree of similarity between the viewpoint recommendation and
user’s selection records. This method focuses on a user’s personal viewpoint se-
lection tendency, but can also be applied to recommendation for common tendency
when referring to common viewpoint selection records of many users as the learning
label.

Chapter 6 presents a method to overcome the cold-start problem of user-
dependent recommendation by generating and applying a user model for group-based
recommendation. Existing user-dependent viewpoint recommendation methods are
developed by learning the user viewpoint selection records, which have difficulty in
acquiring sufficient personal viewing records in practice. Moreover, they neglect the
importance of the user’s attribute information, such as the user’s personality, interest,
and experience level in the viewing content. Thus, a group-based recommendation
framework consisting of a user grouping approach based on the similarity in existing
users’ viewpoint selection records, and a member group estimation approach based
on the classification by user attributes are proposed. The generated group-based rec-
ommendation from user’s member group yields better recommendation effectiveness
than the one from other groups, which shows the effectiveness of group-based rec-
ommendation. The users with high emotional stability in personality and high-level
experience in the target sport, have a high possibility of having consistent viewing
patterns and receive better user-dependent viewpoint recommendations.

Chapter 7 concludes this thesis and presents future directions of this work.
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Chapter 2

Related Work

In this chapter, first, existing works on automatic video editing and recommendation
are introduced. Next, existing works on automatic viewpoint selection for multi-view
videos are introduced and the differences with the proposed methods are discussed.

2.1 Automatic Video Editing

In this section, two types of related works on automatic video editing are separately
introduced: automatic editing and summarization of existing videos, and automatic
camera control.

2.1.1 Automatic Editing and Summarization of Existing Videos

Video editing is the work to find optimal shots from multiple video sources and
concatenate them to generate a video sequence. Some works approach this task by
referring to metadata. Davenport et al. created a home-movie editing assistance
system using metadata such as time code, camera position, and voice annotation, to
select shots, sounds, and text trunks, and concatenate them for cinematic storytelling
[Davenport et al., 1991]. Kumano et al. proposed an intelligent support system by
automatically extracting metadata such as shot size, camera work, human face
direction, walking direction, and eye direction, and applied video grammars to
concatenate appropriate shots into final videos to introduce a restaurant for cooking
shows in [Kumano et al., 2002]. Here, video grammars are special rules for video
editing. Hua et al. presented a system that automates home video editing [Hua
et al.,, 2003]. This system extracts a set of highlight segments from a set of raw
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home videos. It aligns the selected segments based on editing rules and matches
them to the content of the incidental music.

Video summarization is also an important technology. There are two basic forms
on generating a short summary of a video: the key-frame sequence [DeMenthon
et al., 1998, Orriols and Binefa, 2001, Li et al., 2005] and the video skim [Smith and
Kanade, 1998, Babaguchi, 2000, Sundaram et al., 2002, Gong and Liu, 2003, Xu
et al., 2005, Shao et al., 2006]. The key-frame sequence collects salient frames from
the video source. The video skim extracts the most representative video segments
from the video source. For more detailed survey on summarization methods, (please)
refer to [Truong and Venkatesh, 2007].

Multi-view video summarization is conducted to explore the content correla-
tions among multi-view video sources and select the most representative shots for
generating a summary video. Bocconi et al. proposed an automatic short video
documentaries maker, called Vox Populi, to generate video sequences from news
following a logical line of argumentation and drawing a conclusion [Bocconi et al.,
2005]. The proposed framework enhances video summarization by allowing the
combination of different news stories into one coherent explanation about a topic of
the current news. Fu et al. formulated the multi-view video summarization problem
as a spatio-temporal shot graph labeling task by emphasizing useful information
and precluding redundancy among video features [Fu et al., 2010]. The summa-
rization is generated through solving a multi-objective optimization problem using
shot importance evaluated based on brightness difference and conspicuous noises.
Nack and Ide developed a framework to facilitate the journalist with a summarised
audio-visual video by combining different news stories into one coherent explana-
tion about a topic of the current news [Nack and Ide, 2011]. The framework exploits
data in form of polls for story outline development; retrieves relevant materials by a
combination of event templates and summarization over topic threads; and generates
the final video by applying a set of trimming rules. Mase et al. proposed a ubiquitous
experience media system to record interactions among multiple presenters and vis-
itors by multiple video cameras and wearable sensors in an exhibition room [Mase
et al., 2006]. They extracted appropriate scenes from the viewpoints of individual
users by clustering events having spatial and temporal relationships and provided a
summary video for a quick overview of the events that the users experienced.
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2.1.2 Automatic Camera Control

There are also works on digital camera control including pan, tilt, and zoom of one
fixed camera and automatic camera control on active cameras.

For digital camera work, Ariki et al. generated soccer videos by automatically
recognizing soccer game events based on player and ball tracking [Ariki et al.,
2006, Ariki et al., 2008]. They cut out a specific region from a fixed camera
view and moved it according to the position of the ball and players to synthesize
zoom and pan from existing videos. Gandhi et al. simulated Pan-Tilt-Zoom (PTZ)
camera movements within the frame of a single static camera to generate multiple
clips suitable for video editing [Gandhi et al., 2014]. Hayashi et al. proposed
an automatic cooking video authoring method to explain and describe the cooking
operations by reducing both temporal and spatial redundancies from a video stream
recorded by a fixed camera according to the description of cooking instructions in a
cooking recipe [Hayashi et al., 2013].

There are also many works on multi-camera control and coordination of PTZ
cameras and smart cameras [Kim and Wolf, 2010, Esterle et al., 2014]. For tasks
in surveillance and machine vision applications, these active cameras need to be
controlled and coordinated optimally to perform the desired tasks including object
tracking, detection, recognition and activity analysis. Collins et al. proposed an
active camera system for acquiring multi-view video of a person by a real-time
tracking algorithm that adjusts the pan, tilt, zoom, and focus parameters of multiple
active cameras to keep the moving person centered in each view [Collins et al.,
2002]. Bramberger et al. approached multi-camera tracking tasks by applying a
multi-agent system for traffic surveillance, which uses a distributed embedded system
with limited resources that consists of smart cameras [Bramberger et al., 2005]. Lai
et al. controlled PTZ cameras to maximize the video quality of the tracking targets
by a game-theoretic solution based on a linear production game [Lai et al., 2010].
Li et al. applied the auction mechanism from economics to achieve multi-camera
tracking and the active camera control (pan and tilt) by modeling the camera bids
with prior knowledge of the camera homographies [Li and Bhanu, 2012].

For explanation and story-telling video generation, Onishi and Fukunaga et al.
proposed a computer-controlled camera work to control camera pan/tilt/zoom and
find the best camera from multiple camera images to shoot a suitable lecture video
[Onishi and Fukunaga, 2004]. The shooting area is directed based on lecturer’s
face, eye, and hand features, and blackboard’s features extracted from the image.
Ozeki et al. built a prototype pan-tilt camera control system to record an explanation
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video from multiple cameras for desktop manipulation [Ozeki et al., 2001]. They
conducted the camerawork to explain the manipulation by tracking different targets
according to different showing purposes.

2.1.3 Discussion

For the video editing and summarization of multiple existing videos, the task of
video processing is to search or summarize the important scenes for event extraction
or storytelling. Thus, the main challenge of these works is to detect highlights from
the video source or analyze the location and action of an object, and to concatenate
different videos from various sources into a summary video. Meanwhile, multi-view
video viewpoint recommendation focuses on finding the best representation from
different angles at the same timing and concatenate them into a smoothly switched
video along the time line, which is different from finding the highlights across the
video duration.

On the other hand, automatic camera control focuses on the tasks of object
tracking, activity recognition, and behavior understanding. It consider camera
parameter optimization or camera coordination strategy to generate a recommended
view for tasks such as finding the best camera scheduling to track one focused
target. The proposed method in this thesis focuses on fixed multi-camera systems,
which can provide more options of different views with different shooting areas for
various contents and targets than just the views tracking the focused object. Besides,
methods using common sense or professional editing rules could be insufficient to
be applied for user-dependent recommendation, since they do not consider various
user preferences for different video contexts.

2.2 Automatic Video Recommendation

In this section, general recommendation systems and automatic video recommenda-
tion are introduced.

2.2.1 Recommendation Systems

There are typically two schemes for recommendation systems: collaborative filtering
and content-based filtering. The collaborative filtering approaches are used to
predict or rate items with users’ interests by analyzing their behaviors, activities,
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or preferences and their similarity to other users [Hill et al., 1995, Resnick and
Varian, 1997]. Content-based filtering approaches consider item characteristics to
recommend additional items with similar item properties [Mooney and Roy, 2000].
Both collaborative and content-based filtering can be cast as learning problems to
learn a function to describe the characteristics of a user and an artifact, and predict the
user’s preferences on the artifact. Basu et al. formalized the movie recommendation
problem as a learning problem that takes a user and a movie as input and produces
a liked or disliked label of user as output [Basu et al., 1998].

However, so-called a cold-start problem imposes these approaches to acquire
large amount of user information to make accurate recommendations. The cold-start
problem can be overcome by adopting a hybrid approach combining content-based
filtering and collaborative filtering; New items would be assigned a rating based
on the rating assigned by the users to other similar items, where the similarity
is determined according to the items’ content-based characteristics [Schein et al.,
2002]. Moreover, the personality characteristics of a user also become important
to generate personalized recommendation and overcome the cold-start problem,
because they contain valuable information that enables systems to better understand
users’ preferences [Tkalcic and Chen, 2015]. The personality of a user has been
used to improve user-similarity calculation in the cold-start problem [Hu and Pu,
2010]. Furthermore, recommendations for a group of users can be enhanced by
personality-based group modeling [Quijano-Sanchez et al., 2010].

2.2.2 Video Recommendation

Video recommendation is one important application of recommendation systems
since it is not an easy task for users to find a video of interest from a huge number
of videos in line with the development of Internet services. Since on-line video
recommendation applications usually target on an individual user, the quality of
experience of the user on the video is important to evaluate its performance. There-
fore, personalized video recommendation attracts much attention to correspond to
diverse needs and interests of users.

There are many works on enhancing the correspondence between videos and
users. Chen et al. proposed a user-video tripartite graph for personalized video
search. They combined the clicks and queries information by integrating the click-
through information with a user-query graph indicating if a user ever issues a query,
and a query-video graph indicating if a video appears in the search result of a query
[Chen et al., 2012]. Cui et al. improved the performance of recommendation in
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social network by converting the video recommendation problem into a similarity
matching problem in a common space, where both users and videos are represented
with social attributes and content attributes [Cui et al., 2014]. They learned such a
common representation through a REgularized Dual-fActor Regression (REDAR)
method based on matrix factorization to flexibly integrate social attributes and
content attributes. Yang et al. presented an on-line video recommendation system
to find a list of the most relevant videos based on multimodal fusion and relevance
feedback consisting of video content and related information such as query, title,
tags, and surroundings [ Yang et al., 2007].

2.2.3 Discussion

The multi-view viewpoint recommendation problem can also be regarded as one kind
of application of recommendation systems; The viewpoint is the recommendation
item, the rating can be reflected by the viewpoint selection tendency of users. For
user-dependent viewpoint recommendation, a machine learning method is proposed
to enhance the correspondence between the videos and users in the thesis. It learns
a user’s viewpoint selection tendency based on context analysis on viewing content
and their viewpoint selection records as well as content-based filtering. Moreover, to
overcome the cold-start problem in the machine learning framework, the proposed
method combines with collaborative filtering that learns from similar users for a
group-based recommendation even when sufficient personal records are not avail-
able. Furthermore, considering the importance and effect of a user’s personality and
profile information on recommendation, the user similarity is estimated by relating
the users’ viewpoint selection tendency with user profile and personality.

2.3 Multi-view Viewpoint Recommendation

Table 2.1 summarizes the approaches of related works on multi-view viewpoint
selection and recommendation. Here, they are grouped according to two factors:
video context and user context. For the video context, those using object based
feature for context representation are introduced first, followed by other kinds of
multi-modal context information. For the user context, they are divided into two
groups by whether they are user-dependent or not. Note that the proposed meth-
ods focus on user-dependent recommendation taking an object-based video context
representation. The characteristics of each approach are discussed in the following
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Table 2.1: Related works on viewpoint recommendation for multi-view videos. The
proposed methods in this thesis are indicated in italic, focusing on user-dependent
recommendation taking the object spatio-temporal context adaptation representa-
tion.

sections.

2.3.1 Works that Consider Video Context
Object-based Features

First, let us review works that select viewpoints mainly by considering objects’
spatio-temporal features.

Shen et al. proposed a best-view selection method by detailed content analysis
based on Quality of View (QoV) [Shen et al., 2007] considering object location, face
orientation, and the size of an object in the view for a surveillance system. Jiang et
al. optimized multiple objects tracking and formulated the best-view video synthesis
as a recursive decision problem according to the trajectories of objects. [Jiang et al.,
2008]. Daniyal et al. presented a novel evaluation algorithm based on individual
spatial features of the object, such as the location of each object and combined the
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evaluation scores of multiple objects to select the best viewpoint [Daniyal et al.,
2010]. An extensive work by Daniyal and Cavallaro presented an algorithm to
minimize the number of inter-camera switches [Daniyal and Cavallaro, 2011]. Chen
et al. proposed a method for automatic viewpoint suggestion by analyzing features
of a group of objects such as the visible number of objects [Chen et al., 2013].
Muramatsu et al. selected viewpoints by using the average of object features, such
as location, distance to the camera and the size in the view during a short time
[Muramatsu et al., 2014].

Multi-modal Features

Next, let us review works that select viewpoints by considering multi-modal (audio-
visual) information.

Some works focus on audio-visual object tracking. Cutler et al. used multiple
devices including a 360° camera, a whiteboard camera, an overview camera, and
a microphone array to provide a rich experience for an on-line remote meeting
service by audio-based speaker detection and vision-based human tracking [Cutler
et al., 2002]. Zhang et al. presented an end-to-end on-line lecture capturing and
broadcasting system including audio and video information based on automated
speaker/audience capturing and tracking [Zhang et al., 2008]. Ranjan et al. also
conducted video recording from multiple cameras for on-line lectures and meetings,
which used speaker’s face detection and audio-visual human tracking [Ranjan et al.,
2010]. The audio information is difficult to use for viewpoint selection due to smaller
auditory differences among camera positions and also the noise of the crowd for some
sports played on a wide-scale field.

There are also some works that focus on the visual feature of a video including
lighting, resolution, contrast, color, and tilt information. Saini et al. proposed a
framework for the automatic mashup of dance performance videos taken by mobile
phones. They chose the best angle based on video quality factors such as illumina-
tion, shakiness, and tilt information [Saini et al., 2012]. Wang et al. proposed an
approach towards real-time control, selection, and transmission of the best view of
human faces in a Skype video conferencing [Wang et al., 2013]. They applied a pro-
portional, integral, and derivative feedback-based centralized multi-camera control
mechanism to track and select the best view of a person by static cameras.
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Discussion

For viewpoint selection from multi-view field ball sports videos, we can assume that
the object based contextual information, such as locations of the ball and players on
the field, is more reliable and effective to explain what is happening in a game.

Besides, the viewpoint evaluation capability and transition mechanism in the
works introduced above are insufficient to adapt to various scene contexts and user
contexts, which is quite important for user-dependent viewpoint sequence recom-
mendation.

In addition, these approaches process at the frame-level or without sufficient
representation on past and future object dynamics. We can assume that the video
context can be described better by the object’s trajectory information, and that
machine-learning representations are more effective for user-dependent representa-
tion.

Thus, the proposed methods focus on object-based video context representa-
tion including a context-dependent learning scheme and a spatio-temporal feature
representation adaptive to various user contexts in the recommendation framework.

2.3.2 Works that Consider User Context
User-independent Recommendation

Most of the related works on multi-view viewpoint selection focus mainly on rules
based on common sense or professional knowledge.

There are many works that focus on common sense. In the work of Cutler et
al., camera selection was conducted based on face trajectory for on-line lectures and
meetings with fixed rules according to common sense such as a better front face to
show the viewing target [Cutler et al., 2002]. Daniyal et al. presented an algorithm
for viewpoint-quality ranking based on object scoring by common sense such that
it gives better score in proportion to the size of the players in a basketball game
[Daniyal et al., 2010].

Meanwhile, some other works considered professional knowledge and rules.
Ranjan et al. applied professional rules from television production to improve
the production quality of a meeting video, such as maintaining consistent left/right
orientation via the 180° axis [Ranjan et al., 2010]. Zhang et al. used cinematography
rules such as the system should give a shot to the person who asks the question, and
the minimum and maximum duration of a shot for on-line lecture video capturing
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[Zhang et al., 2008]. Saini et al. chose the best angle based on professional editing
rules, such as learning the shot duration from the directors’ viewpoint transition for
dance performance videos taken by mobile phones [Saini et al., 2012]. Chen et al.
generated candidate viewpoints recommendation by learning the director’s styles to
apply professional editing knowledge [Chen et al., 2013]. There are also works on
multi-view camera selection for object tracking, which consider the knowledge and
rules for tracking such as “hand-off rules”. The hand-off rules are used to select
a camera for a certain object and hand-off this object from one camera to another.
Cai and Aggarwal proposed an automatic camera selection mechanism consisting
of a prediction phase of determining when to switch the camera and a selection
phase based on the view of the human subject to be tracked with robust spatial
matching [Cai and Aggarwal, 1999]. Morioka et al. presented a fuzzy-based camera
selection strategy for tracking objects by selecting the appropriate camera for hand-
off [Morioka et al., 2008]. In their work, the state transitions of fuzzy automaton are
driven by transition rules that are based on the previous camera state and tracking
level in a monitoring area. Li and Bhanu presented a comparison of geometry,
statistics, and game-theory based approaches for centralized and distributed camera
selection and hand-off mechanisms [Li and Bhanu, 2011].

User-dependent Recommendation

There are only a few works on user-dependent viewpoint recommendation.

First, as for works that focus on the selection tendency of most users, Mase et
al., proposed a viewpoint recommendation method that selects the most popular
viewpoint among all users based on the viewing history of users [Mase et al.,
2011]. Hirayama et al. proposed an agent-assisted multi-view video viewer that
incorporates target-centered viewpoint switching, which helps to fix the user’s gaze
on a target object [Hirayama et al., 2013]. They also introduced a social viewpoint
recommendation method based on higher view-visit frequencies of multiple users.
In addition, for the personal recommendation, object’s features such as position,
distance to the camera, and object size in the view are learned and weight parameters
for feature combination are optimized adaptive to each user’s viewpoint selection
records [Muramatsu et al., 2014, Tomiyasu and Mase, 2015].

20



2.3. MULTI-VIEW VIEWPOINT RECOMMENDATION

Discussion

The works introduced as user-independent recommendation generate generic rec-
ommendations related to the viewing target or professional recommendations like
TV programs, while they neglect users’ diversity and personality. For the user-
dependent recommendation, they generate common recommendations according to
the common tendency of the majority of users and also personal recommendations.
However, it might be difficult to employ in practice or their performance could be
limited when the users’ viewpoint selection records are not sufficient for training the
model. Even in these user-dependent works, they seldom conduct user analysis such
as detailed analysis on the relation between users’ viewpoint selection tendencies
and their profile or personal attributes, which is highly related to the quality of
experience of user-dependent recommendations.

Therefore, this thesis focuses on the user-dependent viewpoint recommendation
using user-adaptive approaches. It not only considers the common viewpoint selec-
tion tendency of most users and personal tendency discussed in Chapters 4 and 5
[Wang et al., 2015, Wang et al., 2016], respectively, but also considers the possibility
to apply collaborative filtering to solve the cold-start problem by extracting a user
group with similar viewpoint selection tendency in Chapter 6 [Wang et al., 2017a].
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Chapter 3

Data Acquisition

To achieve and verify the effectiveness of the user-dependent viewpoint recom-
mendation methods proposed in this thesis, users’ viewpoint selection records were
collected through a video editing experiment using actual multi-view video datasets
recording soccer games. This chapter introduces the details of the common com-
ponents used in the following chapters including the dataset of multi-view videos
and object tracking data in Section 3.1, and the details of multi-view video editing
experiments to acquire users’ viewpoint selection records in Section 3.2.

3.1 Dataset Creation

3.1.1 Multi-view Video Filming

Multi-view videos of two soccer games were filmed as source materials. They were
two soccer games held in different venues with different camera settings. One game
was played in the Akabane Sports Stadium in 2011 (Game 1). Another was played
at Toyota Stadium in 2013 (Game 2). The former was a practice match within a top
class high school soccer club. The latter was an annual friendship match between
two university teams.

In Game 1, cameras 1 to 6 were set in the main stand, and the others were set
outside the edge of the field. In Game 2, all the camera were placed on the audience
stand. Both games were filmed using digital cameras (CASIO EX-F1, at 30 fps
and 1,920 x 1,080 pixels) with no pan, tilt, nor zoom functions. Only the cameras
near the main stand were used as shown in Figure 3.1 because radical changes that
occur when the viewpoint transfers from one side of the field to another can cause
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Figure 3.1: Camera positions and sample viewpoint images of two soccer games.
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Table 3.1: Length of the presented video sequences.

Game 1 Game 2
Sequence Length Sequence Length
Number || [frame] | [s] | Number | [frame] | [s]
1 811 | 27.0 1 901 | 30.0
2 526 | 17.5 2 901 | 30.0
3 401 | 13.3 3 1,201 | 40.0
4 461 | 154 4 901 | 30.0
5 1,051 | 35.0 5 901 | 30.0
6 1,051 | 35.0 6 1,021 | 34.0
7 781 | 26.0 7 1,081 | 36.0
8 1,081 | 36.0 8 1,021 | 34.0
9 91 | 32.0 9 1,061 | 35.0
10 1,261 | 42.0 10 91 | 32.0
11 1,171 | 39.0
Total 9,556 | 318.5 Total 9,950 | 331.7

cognitive discomfort. Figure 3.1 includes sample images of cameras placed on the
right half of the field. The camera IDs are given counterclockwise.

Eleven short video sequences! from Game 1 and ten from Game 2 that contained
typical soccer scenes were excerpted and presented to subject users of an editing
experiment, as shown in Table 3.1. The cameras were manually synchronized after
filmed. The average lengths of the video sequences were 28.9 and 33.1 seconds, and
their standard deviations were 9.8 and 3.3 seconds, respectively.

These video sequences contained typical play scenes to attract users’ interests as
shown in Table 3.2, for example, scenes of dribble (players sparse/dense), passing
(short/long passing), sliding, shooting, cross, throw-in, heading, body check, goal-
kick, and free-kick. Note that since corner-kick and penalty-kick were not included
in the two games, the performance of the proposed method might be limited in such
situations.

!Tn this thesis, the following terms are used to refer to video content;
Sequence: a short-length video excerpted from the entire footage.
Cut: several frames segmented from the video sequence. The continuous sequence between two
viewpoint switching by a user in a video sequence is one kind of a cut. Another kind of a cut with
fixed length by a sliding window method is introduced in Chapter 5.
Frame: the minimum unit of a video sequence.
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dribble passing
Sequence - . . . body | free | goal
No. players | players | short long sliding |shooting| cross throw-inheading check | kick Kick
sparse | dense | passing | passing
Game 1
1 v v v v v
2 v v v v
3 v v v v v v
4 v v v v v
5 v v v v v
6 v v v v v
7 v v v v v v
8 v v v v v v v v v v
9 v v v v v v v
10 v v v v v v v v v v
11 v v v v v v v
Game 2
1 v v v v v v
2 v v v v v
3 v v v v v v v v v
4 v v v v v
5 v v v v
6 v v v v v v v
7 v v v v v v
8 v v v v v v
9 v v v v v v v
10 v v v v v v

Table 3.2: Details of the soccer scenes/events in the sequences.

3.1.2 Object Trajectories

The 2D locations of the players on the field were obtained by two laser range sensors
(SICK LMS511, Operating range: 65 m, Field of view: 185°, Angular resolution:
0.17°, Scanning frequency: 25 Hz). They were set on both sides of the field at the
height of 90 cm when filming the multi-view videos, as shown in Figure 3.2. The
range sensor emits an infrared beam in a semicircular area and acquires the location
of an object on the measurement plane from the returned signal based on the time
of light. Here, the data of two range sensors were combined to obtain the precise
location data of players in wide field of the soccer games [Kabeya et al., 2016].

However, we cannot acquire the correspondence between the location data and
the players. Therefore, here, the correspondence between the location data and the
players were manually given in the initial time, and each player was tracked by
selecting the points closest to the previous timing. If the location was not acquired
by the sensors or a mis-tracking occurred, the data were complemented by linear
interpolation.

Since the ball is too small, the ball location cannot be acquired by the range
sensor. Thus, the ball location was acquired through semi-automatic processing.
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Figure 3.2: Location of the range sensors set on both sides of the field.

Concretely, frames when the ball bounces from the ground or is touched by the
players were manually labeled. Then the location of the player involved in the
play was considered as the current ball position. Considering a case when a player
touches the ball in the air, the position of the feet of the player was used. Hence,
the ball positions were given in a 2D coordinate system. For the ball position
among player touch, some vision-based and sensor-based tracking techniques are
being researched separately for this purpose [D’Orazio and Leo, 2010], but a basic
interpolation procedure between key-frames was used since the main focus here is
the viewpoint navigation but not automatic ball tracking.

3.1.3 Camera Information

In the method proposed in Chapter 4, the position (location and angle) of each camera
is necessary to calculate measures such as the distance between the camera and the
ball. Thus, the correspondence between the field coordinate system and the image
coordinate system needs to be determined. For this, the homography matrix which
can represent the correspondence is used. Homography is to transform a certain
projective space to a different space with a projective transformation. Here, it is
calculated manually using four or more corresponding points (e.g. line intersections
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Figure 3.3: Interface for the Multi-view video editing experiment.

on the field) on the soccer field plane and the image plane of each viewpoint video.
Thus, a homography matrix is acquired for each viewpoint. A point on the image
coordinate system can be calculated using the corresponding homography matrix
with the point on the field coordinate system. Accordingly, camera positions on the
field coordinate system can be calculated.

3.2 Viewpoint Selection Records Acquisition

This section introduces a multi-view video editing experiment to collect user view-
point selection records using multi-view video dataset described in Section 3.1.

3.2.1 Multi-view Video Editing Interface

For the multi-view video editing experiment, a user interface shown in Figure 3.3
was implemented. The functions of this interface indicated in the figure are listed
as follows:

(a) Sequence ID number: Randomly chosen from the game video in the experi-
ment
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3.2. VIEWPOINT SELECTION RECORDS ACQUISITION

(b) Video pane: Shows the selected viewpoint

(c) Viewpoint switch (Left/Right): Switch buttons to left/right adjacent view-
points

(d) Time-line show control: Back to start
(e) Non-linear time-line control: Step forward/backward (1 frame)
(f) Time-line control: Play/Pause

(g) Bird’s-eye view of the location of players/ball/cameras/shooting areas of cam-
eras

(h) Direct viewpoint switch: Clickable map of cameras (viewpoints)
(i) Recording button of the chosen viewpoint and timing

(j) List of recorded viewpoints and timings

3.2.2 [Editing Experiment Procedure

In the video editing experiment, the participants were instructed to watch the multi-
view sequences and to edit viewpoint sequences following their interests by choosing
the most suitable viewpoint at every time frame.

After the introduction of the experiment and the interface, they were given 5
minutes to practice. Since it appeared that the participants spent approximately 10
minutes to edit a sequence lasting 30 seconds in a preliminary experiment, short
video sequences that contain typical soccer scenes were chosen as described in
Section 3.1.1 to facilitate the task. The video sequences were presented randomly in
the experiment. Participants were allowed to replay forward/backward the sequences
arbitrarily while choosing various viewpoints. When they confirmed a viewpoint, it
was recorded with the timing. The participants were instructed to write down their
intention after editing each sequence. Additionally, after the experiment, they were
asked to fill out a post-questionnaire that asked the important issues when choosing
the appropriate viewpoints in multiple-choice questions and free format.

3.2.3 Viewpoint Selection Records of Users

Multi-view video editing experiments were conducted twice. At the first time, ten
subjects participated, which are used in Chapters 4 and 5. An additional nineteen
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Figure 3.4: Example of selected viewpoint sequences by nineteen participants.
Sometimes, most of the participants made a common selection, The difference
on the timing of viewpoint switches was often confined to a short time-range as
indicated by red circles. Besides, the choices were diverse from 17,270 to 17,570
frames, which showed different personal preferences.

participants and their personality and profile information were collected to conduct
the group-based recommendation in Chapter 6 at the second time. Through the
comparison of the records of all participants, as shown in Figure 3.4, we can see
that the record of each participant reflects his/her personal preference, which can
be used for personal preference modeling. Furthermore, we can see that sometimes
most participants made a common selection. Although the timing of viewpoint
switches differed for each participant, they were often confined to a short time-
range of approximately 1 second. Thus, it seems that there is a common selection
preference among participants, by connecting the viewpoint most frequently chosen
by most participants for each experimental sequence, it could be used for common
preference modeling.
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Chapter 4

Context-dependent Learning Scheme

4.1 Introduction

As introduced in Chapter 1, the viewpoint recommendation problem is converted to
a learning problem as shown in the outline of the thesis (Figure 1.2). In the common
steps of the outline, the acquired multi-view and object tracking data are represented
into features to learn collected users’ viewpoint selection records through a learning
scheme. This chapter focuses on the part of learning scheme that it proposes a
context-dependent learning scheme to adapt to various video contexts and user
contexts for multi-view viewpoint recommendation.

The generation of an optimal viewpoint sequence would require us to first con-
sider contextual information, including scene information such as the location and
size of focused objects in the view, and events occurring during the game. Other
contextual information includes video production information such as the camera
location and angle, and camera switching frequency. In this chapter, contextual in-
formation of this nature is referred as the scene context and the production context,
respectively. As a more detailed example of a scene context, the location of the focus
of the game, e.g., the position of the ball, affects the viewpoint selection tendencies
of users. If the scene involves a ball located in the penalty area, most users might
choose viewpoints that provide close-views of the ball from different angles. On the
other hand, a user might prefer a stable shot with a wide angle if the ball is in the
mid field. The proposed method uses this information for parameter optimization.

Therefore, context-dependent viewpoint recommendation corresponding to users’
viewpoint selection tendency is important. The proposed method focuses on the con-
textual information of scene and production to carry out viewpoint evaluation and
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transition processes. First, the viewpoint evaluation process consists of designing a
camera agent to evaluate the view quality of each viewpoint. This is performed by
considering the contextual information of the scene as represented by the appearance
features of objects, e.g., position or distance from the camera, in the given produc-
tion context, depending on the user’s object preference. Next, during a viewpoint
transition process, such as when switching between camera views, the producer
agent determines the most appropriate sequence of viewpoint transitions with the
minimum transition cost, e.g. smoothness of transition, by taking into account
the view quality and production contextual information such as multi-video edit-
ing rules. These two processes combine the appearance features and calculate the
transition cost using different weight parameters, which are optimized to represent
different viewpoint selection tendencies corresponding to both scene and production
contexts.

In this chapter, several kinds of contextual divisions are tested, which are then
compared with a recommendation by context-independent parameter optimization to
analyze the effectiveness of the proposed context-dependent recommendation. First,
optimization is performed based on the common viewpoint sequences extracted from
multiple-users’ viewpoint selection records, as the goal. Next, the possibility of using
personalized recommendation based on personalized optimization is examined by
experimenting with individual viewpoint selection records.

The remainder of this chapter is organized as follows. Section 4.2 reviews related
works. Section 4.3 presents the structure of the proposed method for viewpoint
sequence recommendation using scene and production contexts, which are detailed
and interpreted in Section 4.4. In Section 4.5 the weight parameter optimization
procedure and different context divisions are introduced. Section 4.6 introduces
the experiment. Experimental results are analyzed in Section 4.7. Section 4.8
summarizes this chapter.

4.2 Related Work

There are several works on video context representation. Jiang et al. optimized
multiple object tracking and formulated best-view video synthesis as a recursive
decision problem [Jiang et al., 2008]. In this work, viewpoint switching frequently
occurs since it does not consider the production contextual information on viewpoint
transition, such as the relative positions of cameras. Such a system would produce
short and uncomfortable camera switching. Shen et al. proposed a best-view
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selection method using a detailed content analysis based on Quality of View (QoV),
which is a confidence measure for view performance evaluation by considering the
view angle and distance from subjects [Shen et al., 2007]. Daniyal and Cavallaro
presented an algorithm for viewpoint sequence generation focusing on minimizing
the number of inter-camera switches [Daniyal and Cavallaro, 2011]. However, they
used the same criteria for content analysis and viewpoint transition arrangement
of all durations regardless of users’ different viewpoint selection tendencies for
scene contexts of different durations. Hence, such a method may select a viewpoint
presenting a more detailed view, whereas the user may prefer an overview as a mid
field game scene.

Therefore, the viewpoint evaluation capabilities and transition mechanisms in
the studies mentioned above are not sufficiently adaptive to various scene contexts
and user viewpoint selection tendencies, that are actually quite important for user-
dependent viewpoint sequence recommendation for different video contexts.

4.3 Procedure of Viewpoint Recommendation

This section explains the procedure for the proposed video sequence recommenda-
tion method [Wang et al., 2014a]. The proposed method consists of two processes:
evaluation and transition. The outline of the method is shown in Figure 4.1.

4.3.1 Viewpoint Evaluation Process

For each viewpoint, a camera agent is assigned, which is responsible for assessing
the view quality in the evaluation process by considering the scene contextual
information of each viewpoint within the production context and the user’s viewpoint
selection tendency. According to the QoV measure [Shen et al., 2007], view quality
is strongly related to, and can be evaluated based on, the appearance of focused
objects in a scene. Here, the following four appearance measures are used to
evaluate every object in the video frame: in-frame measure f,, proximity measure
fp» composition measure f., and context-related location measure f;. The viewpoint
evaluation process involves the combined evaluation of all objects by considering
the number and importance of objects. Weight parameters for the combination are
defined so as to represent the relative importance of each of these measures, and the
combined set of parameters is optimized using production contexts including user’s
viewpoint selection tendency.
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Figure 4.1: Outline of the proposed viewpoint sequence recommendation method
through viewpoint evaluation and transition processes. The transition cost is mini-
mized in terms of the duration of each viewpoint, the temporal view quality change,
and the visual angle difference.

In the following functions, p!" = (x;, y;, z;) is used to represent the field position
of the i-th camera (or the i-th viewpoint p;) in the world coordinate system and
0" = (x,y,z) for the field position of object O. o; = (u;, v;) is the position of the
object in the image coordinate system in the i-th camera view. The evaluation steps
are as follows:

1. Evaluation of a single object O, in a video frame: The view quality of a sin-
gle object is calculated by the appearance characteristics including visibility,
apparent size, composition, and location.

The appearance measures are defined as follows,

* In-frame existence measure f,: The visibility of the object in the Field
Of View (FOV) is defined as follows:

1 (object in view),

0 (otherwise). “.1)

fe(owa p,w) = {

* Proximity measure f,: The inverse distance from camera p; to object O
in an event space which is promotional to the apparent size of the object
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in the image as follows:
dw(0".p}")
I - =57 (dw(0",p!) < Dy),

4.2)
0 (otherwise),

fp(ow,p,w) = {

where d,, (0", pl.W) is a 2D Euclidean distance function between object
O and the i-th camera on the field. This measure is normalized by a
constant D ¢, which represents the length of the diagonal of the field.

* Composition measure f.: The composition of the object in the view.

The visual attention that an object attracts depends on its position in
an image, with objects in the center of an image known to attract more
attention. Moreover, according to “the rule of thirds” [Peterson, 2011],
which is widely used in visual arts, important compositional elements
should be placed at intersections of lines dividing the image into nine
(= 3 x 3) equal parts. Therefore, here, the average distance between the
object and the center point of the image e, and the lower two intersec-
tions, ¢; and e,, which are normalized by the length of the diagonal line
D of the image, is calculated as follows,

d(oi, ec)+d(0j, 1) +d(0; er)

(0", p") = 1
Sfe(o™, p) 3D

4.3)

where d(o0;, e) is a 2D Euclidean distance function of object O, and point
e in the i-th camera image.

* Scene context-related location measure f;: The relevant importance
between the location of the object and the scene context.

The field is divided into several non-overlapping areas and each area is
assigned a score f; € [0, 1] that varies according to the scene context.
In case of regarding the ball as an important scene descriptor, a detailed
example of the measure and scene context in Figure 4.2 shows the score
distribution of the location measure corresponding to the scene context
of the left penalty area containing the ball. The f; of a player O at the far
side of the field is assigned a low value to represent his/her low relevance
to the current penalty area scene context.

In the end, the view quality of object O in camera p; is calculated by combining
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Figure 4.2: Example of the score distribution of the location measure f; for the left
penalty area scene context. The location measure scores are decided empirically.

these measures with weights {w,, w,, w;} as follows,

Vs(OW’PiW) = fe(OW’P,’W)(wpfp(ow’P;v)+wcfc(0w,Piw)"'wlfl(ow,PlW)),
4.4)

where w, + w, +w; = 1.

2. Evaluation of multiple objects:
The camera agent evaluates multiple objects by considering both the average
view quality evaluation and their count number using weight w,, as follows,

1

O,p") =w,|0|+ (1 -w,
v(O,p;") = wu|O| + ( w)lOl

PIRACH (4.5)

w
o €0

where O is the set of targeted objects ox (1 < k < |0]), and |O] is the number
objects in O.

3. Overall value of the viewpoint:

The camera agent generates an overall evaluation for viewpoint p; by assigning
different weights to the relevant main objects O,, and other sub-objects Oy,
where weight w,, represents the preference level of O,, against Oy as follows:

V(O,p!) = WV (O, p!')+(1 = wy)v(Oy, p). (4.6)
Note that the main object is chosen by the user.

Through the above steps, the camera agents determine the overall view quality
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of a video frame image from the i-th viewpoint and submit them to the producer
agent for further processing.

4.3.2 Viewpoint Transition Process

The producer agent determines the optimal sequence of viewpoints in this process.
Here, this problem is solved by calculating the transition cost based on the view
quality evaluated by camera agents and production rules, e.g, the duration of the
viewpoint and the camera transition loads with different weights. The weights
vary with different viewpoint selection tendencies according to scene contexts and
production contexts based on a user’s viewpoint selection tendency. The viewpoint
transition is restricted if the cost is too high. V(O, p!") is a function of time frame,
t. In the following, the i-th viewpoint at time ¢ is represented by p; (7).

* Duration cost of previous viewpoint: In order to avoid frequent switching,
the agent calculates the contiguous frame number 7' (p;(t — 1)) of the same
viewpoint p;(¢ — 1) until the previous frame ¢ — 1 as follows,

T(pi(t-1))
Ca(pi(t =1)) =1 - ————, (4.7)
Tave
where T,,, is a term for normalization and represents the average duration
of frames for which all users in the experiment contiguously select view-
points. The shorter the duration preceding the viewpoint, the higher the cost
of switching to another viewpoint becomes.

* Change cost of temporal view quality: The cost is defined as the difference in
evaluation scores between the previous viewpoint p;(t — 1) and the candidate
viewpoint p.(t) of the current frame as follows,

Cq(O,pi(t = 1), pc(1)) = —(V(O,p;(1)-V(O,p;"(t - 1))). (4.8)

In contrast to the duration cost, the higher the change cost is, the lower the
switching cost to candidate p.(t) becomes.

* Difference cost of visual angles: To avoid the dizziness caused by overwhelm-
ing change in position of the camera, two factors are taken into account: the
change in the view angles of the cameras, f,, and the change in the location,
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fn, between the previous and the candidate viewpoint as follows,

Ca(pi(t = 1), pc(1)) = fa(pi(t = 1), pc(®))+ fu(pi(t = 1), pc(1)). (4.9)

The larger the difference cost is, the higher the switching cost to candidate
pc(t) becomes.

In the end, the cost function for the current viewpoint is determined by combining
these three factors as follows,

Cost(O, pi(t = 1), pc(t)) = waCy(pi(t — 1))
+wgCy(O, pi(t — 1), pe(1))
+ W Co(pit = 1), pe(t)), (4.10)

where wg + wy + w, = 1.

To find the best viewpoint for object set O, the producer agent calculates the
cost functions of each candidate viewpoint and chooses one p;(¢) with the minimum
cost and lower than a pre-defined threshold as defined below. Note that when the
minimum cost is above the threshold, the previous viewpoint remains selected.

Costain(O, pi(t = 1), pe(t)) = min{Cost(O, pi(t — 1), pe(t))), @.11)
_ Pe(t) (Costpyin < threshold),
P {Pi(t_l) (otherwise), 1%

where the notation of object is omitted for simplification. The producer agent repeats
this process for each frame and connects the viewpoints across frames to generate
the recommended sequence.

4.4 Context Adaptation

It is considered that users’ viewpoint selection tendencies differ based on their
preference for various scene contexts including the location of the main object, and
production contexts including the switching frequency. Therefore, let’s assume that
there are differently-weighted sets for the measures and costs defined in the previous
sections adapted to various video contexts and user contexts.

First, the adaption to video contexts including scene and production contexts are
introduced. The user survey conducted in the experiment detailed in Section 4.6,
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indicated that viewers of a soccer game considered the ball as the most important ob-
jectinit. Hence, here, the ball is considered as an important scene context descriptor
and its influence is quantified based on its position to model the weight set for view-
point evaluation and transition processes. The field is divided into several regions,
and they are grouped into several areas representing different characteristic contexts.
Thus, a video sequence can be represented as a series of scene contexts in terms of
ball positions and its influential regions. Moreover, we can generate various patterns
of viewpoint by assigning corresponding weight parameters {w,,wc,w;,w,,wy, } for
viewpoint evaluation and weight parameters {wg, wg, w,} for viewpoint transition to
adapt to various scene and production contexts.

For the user contexts, users’ viewpoint selection tendencies can be learned by
analyzing viewpoint selection records of actual users and generate various viewpoint
patterns for different contexts by optimizing the corresponding weight parameters.
The optimal parameter set capable of generating the preferable viewpoint sequence
for the corresponding contexts was similar to users’ viewpoint selections. In par-
ticular, a user’s favorite player can be specified as the main object of the scene by
assigning the player a higher weight value w,, when the parameter optimization is
not conducted. Thus, the proposed method generates a recommended viewpoint
sequence featuring the favorite player more often.

4.5 Context-dependent Weight Parameter Optimiza-
tion

This section describes context-dependent weight parameter optimization in detail.

4.5.1 Outline of Optimization

In the optimization process, a brute-force attack algorithm is applied to conduct the
searching task for the optimal set of the weight parameter vector as follows,

w = (w{,, w'g, w{, a){,, a),J,; a){l,, wé, wé), (j=12..,R), (4.13)
where R is the number of context defined. Parameters within the range [0, 1] are
sought over the scene contexts, to achieve the highest similarity of the selected
viewpoints by the proposed method against the users’ selections. The step size
is 0.1. For the five weight parameters in the viewpoint evaluation process, the
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similarity between the best-ranked viewpoints recommended by camera agents and
user selections are calculated in the optimization. Furthermore, the three parameters
in the transition process are optimized by comparing with the selected viewpoints
by producer agent and user selections.

The inputs of the optimization are the user selected viewpoint records p* and
the ball and player data, which are used to generate the viewpoint sequence p°® by
the proposed method. To quantify the similarity between them, concordance rates
related to the sameness of the camera positions at each frame are defined with the
parameter vector w’ as follows:

N 1 (f p*(t; /) = p(2)),
B0l = { 0 (otherwise). (4.14)
Rate = 2 £ (4.15)

An optimal weight vector is given as the vector which maximizes the sum of the
similarity as follows,

w’ = argmaxRate, (4.16)

w’

where L is the length of the sequence.

Parameter optimization is first performed based on the common viewpoint se-
quences, extracted from multiple-user viewpoint selection records, as the optimiza-
tion goal. Here, the parameter performance was evaluated with leave-one-sequence-
out cross-validation, by using one sequence of the viewpoint selection records as
testing data, and the other sequences as training data. This step is repeated until
each sequence has been set as the test data. The performance is evaluated using the
average accuracy of all the test sequences. Furthermore, individual viewpoint selec-
tion records were used to experiment with personalized optimization to investigate
the possibility of personalized recommendation, which is detailed in Section 4.7.4.

4.5.2 Scene Context Division

Several kinds of scene context division are defined. As mentioned above, a video
sequence can be represented as a series of scene contexts in terms of ball positions and
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Figure 4.3: Scene context divisions.

its influential regions. It was assumed that the contexts were symmetrical between
the left and right sides of the field so half of the field was divided into R regions
representing R characteristic contexts, as shown in Figure 4.3. Context-dependent
optimization is performed for each division. On the other hand, context-independent
optimization is performed as a baseline method using R = 1 when there is only one
division, which means the entire field, thereby allowing us to optimize one set of
parameters no matter where the ball is. The performance of the proposed method
using the optimized parameter vector by concordance rate is evaluated as in Eq. 4.15.

4.6 Experiment

Viewpoint selection records of ten participants acquired in the multi-view video
editing experiment using the dataset and steps described in Chapter 3 were used
to optimize the weight parameters, and to verify the effectiveness of the proposed
method.

The ten participants comprised six males and four females, all in the age group
of 20 to 39. They were asked to state their profile information via a questionnaire. In
the questionnaire, the interest level in soccer was assessed on a four-level selection
from “almost none” to “very much”. 10% of the participants was strongly interested
in soccer (Level 4), 40% had a general interest, and 50% agreed to the statement “a
little” (Level 2). For the viewing frequency of a soccer game, 50% of the participants
were occasional viewers with a frequency of a few times a year, and 40% viewed a
few times a month or even more than once a week. Moreover, half of the participants
had soccer playing experience, but with no particular expertise. Furthermore, two
of them had amateur video photography experience with a video camera, or video
editing experience using an editing software.

41



CHAPTER 4. CONTEXT-DEPENDENT LEARNING SCHEME

The editing record of each participant reflected their personal viewpoint selection
tendency, and can be used for personal tendency modeling. The selected viewpoint
sequence of common viewpoint selection tendency was generated by connecting the
viewpoint the participants chose most frequently for each experimental sequence.
The common viewpoint sequence was then used for common tendency modeling
and for the performance test.

To evaluate the effectiveness of the context-dependent recommendation, let’s
compare the concordance rates of the context-independent baseline method R = 1
with the scores using context-dependent optimized weight parameters of each scene
context division. The baseline method was conducted for the entire field without
context division.

4.7 Results and Analysis

According to the method explained in Section 4.3, a viewpoint recommendation
could be generated as designed using the optimized parameters. Even though
the computational cost of parameter optimization is high, once the parameters are
specified, the computation of the viewpoint selection requires very little time. The
processing time for 15 minutes of video data on a PC with 2.67 GHz Intel Core i7
CPU took only 483 milliseconds.

This section presents the verification of the effectiveness of context-dependent
parameter optimization and an analysis on the effect of different context divisions on
performance changes. Additionally, a detailed evaluation of the proposed method
was performed by separately analyzing the performance of the camera and producer
agents using the optimized parameters and then users’ viewpoint selection tendencies
were analyzed through the optimized parameters.

4.7.1 Effectiveness of the Context-dependent Recommendation

The concordance rate of the context-independent baseline method R = 1 was com-
pared with the scores using context-dependent optimized weight parameters of each
scene context division. The concordance rates of the best-ranked viewpoints recom-
mended by camera agents for the common viewpoint selection tendency are shown
in Figure 4.4.

The graphs show that, for Game 1, the results obtained with the proposed method
were similar to the user’s viewpoint selection tendencies when the appropriate
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Figure 4.4: Concordance rates of the best-ranked viewpoints generated through
different context division and baseline.

context-dependent weight parameters of all the context divisions (R = 3,4, and
6) were used, contrary to the baseline method, and achieved the highest similarity
for R = 6. Therefore, we can say that it is effective to conduct context-dependent
optimization. For Game 2, the score of R = 3 was higher than the others, on the
contrary. The scores of R = 4 and 6 were slightly lower than that of the baseline.
This may be due to excessive divisions which caused a scarcity in learning data for
each context. To verify the assumption, an attempt to optimize parameters using
the resubstitution estimate method was made, which achieved 79% for R = 6 and
80% for R = 4, surpassing 75% of the baseline. This indicates that the scarcity of
learning data may cause over-fitting.

4.7.2 Effectiveness of the Camera Agents and Producer Agent

To evaluate the performance of the proposed method in a detailed manner, let’s focus
on the result of context division R = 3 for the common viewpoint selection tendency.

Performance Test of the Camera Agents

First, let’s verify the performance of the camera agent by calculating the coverage
rate, which is the rate indicating the similarity between users’ selections and the best-
ranked viewpoints the camera agents suggested for the duration of the sequence. In
Game 1, the coverage rate of the best-ranked viewpoints was approximately 64%.
The rate became approximately 81% if we allowed the viewpoints with the top two
ranks. In Game 2, the coverage rates increased from 74% to 87%, respectively. The
high coverage of users’ selections shows that the performance of the camera agent
is fairly reliable.

43



CHAPTER 4. CONTEXT-DEPENDENT LEARNING SCHEME

Table 4.1: Comparison of the switching frequency (common viewpoint selection
tendency and excerpted personal viewpoint selection tendency samples)

Game 1 [times] Game 2 [times]
CamS | ProS | UserS | CamS | ProS | UserS

Common || 16.0 73| 6.4 103 | 6.1 5.4
User #4 15.7 57| 25 11.9 | 5.0 2.0
User #6 15.5 | 103 | 4.8 97| 5.6 3.6
User #7 17.7 64| 32 13.4 | 4.7 2.1
Average 16.4 7.0 3.9 109 | 5.7 2.9

Performance Test of the Producer Agent

Next, let’s evaluate the producer agent’s results generated based on the outputs
of camera agents through both the concordance rate (Eq. 4.15) and the switching
frequency.

The concordance rate of Game 1 was approximately 62%, whereas that of
Game 2 was 75% indicating that the proposed method is effective across videos
from different games.

For verifying the ability of the producer agent to reduce the frequency of view-
point switching, the number of switching occurrences of the sequences the users
edited (UserS) was compared with the top-ranked viewpoint sequences of the camera
agents (CamS) and the final output generated by the producer agent (ProS). Table 4.1
lists the comparison for the common viewpoint selection tendency. It shows (see
“common” row) that the producer agent decreased the number of switching recom-
mended by camera agents from 16.0 and 10.3 to 7.3 and 6.1 times for the two games,
respectively, which makes it closer to the users’ decisions.

4.7.3 Analysis of the Optimized Parameters

This section presents the analysis on the behavior of the optimized parameters
dependent on three contexts for R = 3, namely upside (), bottom-corner (r;), and
bottom-mid-field (r3).

For the common recommendation, a sample of optimized parameters for each
scene context of Game 2 are shown in Figure 4.5. It shows that each view-related
context yielded corresponding weight parameters. For instance, in the upside area
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Figure 4.5: Sample of optimized weight parameters corresponding to different scene
context areas for the common viewpoint selection tendency in Game 2 with R = 3.

context rq, the value of the proximity measure w, (= 0.5) was the largest. Thus
we can infer that the proximity between the objects and the camera was the most
important measure for viewpoint evaluation, indicating that many users might tend
to watch views of the upside area more closely. On the other hand, the value of the
location measure w; (= 0.6) was the largest in the bottom-mid-field context r3. Thus,
users may be more interested in the location distribution of the ball and players,
because the context-related location measure was the most important.

4.7.4 Analysis of Personal Recommendation

The performance of the proposed method for personal recommendation was also
evaluated.

The average concordance rate of the ten users in the performance test of the pro-
ducer agent by personal optimization was approximately 53% for both two Games.
This is much lower than the common optimization (refer to Section 4.7.2). It is
considered due to the insufficient learning data for personal optimization comparing
to common optimization using the extracted common records of most users with
more stability. Still the scores are relatively high against random choice out of 13
and 14 cameras of each of the two games, which would be approximately 8%.

For the ability on controlling the switching frequency, Table 4.1 lists examples of
typical user results and the averages of all users’. The table shows that the producer
agent decreased the number of switching suggested by camera agents from 16.4 and
10.9 to 7.0 and 5.7 times for the two games, respectively, which makes it closer to
the user’s decision.

Moreover, it is possible to analyze the personal viewpoint selection tendency
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Scene Evaluation Transition
context process process
Hwp B wc wl H wd Hwq Hwa
User 6 0.3 0.1 0.1 0.8 0.1
User 7 0.6 0.1 0.5 0.3 0.2
User 4 0.3 0.1 0.2 0.4 0.4

Figure 4.6: Sample of optimized weight parameters for different users in Game 1 in
upside area scene context with R = 3.

of each user through the optimized parameters. For instance, Figure 4.6 shows
optimized parameters for users #4, #6, and #7 in the upside scene context r;. The
graph shows that the weight parameters for transition process of user #4 included a
view angle weight w, (= 0.4) the same as the value of view quality change. Apart
from the angle, user #7 paid attention to the duration of the previous viewpoint
selection w; (= 0.5). On the other hand, for user #6, the value of the view quality
change weight w, (= 0.8) was the largest, disregarding the duration and angle
changes. We can confirm these observations through the switching frequencies
listed in Table 4.1. User #6 changed the viewpoint more frequently than users #4
and #7, which corresponds to the viewpoint selection tendency indicated by the
weight parameters. This enables us to use the optimized parameters to analyze user
viewpoint selection tendencies for further research.

4.8 Summary

This chapter proposed a context-dependent learning scheme to generate viewpoint
recommendation adapted to various video contexts and user contexts for multi-
view videos. The concordance rate with users’ viewpoint selection records of the
context-dependent recommendation outperformed the context-independent recom-
mendation, which shows the effectiveness of the context-dependent learning scheme.
The proposed method selects context-dependent optimal sets of viewpoints for both
common and personal viewpoint selection tendencies. In addition to automatic
recommendations, the proposed method permits users to change their preferences
during a recommendation by changing the parameters or the main object of their
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interest. The experimental results were used to analyze user behavior and viewpoint
selection tendency in more detail.
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Chapter 5

Spatio-temporal Video Context
Representation

5.1 Introduction

As shown in the outline of the thesis (Figure 1.2), in the common step, the acquired
multi-view and object tracking data are represented as features to learn a user’s
viewpoint selection tendency. The feature representation influences the quality of
the viewpoint recommendation. Thus, this chapter proposes a video context repre-
sentation based on spatio-temporal feature to generate a viewpoint recommendation
with better similarity to a user’s viewpoint selection tendency.

The scene context of a sport game related to objects is known to be effective to
select the viewpoint for multi-view sports videos [Shen et al., 2007, Daniyal et al.,
2010, Chen et al., 2013, Wang et al., 2015]. It is often represented by frame-level
object features, for instance, the size of a player visible in the view. However,
these works do not sufficiently consider the representation of past and future ob-
ject dynamics. Since the users would naturally select their preferred viewpoints
considering the temporal information from past to future, spatial-temporal object
dynamics is considered for the viewpoint selection in this chapter. Besides, user’s
personal viewpoint selection tendency on spatio-temporal object dynamics is also
considered.

Personal viewpoint recommendation is realized as shown in Figure 5.1 consid-
ering the spatio-temporal scene context represented by the trajectories of the main
focused objects, i.e., the ball and players. Regarding the trajectory processing, some
works used time-series models, such as Markov Models, for representing player’s
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Figure 5.1: Outline of personal viewpoint recommendation by learning the rela-
tionship between the trajectory distribution of the focused objects and each user’s
viewpoint selection tendency.

dynamics or action recognition [Sun et al., 2009, Itoda et al., 2015]. Observation
of trajectory distributions of soccer games introduced in detail in Section 5.3, reveal
that different users show different viewpoint selection tendencies for different trajec-
tory distributions. The spatial distribution of objects’ trajectories include dynamic
information and can represent the objects’ actions. Thus, referring to the spatial
distribution of objects’ trajectories to represent the spatio-temporal scene context is
proposed in this chapter to improve the recommendation quality for the viewpoint
selection.

Machine learning is applied to learn the relationship between the trajectory
distribution of the focused objects and each user’s viewpoint selection tendency for
personal viewpoint recommendation. The video sequences are first segmented into
cuts. The object trajectory distribution in a cut is extracted as a feature to learn
each user’s viewpoint selection tendency. Personal recommendation is generated
by selecting appropriate viewpoints through the proposed learning methods. Three
methods based on Gaussian Mixture Models (GMM), Support Vector Machines
(SVM) with a 2D histogram, and SVM with a Bag-of-Words (BoW) are evaluated.
In addition, the effectiveness of using the combination of focused objects is compared
with just using each focused object to find the user’s interest in multiple objects.
Moreover, the fact that most users focus on the main object in a sport game while
some of them show unique interest in specific objects is presented.

The remainder of this chapter is organized as follows. Section 5.2 reviews
related works. In Section 5.3, the relationship between scene context and user’s
viewpoint selection tendency is analyzed. In Section 5.4, the proposed framework
of object trajectory based viewpoint recommendation is introduced. In Section 5.6
experimental results are analyzed. Section 5.7 summarizes the chapter.
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Figure 5.2: Ball (a) and players (b) trajectory distribution for each selected viewpoint
(extracted samples) of two users in Game 1. Each of different colored lines shows
the trajectory during a cut in the entire soccer field. Camera settings of Game 1
are shown on the top. The cameras in red are the extracted ones for showing the
trajectory distribution below.
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(b) Trajectory distribution of players in Game 2

Figure 5.3: Ball (a) and players (b) trajectory distribution for each selected viewpoint
(extracted samples) of two users in Game 2. Each of different colored lines shows
the trajectory during a cut in the entire soccer field. Camera settings of Game 2
are shown on the top. The cameras in red are the extracted ones for showing the
trajectory distribution below.
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5.2 Related Work

Several researchers have focused on the scene context of a game. Daniyal et al.
presented an algorithm for viewpoint-quality ranking based on frame-level features,
including size and location of the players in a basketball game [Daniyal et al.,
2010, Daniyal and Cavallaro, 2011]. Chen et al. focused on features of a group
of objects such as the number of players who are visible from a viewpoint [Chen
etal., 2013]. Their approach optimizes the viewpoint transition by viewpoint-quality
evaluation with dynamic features corresponding to the scene context represented by
the object position [Wang et al., 2015]. Muramatsu et al. selected viewpoints
referring to the average of object features, such as position, distance to the camera
and size in the view during a short time, to learn from the user’s viewpoint selection
records [Muramatsu et al., 2014].

However, these approaches processed at the frame-level or without sufficient
representation on past and future object dynamics. We can expect that the scene
context of a game can be described better by the object’s trajectory information, and
that the recent machine-learning representations are more effective than such simple
statistical representations.

5.3 Analysis of Trajectory Distribution and Viewpoint-
selection Tendency

We can assume that the users select appropriate viewpoints based on the scene
context, which can be represented by the spatio-temporal movement of focused
objects, i.e., the ball and players in the case of a field ball sports. Thus, in this
section, the relationship is analyzed between the trajectory distribution of focused
objects and each user’s viewpoint selection records, which were acquired from the
multi-view editing experiment described in Chapter 3.

5.3.1 Ball Trajectory Distribution

It is known that most users of soccer games have a tendency to follow the ball
[Iwatsuki et al., 2013]. Thus, let’s first analyze the relationship between the trajectory
of a ball and personal viewpoint selection tendency. Figure 5.2 (a) and Figure 5.3
(a) show the ball trajectories when each camera was selected by two users for Games
1 and 2. The rectangles represent the ground plane of the soccer field. Each
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of differently colored lines in the rectangle indicates the trajectory during a cut
in the entire soccer field. In both games, when a user selected a viewpoint, the
ball trajectories tended to center around an arbitrary location on the soccer field.
Besides, the trend was different between users. For example, in Game 1, Viewer 6
preferred Camera 8 when the ball moved in the corner area on the right-side of the
field while Viewer 4 did not select Camera 8. The difference of users also existed
when Cameras 4 and 10 were selected in Game 2. It can be inferred that users’
preference on the location, angle, and other conditions of the focused objects in a
viewpoint differed according to scene contexts. As a result, since their viewpoint
selection tendencies are different, the ball trajectory distributions appear differently
when different viewpoints are selected by different users.

Therefore, using the ball trajectory distribution is considered as effective to learn
different viewpoint selection tendencies.

5.3.2 Players Trajectory Distribution

Players are also important objects in soccer games. Thus, let’s also analyze their
trajectories to represent the scene context that has an impact on personal viewpoint
recommendation.

First, trajectories of all players except for the two keepers were collected and the
same analysis as the ball was performed. Figure 5.2 (b) and Figure 5.3 (b) show the
players’ trajectory distributions when each camera was selected for Games 1 and
2. From these distributions, we can see that players’ trajectories also have different
trends among not only the viewpoints but also the users. However, the difference is
not as distinct as the case of ball trajectory.

In addition, the player who will receive the ball at the next moment was analyzed
since the users seemed to pay their attention to that player. In this case, the players’
trajectories showed similar trends with the ball trajectory case for each selected
viewpoint.

As a result, we can say that using players’ trajectory distribution also can be
effective to learn different viewpoint selection tendencies for some users who pay
more attention to the players.
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Figure 5.4: Outline of the schemes for learning the relationship between personal
viewpoint selection tendency and trajectory distribution of focused objects in cuts.
Cut annotation means to gather and label the cuts when the same viewpoint is
selected.

5.4 Object Trajectory based Recommendation

Based on the result of the analysis obtained in Section 5.3, the following three kinds
of objects were chosen as focused objects:

* B: the ball of a soccer game,
* P,: the player who will receive the ball at the next moment,

* Py: all players of a soccer game except for the keepers.

The proposed recommendation framework learns the relationship between the per-
sonal viewpoint selection tendency and the trajectory distribution of the focused
object to recommend a viewpoint for each cut.

In this section, first, three methods for learning the relationship by using each
focused object and a combination method of using trajectory data in cuts of multiple
focused objects are discussed. Then, two definitions of a “cut” including several
frames segmented from the video sequence are introduced. All the combinations;
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three learning schemes times five kinds of focused object combinations times two
kinds of cut definitions are compared to find the best one for viewpoint recommen-
dation.

In the following discussion, a sub-trajectory of each focused object is represented
by Te, = {x¢jlt = 1,L2,...,F;;j = 1,2,...,J}, where i is the cut index and x; ; € R?
is the point on the field coordinate system at frame ¢ of object j. F; is the length of
cuti. J is the number of focused objects, where J of B or P, is 1, J of Py is 20. x;
is used to represent X; ; for short including all the objects as the focused objects at
frame ¢. The v-th viewpoint is represented by v (1 < v < V), where V is the number
of viewpoints.

5.4.1 Machine Learning Scheme

Three methods were compared to find the best learning scheme for the relationship.
They were first applied to a single kind of focused object trajectory. The outline
of these methods is shown in Figure 5.4. GMM was considered as an appropriate
descriptor of trajectory distribution for each selected viewpoint since it is widely
used to express object-position distribution. Two baseline representations were
tested to describe the trajectory in a cut, one used a simple 2D histogram, another
used a BoW with soft assignment considering the softer boundary than a simple 2D
histogram.

Gaussian Mixture Model based Method

GMM is a linear combination of several Gaussian components as follows,

K
p(x) = > meN (%o o), (5.1)
k=1

where K is the number of the Gaussian components, 7 is the weight of the k-th
Gaussian component with Zle mr = 1, N(X¢|ug, Zx) is the Gaussian component
density with parameters p; and ;. The number of components is based on experi-
mental results, as discussed later. In this chapter, it is used to represent the focused
object trajectory distributions of each viewpoint for each user. The focused object
trajectories in cuts are gathered while viewpoint v is selected, and are represented as
T,. Thus, to generate GMM (p,) of viewpoint v, X, is sampled from 7, in a training
dataset. EM algorithm is applied to estimate the parameters (ry, px, and Zg).
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For each video sequence in a test dataset, the video sequence is first divided
into cuts and a focused object trajectory T, is extracted from cut i. Next, the total
log-likelihood for the points on trajectory 7¢, under the generated GMM of each
viewpoint for the user is calculated. Thus, given a trajectory T¢;, a viewpoint R with
the largest log-likelihood is output as follows,

R(T¢,) = arg max Z log p, (X;). 5.2)

1<v<V XteTCi

Histogram and SVM based Method

A method based on SVM with a 2D histogram called Hist-SVM for short is considered
as one baseline representation. The field is spatially divided equally into M x N
bins. A 2D histogram of points of focused object trajectory T, in cut i is calculated.
Histogram normalization is applied considering the differences in the lengths of the
cuts.

In the training step, the normalized histogram is used as a feature vector and
the learning step is performed by SVM with a Radial Basis Function (RBF) kernel.
The supervising signals are the viewpoint selection records of each user. Thus, a
one-vs-all classifier corresponding to each viewpoint is built.

In the testing step, the learned classifiers output viewpoints with the maximum
score for each input trajectory ¢, in cut i. The output viewpoints of cuts compose
the recommended sequence. Here, M and N are set to optimal values based on the
experimental results.

BoW and SVM based Method

A method based on SVM with a Bag-of-Words (BoW) representation [Csurka et al.,
2004] called BoW-SVM for short is also considered as a baseline representation.
All the points of the focused object trajectories in the training data are clustered
to codewords by an unsupervised GMM shown in Equation 5.1. The number of
Gaussian components is empirically set. A codeword is defined for each Gaussian
component in the GMM. Thus, the number of codewords is the same as K, i.e., the
number of components. Soft assignment is applied to generate the histogram of
codewords in cut i. Under the k-th Gaussian components, the value of the bin of the
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Figure 5.5: Fusion methods of combining focused object trajectories.

k-th codeword histogram is calculated as responsibility p(k|x;) as follows:

7 N (X | e, i)
SR TN (X e, Ze)

pklx;) = (5.3)

Thus, the responsibility vector of K codewords of x; will be a(x;) = [p(1|x;), ...,
p(K|x;)]. Then the normalized codewords histogram can be generated as a feature
vector A; of cut i as follows,

F;
A; = M, (5.4)
F;

where x; € T¢, and F; is the length of cut i.

In the training step, the relationship between the feature vectors A; (T¢, € T,) and
the selected viewpoint v by each user is learned with an RBF kernel-based SVM.
Thus, a one-vs-all classifier is built as with Hist-SVM.

In the testing step, the learned classifiers output a viewpoint for each input
trajectory of a cut as with Hisz-SVM.
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5.4.2 Focused Objects Fusion

Different users may focus different focused objects. Thus, each object or different
combination of objects are used as feature vectors to find which object or combination
is the most focused by each user. The proposed learning scheme introduced in
Section 5.4.1 was applied to a single focused object trajectory. In this section,
fusion methods corresponding to the proposed learning schemes for two kinds of
combined focused objects are added: B + P, and B + Py.

There are several methods used to fuse multiple features, typically including
early fusion conducted at the representation level, or late fusion conducted at the
score level [Snoek et al., 2005, Peng et al., 2016]. For the representation level fusion,
multiple features are integrated into a single feature representation, which is fed into
one supervised classifier. The integrated feature representation may reflect better
multiple information and correlation, though the higher dimension will increase the
difficulty of learning. For score level fusion, multiple features are separately fed into
classifiers. The scores of the classifiers are combined afterwards to yield a multiple
representation for the final learning stage. Late fusion focuses on the individual
feature strengths but it may result in the loss of correlation of features.

As shown in Figure 5.5, different fusion methods are used depending on the
learning scheme. For the GMM-based method, if early fusion is applied, we will
have to integrate 2D trajectory data of ball and players included in the focused objects
(21 x 2 dimensions for B combined with P,j) into a single feature vector before
the GMM generation. Considering the difficulty of learning a high dimensional
features, the late fusion is applied; First, GMMs of viewpoints for ball (B) trajectory
and GMMs for players (P, or Py) trajectory are generated separately. Then the
likelihood scores of each GMM of the ball and players are integrated into one
feature vector and learned by an SVM afterwards instead of the maximum likelihood
decision rule used for each focused object. For the Hist/BoW-SVM based method,
early fusion is applied considering the correlation of ball and players trajectories;
First, the data of different focused objects are input into histogram/BoW generator
separately and the resulting representations are then fused into a single integrated
feature vector for the supervised learning using SVM.

5.4.3 Video Cut Segmentation

Considering that users would naturally select viewpoints according to the scene
context in past and future periods, not solely on the current frame, cuts which
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consists of multiple frames are used to represent the spatio-temporal scene context.
Therefore, it is necessary to determine how the video sequence should be segmented.
Here, two kinds of segmentation are considered.

Ideal Segmentation (SegU)

The ideal segmentation (SegU for short) is a result of the scene context being
appropriately classified according to personal preferences, which is behind the user’s
viewpoint selection. It is unavailable for viewpoint recommendation in practice.
Here, the user’s viewpoint switching timing is recorded to ideally segment the video
sequences to verify the upper bound of the recommendation accuracy. Thus, for
SegU based experiments, the switching timing is applied for cut segmentation both
in the training and testing steps, and the best viewpoint for each segment is selected.

Equal Segmentation (SegS)

Equal segmentation (Segs$ for short) is a result when the video sequence is segmented
into cuts with a fixed length. The sliding-window method is applied to compensate
for the overlap in each cut. Concretely, a cut with a window size is generated around
each frame. The selected viewpoint based on the trajectory distribution in a cut is
assigned to the center frame of the cut. Thus, for SegS based experiments, a sliding
window processing is applied along the video sequence both in the training and
testing steps, and the best viewpoint for each frame is selected. Unlike SegU, SegS
can be performed without deciding the cut boundary by external information such as
viewpoint switching timing in SegU. Therefore, SegS$ can be used in practice. The
window size is experimentally selected.

5.5 Experiment

In this chapter, the proposed method is validated using the collected ten participants’
viewpoint selection records described in Chapter 4. The editing record of each
participant reflected their personal viewpoint selection tendency, and can be used
for personal tendency modeling.

To evaluate the effectiveness of the proposed method, the concordance rates of
the following two methods were compared.

AveragePos uses the centroid of the ball positions during a cut as the feature and
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trains an RBF kernel based SVM [Muramatsu et al., 2014].

WeightOptm uses context-dependent weights optimized by a brute-force method
to combine the features including the distance between cameras and objects (ball
and players), composition in the view, angle change between switching viewpoints
in each frame [Wang et al., 2015].

The concordance rate between each participant’s viewing record R"(¢) and the
output viewpoints R*(¢; x;) of proposed methods at each frame of a video sequence
was calculated the same as in Section 4.5.1 as follows,

E(x) = {1 (LR = RGO, (5.5)

0 (otherwise).

_ 2 E(t %)

Rate (5.6)

where L is the length of a sequence.

A leave-one-sequence-out cross-validation was performed by using one sequence
of each participant’s viewing record as test data, and the rest as training data. The
concordance rate of each test sequence and the average rate over all the test data was
calculated.

5.6 Results and Analysis

The evaluation framework described above was used to evaluate the performance
of the proposed methods using three learning schemes, five kinds of focused ob-
ject combinations with two kinds of cut segmentation methods, to find the best
combination for personal viewpoint recommendation.

5.6.1 Parameters

The proposed methods achieved the highest average concordance rate using the
following parameters. The numbers of components in GMM for Games 1 and 2
were 4 and 1, respectively. The numbers of codewords in BoW-SVM using each
focused object for Games 1 and 2 were 33 and 39, and using the focused object
combinations were 12 and 13, respectively. With regard to Hist-SVM, 21(= 7 X 3)
bins were the best for both games.
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Table 5.1: Result of variance analysis (three-way ANOVA) for the concordance
rates of ten participants using all the proposed methods (three learning schemes,
five focused object combinations and two cut segmentations) for the two games.

| Df | Sum Sq | Mean Sq | F Value | Pr(>F) |
Game 1
Learning Scheme (LS) 2 0.019 0.009 0.598 0.551
Objects Combination (OC)| 4 0.257 0.064 4.148 0.003 *ok
Cut Segmentation (CS) 1 0.154 0.154 9.960 0.002 ok
LS * TC 8 0.039 0.005 0.312 0.961
LS * CS 2 0.024 0.012 0.762 0.468
TC *CS 4 0.045 0.011 0.720 0.579
LS * TC *CS 8 0.046 0.369 0.369 0.936
Residuals 270 4.180 0.016
Game 2
Learning Scheme (LS) 2 0.048 0.024 2.434 0.090 +
Objects Combination (OC)| 4 0.479 0.120 12.242 0.000 Hokk
Cut Segmentation (CS) 1 0.143 0.143 14.663 0.000 rokk
LS * TC 8 0.225 0.028 2.877 0.004 *x
LS * CS 2 0.007 0.004 0.352 0.703
TC *CS 4 0.063 0.016 1.608 0.173
LS * TC *CS 8 0.056 0.007 0.718 0.676
Residuals 270 2.641 0.010
Signif. codes: “*** 0.001, “**'0.01, “*'0.05, ‘+ 0.1

5.6.2 Comparison of Different Factors

Variance was analyzed (three-way ANOVA) including all the results of ten par-
ticipants using the proposed methods (three learning schemes, five focused object
combinations and two cut segmentations) to investigate the effects of different factors
and their interaction. Table 5.1 summarizes the ANOVA results.

Each main effect for focused object combinations and cut segmentations was
statistically significant (p < .01) in both games. Nonetheless, there was no signifi-
cant difference in the learning schemes in Game 1 and marginal difference (p < .1)
in Game 2. Moreover, any interaction of different factors was not significant in
Game 1, while the interaction of the learning schemes and focused object combina-
tions was statistically significant (p < .01) in Game 2. For Game 1, all factors were
independent since there was no significant interaction of different factors. Details
of each factor are discussed below.
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Table 5.2: Concordance rates of the three learning schemes using the five focused ob-
ject combinations with segmentation SegU of the two games. (SegU: segmentation
according to user’s viewpoint switching.)

[ Fusion | B \ P, \ P \ B +P, |  B+Pa \

Game 1

5| GMM [ 66.64%=+9.79% | 61.27%+10.02% | 52.58%=15.28% [ 55.29%+12.27% | 57.93%=12.95%

E| Hist-SVM || 59.90%=12.67% | 57.78%=12.54% | 47.88%=12.46% | 58.47%=11.40% | 57.63%=13.37%

= BoW-SVM || 61.62%=12.12% | 57.97%=11.12% | 53.70%=11.23% | 58.67%£11.01% | 59.94%=12.33%
Game 2

5| GMM [ 56.65%=11.02% | 48.51%+12.71% | 38.20%+10.83% | 42.70%+7.63% | 42.51%=+11.49%

B| Hist-SVM || 51.30%=10.76% | 37.78% +10.74% | 41.10%=+10.19% | 48.65%+12.58% | 52.93%+12.45%

= BoW-SVM || 49.57%+10.88% | 3531%=9.81% | 41.84%%5.60% | 49.65%=8.14% | 48.06%=9.50%

Comparison of Learning Schemes

Let’s first discuss the recommendation performance of the proposed method under
an ideal situation using the ideal segmentation, i.e, SegU. The average and the stan-
dard deviation of the concordance rates of ten participants using the three learning
schemes and the five focused object combinations with ideal segmentation for the
two games are shown in Table 5.2. From this table, the GMM-based method achieved
the best concordance rates of 66.64% and 56.65% for the two games, respectively.
Besides, considering the average concordance rate of all kinds of focused object
combinations in the two games, the GMM-based method also achieved the best
average concordance rate of 52.23%. Thus, with regard to the average concordance
rates, the results of the GMM-based method were higher than those based on Hist-
SVM and BoW-SVM, although there was no significant difference in the learning
schemes by ANOVA analysis.

Next, the recommended sequences generated by different learning schemes using
only the ball trajectory B were compared. The recommendation of the Hist-SVM
based method was unstable when the trajectory distribution existed around the border
lines of histogram division, while the BoW-SVM and the GMM-based methods
selected the same viewpoint stably as the user record. The BoW-SVM based method
made mistakes when the trajectory distribution existed at the center area especially
on the far side of the field where multiple cameras (i.e., cameras 3, 4, 7, and 14 in
Game 1) can cover the game. In contrast, the GMM-based method worked better
in this situation. This is considered as a result from the difference between the
construction methods of GMM. The BoW-SVM based method constructed GMM
over all the ball trajectories around the field, which can capture global distributions
whereas it is less sensitive to subtle difference at local areas. The GMM-based
method constructed GMM from the gathered trajectories of each viewpoint (i.e. the
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Figure 5.6: Average and standard deviation of the concordance rates of ten partici-
pants using only ball trajectory with SegU for the two games.

trajectories at local areas). The localized GMM acquired more discriminative ability
and achieved a better performance for the overlapped trajectory distributions from
multiple selected cuts.

Furthermore, the concordance rates of the comparative methods (i.e., Average-
Pos and WeightOptm mentioned in Section 5.5) were compared with the proposed
methods using only the ball trajectory B with ideal segmentation (SegU). The aver-
age and the standard deviation of the concordance rates of these methods are shown
in Figure 5.6. The pairwise comparisons using T-test with Bonferroni adjustment
method revealed that all the proposed methods achieved significantly higher concor-
dance rates than those of AveragePos (Game 1: mean = 40.99%, SD = 6.45% and
Game 2: mean = 24.21%, SD = 5.05%), with p < .05 for both games. This result
shows that the centroid of the ball position during a cut could not represent the scene
context sufficiently. The GMM-based method performed significantly better than
WeightOptm (Game 1: mean = 54.51%, SD = 6.24%), with p < .05 for Game 1.
Although there was no significant difference between the GMM-based method and
WeightOptm for Game 2, the former achieved a better average concordance rate.
Since the WeightOptm method employed the distance information between cameras
and focused objects besides scene context representation with focused objects in-
formation, using the trajectory distribution learned by the GMM-based method was
probably more effective for scene context representation without camera informa-
tion.

More detailed results are discussed using the GMM-based method below.
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Comparison of Focused Object Combinations

To compare the difference among focused object combinations, pairwise compar-
isons using T-test with Bonferroni adjustment [Hochberg, 1988] were applied to the
results of five combinations (B, Py, Py, B + Py, B + Py) using the three learning
schemes with the ideal segmentation of ten participants for the two games. For
Game 1, the comparisons showed that using only B (mean = 62.72%, SD = 12.15%)
was significantly better than P, (mean = 51.38%, SD = 13.57%) and B + P, (mean
= 57.47%, SD = 11.87%), with p < .05. P, was also significantly lower than P,
(mean =59.01%, SD =11.58%), B+ P,, and B+ P,;; (mean = 58.50%, SD = 13.15%),
with p < .05. For Game 2, only B (mean = 52.50%, SD = 11.49%) was significantly
better than the P,, (mean = 39.82%, SD = 12.92%) and Py, (mean = 40.35%, SD =
9.47%), with p < .05. However, there was no significant difference between using
only B and using B + Py for both games.

Regarding the interaction of the learning schemes and the focused object com-
binations from Table 5.2, the GMM-based method achieved better average concor-
dance rate than the Hist-SVM and the BoW-SVM based methods when using only
B, while there existed a contrary tendency among the learning schemes when using
B + P, and B + Py.

Furthermore, let’s see the concordance rates of each participant using the five
focused object combinations in Figure 5.7. We can see that most of the participants
acquired the best concordance on the recommendation using only B. For Participants
7 and 9 in Game 1, the recommendation using B + P,y achieved the best concordance
rate. In Game 2, Participants 6 and 7 achieved the best concordance rate using P,,.
Therefore, we can say that the ball was the main focused object of interest in the
soccer games, which attracted more attention than players for viewpoint selection.
However, some participants such as Participant 7 would pay more attention to players.

Therefore, for personal recommendation, the recommendation can achieve bet-
ter effectiveness if appropriate objects were focused to reflect a user’s viewpoint
selection tendency.

Comparison of Cut Segmentation

The average concordance rates of the proposed methods using the two kinds of cut
segmentation with only the ball trajectory B for the two games were compared. The
GMM-based method with ideal segmentation (SegU) achieved 66.64% and 56.65%,
while the one with equal segmentation (SegS) achieved 57.06% and 46.67% for the
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Figure 5.7: Concordance rate of each participant using the five focused object
combinations with the GMM-based method and SegU for the two games. B: the
ball; P,: the player who will receive the ball next; P,;: all players except goal
keepers; B + P,: the combination of B and P,. B + Py: the combination of B and
Py
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Figure 5.8: Sample of comparison on the generated recommended sequences using
the equal segmentation with sliding window (SegS) and the ideal segmentation
(SegU) for a user. Viewer Record represents the viewpoint selection record of the
user. (a) Viewpoint sequence generated using SegU and user’s record. (b) Viewpoint
sequence generated using SegS and user’s record.

two games, respectively. Thus, we can confirm that the ideal segmentation achieved
better concordance rates than using the equal segmentation since the same tendency
is also shown in the Hist-SVM and the BoW-SVM based methods.

Let’s compare the generated recommended sequences to investigate the differ-
ence between SegS$ and SegU. Figure 5.8 shows a sample of recommendations using
SegS and SegU. We can see that the recommendation using SegS switched more
frequently with shorter duration than SegU. Thus, we assume that smoothing the
generated sequences or applying dynamic adaptation of window size according to
the game context would lead to possible improvement on the performance.
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5.6.3 Need of Personal Recommendation

The effectiveness of learning from each user’s own record with learning from other
users were compared to verify the need of personal recommendation. The results
of learning the two kinds of record data using only the ball trajectory for each
participant in the two games are shown in Figures 5.9 (a) and (b). In the figures,
Training_otherviewers_ave represents the average performance using other partic-
ipants’ records by leave-one-participant-out cross validation. Training_viewerself
represents the result of leave-one-sequence-out cross-validation using each partic-
ipant’s own record. The performance of learning from each participant was better
than learning by other participants. This results show that each participant had a dif-
ferent viewing tendency against other participants and the proposed recommendation
reflected their personal viewpoint selection tendency.

5.7 Summary

In this chapter, a viewpoint recommendation method focused on spatio-temporal
context representation was proposed. Personal recommendation was generated by
learning the relationship between the personal viewpoint selection tendency and the
spatio-temporal scene context in the form of the trajectory distribution of focused
objects. The experimental results showed that the GMM-based method outperforms
other methods. For each method, the ball is the important focused object for
viewpoint recommendation. Using only the ball trajectory or using combinations of
the ball and the players’ trajectories lead to better recommendation than only using
the players’ trajectories.
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Figure 5.9: Comparing with results of learning using the other users’ records for each
user. Training_viewerself represents the result of learning from each participant’s
own record. Training_otherviewers_ave represents the average performance of
learning from other participants’ records.
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Chapter 6

User Modelling for Group-based
Viewpoint Recommendation

6.1 Introduction

As introduced in Chapter 1, in this thesis, the viewpoint recommendation problem
is converted to a learning problem by using the viewpoint selection records of users
as learning labels to generate user-dependent viewpoint recommendation (Figure
1.2). In this framework, there is a problem called the cold-start problem which is
the lack of sufficient user records for model construction. Thus, this chapter focuses
on overcoming the cold-start problem by acquiring a user model for group-based
recommendation through relation with user attributes.

Some works select appropriate viewpoints by assessing the quality of the view-
ing experience in terms of video context (Figure 6.1.(a)) [Cai and Aggarwal,
1999, Daniyal et al., 2010]. These works mainly targeted generic recommendations
related to the viewing content based on common sense or professional rules, instead
of user diversity. Some existing works on personal viewpoint recommendation (Fig-
ure 6.1.(b)) learned or optimized the weight parameters for feature combinations
from the user’s viewpoint selection records [Muramatsu et al., 2014, Wang et al.,
2015]. However, these works have difficulty in practice or limited performance ow-
ing to the difficulty in acquiring sufficient personal records for model construction.

Compared to these works, this chapter introduces user attribute information
into viewpoint recommendation. The quality of experience of an application or a
service based on the utility and/or enjoyment, which in turn depend on the user’s
personality and current state [Le Callet et al., 2012]. Thus, there is an assumption

71



CHAPTER 6. USER MODELLING FOR GROUP-BASED VIEWPOINT
RECOMMENDATION

User's Personal
Generic Viewpoint Selection —— Personal

Recommendation Records Lea[niggl Recommendation
abel

Video Viewpoint
Content/Context Recommending
Features

Video Viewpoint
(a) Content/Context |Recommending
Features

Model constructing scheme
Existing Users’
Viewpoint User
i Selection Records Clustering

Groups
of Similar Users

! ' . Group's L T e eed

Learnlng : Common : 1 Re?grrge:adssgon '

Label c ' Records i Learning
c)! Existing Users Model roup Label

i ; Estimation

' Attributes Construction Model Video Viewpoint

: 3 Content/Context Recommending u‘,‘&& .&

............................................................................................ { Features Model

Est|mat|ng scheme

New User’s The Group with :

Attributes Similar Users

Group
Estimation

Figure 6.1: (a) Traditional video context based generic viewpoint recommendation
approach. (b) Traditional user-record based personal viewpoint recommendation ap-
proach. (c) Proposed group-based viewpoint recommendation approach considering
user attributes.

that the user’s attributes, including personality, interest, and experience level of the
viewing content, is related to the user’s viewpoint selection tendency and influences
the quality of the viewing experience of the recommendation.

To deal with the limitations of existing approaches, the proposed method con-
siders constructing a recommendation model by learning from existing records of
users with similar viewpoint selection tendencies and similar attributes. If existing
users can be clustered into groups based on their viewpoint selection tendencies
and a group can be estimated for a new user based on the user’s attributes, it will
be possible to generate a recommendation based on the existing group members’
viewing records, instead of using personal records. In this chapter, this kind of
recommendation is defined as a group-based recommendation, which is shown in
Figure 6.1(c).

A group-based recommendation is proposed utilizing user attributes, enhanc-
ing the practicability even in the absence of sufficient personal records for training
conventional recommendation models. For this group-based recommendation, the
similarity of the users’ viewpoint selection records is analyzed and the users are
clustered into meaningful groups. This is not only useful for group-based recom-
mendations, but also for user analysis in multi-view video viewing. Next, a group
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estimation model is constructed to classify an attribute vector of a user into one of
the generated groups. Whether there are some discernible groups in users’ attributes
and viewpoint selection tendencies is also investigated.

The remainder of this chapter is organized as follows. Section 6.2 reviews related
works. The proposed method is introduced in Section 6.3. Section 6.4 introduces
the dataset used in this chapter. Experimental results are discussed in Section 6.5.
Section 6.6 summarizes this chapter.

6.2 Related Work

Existing works that generate generic recommendations related to the viewing content
[Cutler et al., 2002, Zhang et al., 2008, Ranjan et al., 2010], neglected user diversity
and personality. There are only a few existing works on personal viewpoint recom-
mendation [Muramatsu et al., 2014, Wang et al., 2015]. They learned the object’s
features, or optimized the weight parameters for feature combinations according to
each user’s viewpoint selection records. However it might be difficult to employ
them in practice or they may have limited performance when the personal viewing
records are not sufficient for training the model. Therefore, in this chapter, the pro-
posed method extends the trajectory-based viewpoint recommendation model to a
group-based recommendation model, instead of learning personal viewing records.

Existing viewpoint selection works have not investigated the relationship between
a user’s viewpoint selection tendency and his/her attribute information, such as
personality, interest, and experience in the content. Because the experience quality
of an application or a service is related to a user’s personality [Le Callet et al.,
2012], this work investigates whether the user personality can be used for viewpoint
recommendation. The so called “Big Five personality traits” are commonly used
to represent a user’s personality. These five traits are Extraversion, Agreeableness,
Conscientiousness, Emotional Stability and Openness to Experience [Hilgard et al.,
1975, Barrick and Mount, 1991]. Regarding personality, Wang et al. found that
Extraversion has an influence on the perceived enjoyment of a user’s blogging
activity, including video materials [Wang et al., 2012]. Zhu et al. proposed a model
to predict a quality of experience assessment, combining video content assessment
with individual user characteristics, such as interest and personality [Zhu et al.,
2016].

There is an assumption that user attributes, such as personality and interest, have
a relationship with viewpoint selection tendencies and can be used for viewpoint
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recommendation.

6.3 Group-based Viewpoint Recommendation by User
Attributes

In this chapter, a novel viewpoint recommendation framework is proposed as illus-
trated in Figure 6.1(c).

A viewpoint recommendation model is constructed using video context features
in a traditional approach, as illustrated in Figure 6.1(b). Considering the difficulty of
acquiring a user’s viewpoint selection records, the proposed method attempts to use
the common records of a group consisting of existing users with similar viewpoint
selection tendencies.

To achieve this group-based viewpoint recommendation, the proposed scheme
consists of two parts: clustering existing users into groups based on similarity in
viewpoint selection tendencies (Section 6.3.1), and constructing the group estimation
model using user attributes as features (Section 6.3.2). Thus, for a new user, it
becomes possible to estimate which group the user should belong to considering their
attributes. Accordingly, a recommendation model can be constructed by learning
the common records of users in the group, which is introduced in Section 6.3.3.

6.3.1 User Grouping based on Viewpoint Selection Tendency

In this section, the proposed method first investigates whether there exists a dif-
ference in viewpoint selection tendencies among different users, and calculates the
similarities between them. Then the users are clustered into different groups based
on the similarities.

Analysis of Viewpoint Selection Tendency

Users’ viewpoint selection tendencies can be represented by their viewpoint selection
records. A sample of the viewpoint selection records of different users acquired
from a video-editing experiment with multi-view soccer game videos is shown in
Figure 6.2. It can be observed that both similarities and differences exist among the
viewpoint selection records of different users.

To quantify the similarity or difference in the viewpoint selection tendencies
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Figure 6.2: Viewpoint selection records of different users in a video sequence.

between users, the sameness of the camera positions at each frame ¢ is calculated as
a similarity score between the viewpoint sequences of each pair of users (u, and up)

as follows:
_ 1 (if ug(2) = up(1)),
B@ = {O (otherwise). ©.1
N Ly E
Stuguy) = 2ozt 2z EO (6.2)

N

where L, is the length of the n-th video sequence and N is the number of video
sequences. The confusion matrix of the similarity score between each pair of users
is shown in Figure 6.3. Based on this figure, we can see that some users are highly
similar with each other (e.g., users no. 6, 12, 15, and 16) while some users are
distinctly different from other users (e.g., users no. 1, 7, and 13). Thus, it is possible
to cluster users into different groups according to the similarity score.
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Figure 6.3: The confusion matrix of the similarity score between the viewpoint
selection records of each pair of users.

User Clustering

User clustering is conducted according to the similarity scores of users’ viewpoint
selection records. For user u;, the similarity scores calculated from a compar-
ison with each user (including him/herself) are used as a feature vector R,, =
{S(uj,uy), ..., S(uj,ur)} of the user, where [ is the number of users. An agglom-
erative hierarchical clustering is applied to the feature vector using the Euclidean
distance as the measure of distance between the feature vectors with Ward’s method
as the linkage criterion.

6.3.2 User Group Estimation based on User Attributes

This section introduces the group estimation method based on user attributes. This
makes it possible to provide a group-based recommendation for even a new user
without personal viewpoint selection records. Each cluster is used as a target for the
group estimation.

The user attribute characteristics are used in the form of a feature vector for
group estimation. They are based on the Big Five personality traits and consist
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of one score per trait. The proposed method also includes users’ interests in the
target sport (soccer in this thesis), which is assessed on a seven-point scale via a
questionnaire described in Section 6.4.1. Furthermore, there is an assumption that
the experience level and the viewing frequency of the target sport also have an
influence on the viewpoint selection. Thus, these are added into the feature vector.
The values of these characteristics are normalized into a distribution of average 0
and variance 1 for each characteristic to generate the feature vector. Supervised
learning by a Support Vector Machine (SVM) with a Radial Basis Function (RBF)
kernel is conducted for the group estimation.

6.3.3 Group-based Viewpoint Recommendation

The proposed method extends the viewpoint recommendation method based on
object trajectory introduced in Chapter 5 by learning the common records of the
group users for a group-based viewpoint recommendation.

The proposed method uses a machine learning method to learn the relationship
between the trajectory distribution of the focused object and viewpoint selection
tendencies of group members to achieve a group-based viewpoint recommendation.
A Gaussian Mixture Model (GMM) was used to represent the ball-trajectory dis-
tributions of the different viewpoints by processing several frames segmented from
the video sequence for each cut. In the following discussion, a sub-trajectory of the
ball in cut C; is represented by T, = {x/|t = 1,2,..., F;}, where i is the cut index
and x; € R? is a point on the field coordinate system at frame 7, and F; is the length
(number of frames) of cut C;.

Here, the most selected viewpoint at each frame along the video duration are first
extracted as the common records from users in the same group. For each viewpoint,
the ball trajectories of cuts while the viewpoint v is selected are gathered according
to the common records, and represented as 7,,. The proposed method expresses
T, using GMM, which is a linear combination of several Gaussian components as
follows:

K
po(x) = > TN (i, o), (6.3)
k=1

where X; is a sample from 7}, in the training dataset. K is the number of the Gaussian
components, 7y is the weight of the k-th Gaussian component with Zle e =1,
N(X;|ug, Zx) is the Gaussian component density with parameters u; (mean) and
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Y (covariance). The parameters (7, and X) are estimated by applying the EM
algorithm. The number of components is based on experimental results. Thus, the
model of each viewpoint can be generated from the common records.

For each video sequence in the test data, it is first divided into cuts and ball
trajectory T¢, of cut C; are extracted. The grand total of the log-likelihood for
the points on the trajectory T¢, is calculated under the generated GMM of each
viewpoint. Viewpoint R is recommended for the group with the largest likelihood
for each cut trajectory as follows,

R(T¢,) = arg max Z log p, (X;). (6.4)

1<v<V x.€lc;
In this way, the proposed method can overcome the cold-start problem by pro-

viding viewpoint recommendation based on existing users’ records with similar

viewpoint selection tendencies to the user even without sufficient personal record.

6.4 Experiment

In this chapter, additional users’ selection records are collected by conducting the
same multi-view video editing experiment using multi-view video dataset of Game 1
and the same steps described in Chapter 3. The user attribute information was
acquired through a questionnaire prior to the video editing experiment. Besides
using a questionnaire, user attributes such as the sex, age, and personality could also
be estimated through their behavior in both real world and social networks [Yi et al.,
2015, Guntuku et al., 2015].

6.4.1 Participants

Experimental participants were first asked to state their profile information via a pro-
file questionnaire. The information acquired from the 19 participants is summarized
in Table 6.1. The participants included 13 males and 6 females of ages between 20
and 49. In the questionnaire, the interest level in soccer was assessed on a “Likert
scale ranging” from “disagree strongly” to “agree strongly” in response to the state-
ment “I am interested in soccer.” All participants had a certain interest in soccer
(= 4: Neither agree nor disagree) and over 37% indicated that they strongly agreed
to the statement. For the viewing frequency of the soccer game, 53% of the partici-
pants were occasional users, at least a few times a year, and 37% of the participants
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male female
Gender
13 (68%) 6 (32%)
20~24 25~29 30~39 40~49
Age T T
1(5%) 6 (32%) 9 (47%) 3(16%)
Experience of never amateur expert
video photography 10 (53%) 9 (47%) 0
never amateur expert
Experience of video editing 1 T
11 (58%) 8 (42%) 0
. few times a once a week or
almost none | few times a year h
Game viewing frequency I mont I more
2 (10%) 10 (53%) 3 (16%) 4 (21%)
never almost none novice casual intermediate | professional coach
Experience of playing soccer 1 i T t T T
0 2 (11%) 1 (5%) 10 (53%) 5 (26%) 0 1(5%)
1 2 3 4 5 6 7
Interest level in soccer [ | | [ | |
0 0 0 1(5%) 6 (32%) 5 (26%) 7 (37%)

Table 6.1: User attribute information acquired from the questionnaire.

viewed a few times a month or even more than once a week. Moreover, the largest
participant group had a casual level of soccer playing experience (53%), followed by
the participant group with intermediate experience (26%). Furthermore, nearly half
of the participants had amateur video photography experience with a video camera,
or video editing experience using an editing software.

6.4.2 Collection of Users’ Personality

Following the profile questionnaire, participants were then asked to complete a ten-
item personality measure (TIPI) questionnaire (also known as BFI-10), to establish
their own personality, according to the Big Five personality traits. In the TIPI
questionnaire, each item is assessed on a seven-point scale, and each trait is measured
by a pair of opposite items [Gosling et al., 2003]. For example, the Openness to
Experience trait was quantified by adding up the self-assessment of the user on
the positive item “open to new experience, complex” and the inverse of the self-
assessment on the negative item “conventional, uncreative.” The average score for
the five traits was 4.80 (StD = 0.99) out of 7.0, and had a range from 2.5 to 7.0.

6.4.3 Evaluation Framework

The evaluation was conducted in the following three kinds of recommendation frame-
works, respectively: personal recommendation, group-based recommendation, and
recommendation from another user.
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For the personal recommendation to each user, a leave-one-sequence-out cross-
validation was conducted by using one sequence of each user’s viewing records as
test data until all the sequences were used as test data. For the recommendation
from another user or group-based recommendation to each user, the same leave-
one-sequence-out cross-validation was also conducted using one sequence of each
user’s viewing records as test data while using the sequences of other user’s records
or each group’s common records as training data.

The recommended viewpoints are then compared with the corresponding records
to calculate the average concordance rate of all the test data at each frame.

6.5 Results and Analysis

6.5.1 User Grouping

The dendrogram of the user clustering result obtained by the proposed method based
on the similarity in users’ viewpoint selection records, is shown in Figure 6.4(b).
The following discussion analyzes the result of the four group clustering indicated
by a red dotted line in the dendrogram.

To easily visualize the relationship between the clustered groups and the simi-
larity score, a confusion matrix of the similarity score between viewpoint selection
records of each pair of users grouped with squares is shown in Figure 6.4(a). We
can see that the users were clearly grouped according to the similarity.

To evaluate the user clustering result, a confusion matrix of the concordance
rates of the personal recommendation is first compared with recommendation from
another user, as shown in Figure 6.4(c), with the clustering dendrogram of the rec-
ommendation concordance rates in Figure 6.4(d) to investigate the meaning of the
different groups. As Figures 6.4(a) and (c) show, the effectiveness of recommen-
dation has a trend similar to the user similarity in regard to the viewpoint selection
tendencies. Moreover, the two cluster types are almost the same, only having a
difference with user no. 9. Namely, the users in Group 1, with a high similarity in
viewing records (users no. 6, 12, 15, and 16), also achieved high recommendation
concordance rates when the records of other group members were used as training
data. The users in Group 4 with low similarity in viewing records (users no. 1,
7, and 13), could not acquire high recommendation concordance rates when using
other users’ records, whether within or without the group.

The effectiveness of the proposed group-based recommendation is then evaluated
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Figure 6.4: (a) Confusion matrix of the similarity score between viewpoint selecting
records of each pair of users. (b) User clustering result based on similarity score
of users. (c) Recommendation concordance rate of each test user when using each
user’s records as training data. (d) User clustering result based on recommendation
concordance rate of each test user.
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Figure 6.5: Concordance rates of each user as a test user by the group-based
recommendation from each group and the personal recommendation.

and compared with the personal recommendation. The recommendation model
of each group was constructed using the extracted common user records within
the generated group. The concordance rates of the group-based recommendation,
using the constructed models of the four groups for each user, while using their
own data as test data, are shown in Figure 6.5. It also shows the concordance
rates of the personal recommendation. The average concordance rates of each
user group are summarized in Figure 6.6. From the graph, we can see that, for
most users, the group-based recommendation from their own group yields better
recommendation effectiveness than the one from other groups. This trend can be
seen in the average rates of Groups 1, 2, and 3, compared with the concordance
rates of the personal recommendation for each group in Figure 6.6, we can see that
although the performance of the group-based recommendation for Groups 1, 3, and
4 is lower than the personal recommendation, the difference is not very distinct.
However, that for the group-based recommendation for Group 2 is higher than the
personal recommendation.

It can be inferred from these trends that different user groups have different
viewing patterns and viewpoint recommendation needs. For some users, especially
within the high similarity group, there exists a stable pattern in viewpoint selection
tendencies. A better viewing experience can be acquired by not only personal
recommendation, but also group-based recommendation, which is effective when
the personal recommendation is difficult to realize. For those users in Group 2,
the group-based recommendation from similar users was more effective than the
personal recommendation. This shows that their viewing patterns were possibly not
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Figure 6.6: Average concordance rates of users in each group using different rec-
ommendation models.

stable enough and too difficult to be modeled by small-scale personal data. The
group-based recommendation is more practical for these types of users. However,
for the users with low similarity to most other users, such as those in Group 4,
their viewpoint selection tendencies may not have a pattern consistent enough to
construct any user-dependent recommendation model. For these types of users, a
generic recommendation based on general rules may yield better performance.

6.5.2 User Attribute Analysis

The user attributes included in each group are analyzed to investigate the relationship
between the users’ attributes and viewpoint selection tendencies.

To easily analyze the user attributes, the TIPI scores on the Big Five personality
traits and other attribute scores are z-normalized to have zero mean and unit variance.
Then, the normalized scores of each user group are gathered and the average and
the standard deviation for each distribution in each group are calculated as shown in
Figure 6.7.

Regarding the Big Five personality traits, from the graph, we can see that the
average TIPI scores of all traits in Group 1 had a trend higher than the average
of all users (value > 0), while the average TIPI scores of most traits in Groups 3
and 4 had a trend lower than the average of all users (value < 0). In particular,
there was significant difference between Groups 1 and 2 on Emotional Stability trait
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Figure 6.7: Z-normalized average and standard deviation on personality TIPI scores
and other attribute scores of users in different user groups are shown in diftferent color.
The confusion matrix of the similarity score between viewpoint selecting records
of each pair of users grouped with squares is shown on the right for reference. The
colors of squares in the confusion matrix correspond to the colors of user attributes
scores on the left.

by pairwise comparisons using T-test with Bonferroni adjustment. Thus, it can be
inferred that users with stable emotion had a high degree of similarity in viewpoint
selection records with a high recommendation effectiveness. However, the viewing
patterns of users with low Emotional Stability were not similar to those of other
users and were difficult to model because of the possible instability of their selection
tendencies.

For the other user attributes, the distribution of experience and interest and
viewing frequency of the target sport can also be seen in Figure 6.7. Certain
characteristics can be found: regarding Group 1 with a high similarity in viewing
records, all users in the group had a higher-level soccer experience and interest with
higher viewing frequency (specifically 75% had an above-casual level of soccer
experience, as shown in Table 6.1) than the other groups. Moreover, they were all
male with experience in video photography and editing. For Group 2, 66% had
a low soccer game viewing frequency (less than a few times a month). All users
in Group 3 had a low soccer game viewing frequency and a low level of soccer
experience, with no experience in video photography and editing. In Group 4, all
users were female with a casual soccer experience level. In particular, the level of
soccer experience of users in Group 1 was significantly higher than these in Group 3.

Thus, it can be summarized that the users with high emotional stability in

84



6.6. SUMMARY

personality, having high-level experience in the target sport, and with experiences in
video photography and editing, have a high possibility of having consistent viewing
patterns and receive better user-dependent viewpoint recommendations, whereas
users with unstable emotion and less experience in the target sport, had the opposite
trend in viewpoint selection.

6.5.3 User Group Estimation

This section evaluates the performance of group estimation, which includes user
attributes in the feature vector and applies supervised classification by an SVM with
an RBF kernel with a one-vs-rest method. A leave-one-user-out cross-validation
was conducted for evaluation by using one user’s attributes as test data and the other
users’ attributes as training data until all users were used as test data. Auto-balanced
class weights are used to deal with the balance problem of different group sizes.

The average accuracy on group classification for all test data achieved 52.6%.
For Group 2 with the most users, the estimation accuracy was 77.8%, while only
33.3% for Group 3 and can not estimate for Group 4 with less users. The insufficient
user data scale is a possible reason for the unideal average accuracy.

6.6 Summary

In this chapter, a group-based recommendation method was proposed which con-
siders users’ viewpoint selection tendencies and attributes, including personality,
interest, and experience level of the target sport. Users were clustered into groups
based on similarities between their viewing records and a group estimation model
was constructed using user attributes. The group-based recommendation from user’s
member group yielded better recommendation effectiveness than the one from other
groups, and yielded similar effectiveness to personal recommendation. The users
with high emotional stability in personality and high-level experience in the target
sport, have a high possibility of having consistent viewing patterns and receive better
user-dependent viewpoint recommendations. However, the proposed recommenda-
tion method has limited performance for some users with unique or unstable viewing
patterns compared to other users.
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Chapter 7

Conclusion

7.1 Summary

In this thesis, a context-aware user-dependent viewpoint recommendation framework
was proposed to provide automatic viewpoint recommendation adapted to diverse
video contexts and user contexts. In general, a user would select the best viewpoint
to enjoy the event according to various video context and user context reflected by
his/her viewpoint selection tendency related to personal experience and interests. To
generate a viewpoint recommendation adaptive to diverse video and user contexts
with high similarity to the user’s viewpoint selection tendency, various factors
were considered in the recommendation framework: context-dependent learning
scheme, spatio-temporal feature representation, and user modeling for group-based
recommendation.

First, an adaptive method to increase the correspondence between a user’s
viewpoint selection tendency and the viewing context was proposed by a context-
dependent learning scheme. Viewpoint evaluation and transition processes were
used to compute the contextual information of a scene and production using dif-
ferent weight parameters. This method selects context-dependent optimal sets of
viewpoints by optimizing the parameters to represent different scene contexts and
production contexts for both common and personal recommendation. The gen-
erated context-dependent recommendation outperformed the context-independent
recommendations compared with actual selections made by users, which shows the
effectiveness of this method. Moreover, the method can analyze or interactively alter
user-specific viewpoint selection tendencies in different scene contexts. However,
the performance could be limited if the video context is too complex to be repre-
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sented mainly by individual spatial information, such as the strategy of different
teams.

Next, a method to improve the effectiveness of context representation by spatio-
temporal feature representation was proposed. This method learns the relationship
between the user’s personal viewpoint selection tendency and the spatio-temporal
scene context represented by object trajectories. Three methods including GMM-
based, SVM-Hist, and SVM-BoW were compared and the GMM-based method
achieved the best performance. It assesses the degree of similarity between the
recommendation and user selection records. However, since trajectory distribution
could not handle, for example, direction information of an object’s action, it will be
difficult to be applied to applications which require detailed object action recognition
and representation. Time-series models can represent some contextual information
that trajectory distribution could not cover, such as direction information of object
action. Applying such time-series model for scene context could improve the pre-
sented results. Besides, since this method is highly dependent to user’s viewpoint
selection record, the recommendation will be limited if the user’s record is absent
or not sufficient.

A method to overcome the cold-start problem of user-dependent recommen-
dation is also proposed by generating and applying a user model for group-based
recommendation. This method focused on the difficulty in acquiring sufficient
personal viewing records in practice and the importance of the user’s attribute in-
formation, such as the user’s personality, interest, and experience level in the target
sport. A group-based recommendation framework was proposed, which consists of
a user grouping approach based on the similarity in viewpoint selection records of
existing users, and a group estimation method based on the classification by user
attributes. The group-based recommendation from user’s member group yielded
better recommendation effectiveness than the one from other groups, and yielded
similar effectiveness to personal recommendation, so it can be used when personal
recommendation is not avaliable. The proposed recommendation method worked
better for users with high emotional stability and high-level experience in the target
sport, who have a high possibility of having a stable viewing pattern. In the future,
the number of groups should be improved by automatic, and more detailed analysis
on the user’s viewpoint selection tendency.

Other than the soccer game, the method can be easily applied to other field
ball games such as baseball, basketball, hockey, etc. It is also probably to apply the
proposed method to other events with region-dependent contexts containing primary
objects of preference, such as large musical shows, group dance, etc.
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7.2 Future Directions

Here, two future applications on the multi-view video field are introduced.

7.2.1 Multi-modal Feedback Analysis and On-line Updating

First, a method to use multi-modal feedback information to evaluate and improve
the practical realization of a multi-view viewpoint recommendation system is con-
sidered.

For the cold-start problem, it was shown that the group-based method could
provide a good initial recommendation. On-line updating should further improve
the quality of the initial recommendation for a more personalized recommendation.
For this, two problems are needed to be solved. One is how to detect the difference
between the user’s viewpoint selection tendency and the initial recommendation.
Another is how to realize on-line updating according to the difference. For the
detection, besides the direct viewpoint switching operation from a user (i.e., user
click-through), multi-modal feedback information acquired from users may be more
sensitive and convenient, such as the biological signal sensing, gaze movement,
facial expression, etc. Thus, appropriate feedback information that can sensitively
reflect the variation of a user’s viewpoint selection tendency should be investi-
gated. Furthermore, the switching operation should be more convenient by pro-
viding switching candidates in the appropriate timing by modeling the relationship
between a user’s multi-modal feedback information and his/her viewpoint selection
tendency. Accordingly, on-line updating techniques could be developed using the
switched records and multi-modal feedback based on the proposed recommendation
model.

7.2.2 User-dependent Free-viewpoint Video Navigation

Next, let’s consider the future application on free-viewpoint videos. Free-viewpoint
videos allow users to interactively control the viewpoint and generate new views of
a dynamic scene from any 3D position. It can enhance user viewing experience and
interaction with others in the common space, such as make the TV viewing into a
group activity. Currently, many works are focusing on generating a high quality free-
viewpoint video or virtual reality application [Debevec et al., 1998, Ohm and Miiller,
1999, Lawrence Zitnick et al., 2004, Kameda et al., 2004, Kim et al., 2006, Kil-
ner et al., 2006, Horiuchi et al., 2012, Matsuyama et al., 2012]. There is a large
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potential to provide better experience at the viewpoint of viewers. User-dependent
viewpoint navigation is also important and necessary for free-viewpoint videos due
to numerous options for viewing. Compared to multi-view videos, free-viewpoint
navigation should pay more attention to a user’s experience while viewing, such as
the representation performance for immersion experience, visually induced motion
sickness during viewpoint changing, more interactive navigation interface through
audio-visual approaches, and interaction support among different users in the com-
mon space. Thus, the viewpoint navigation not only needs to analyze and represent
the viewing content with a user’s interest the same as in multi-view navigation, but
also detect his/her attention and status in real time by means of, for example, eye gaze
change, emotion change, etc. Moreover, regarding the development of the social
network and potential interaction application of free-viewpoint videos, user profile
and behavior on social network may become an effective source of information for
better user-dependent navigation and other applications.
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