
IEEE COMMUNICATIONS LETTERS, VOL. XX, 20XX 1

Interference-Aided Detection of Subthreshold Signal
Using Beam Control in Polarization Diversity

Reception
Shintaro Hiraoka, Student Member, IEEE, Yasuo Nakashima, Student Member, IEEE, Takaya Yamazato, Senior

Member, IEEE, Shintaro Arai, Member, IEEE, Yukihiro Tadokoro, Member, IEEE, Hiroya Tanaka, Senior
Member, IEEE,

Abstract—The present article discusses a detectability en-
hancement induced by co-channel interference signals in the
polarization diversity reception. The challenge is the detection
of weak (subthreshold) signals, the level of which is less than
the detection limit of radio receivers. To understand the theory
underlying the mechanism in the presented diversity scheme, we
introduce an analytic model of a dual polarized antenna array
in the fading channel. In addition, the channel capacity in a
binary data transmission is derived. As a result, we reveal that
the interference-aided diversity reception enables us to detect
signals even below the detection limit of the receiver. Moreover,
appropriate source code is needed to achieve the channel capacity
because the transmission channel is asymmetric in the present
reception scheme.

Index Terms—Polarization diversity, subthreshold, weak signal
detection, channel capacity, stochastic resonance.

I. Introduction

IN wireless communications, signals are degraded during
propagation due to fading and co-channel interference [1],

[2]. Diversity reception compensates for such degradation,
and several kinds of reception have been analytically and
experimentally demonstrated for time, frequency, and space
diversities [3]. In space diversity, a signal sent over different
uncorrelated paths is received using multiple antennas. Space
diversity reception has been investigated in mobile communi-
cations, such as a body area network [4] and relay networks
[5], [6]. Such diversity reception leads to a great enhancement
in terms of the communication performance, e.g., signal-to-
noise ratio, channel capacity, and throughput.

Stochastic resonance (SR) enhances the detectability of
weak (subthreshold) signals by transduction via a nonlinear
element [7]. The concept of SR has potential applications in
computing [8] and imaging [9]. In particular, much effort has
been devoted to the investigation of weak signal detection in
communication systems [10]–[12]. For example, in [10], SR
was discussed in cognitive radios, and signals were success-
fully detected with a SR-based sequential sensing scheme. In
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[11], a stochastic resonator has been proposed. The bit-error
ratio was improved in the binary data transmission of the
pulse amplitude modulated signal by tuning the parameters
of the bistable system. In [12], the band-limiting filter has
been demonstrated. The bit-error was reduced by a root-raised-
cosine filter in the receiver with SR. However, to the best of
our knowledge, diversity reception based on SR has not been
investigated.

In this letter, we extend the concept of SR to diversity
reception to detect subthreshold signals below the detection
limit of the receiver. A significant improvement in the signal
detectability is demonstrated by introducing interference-aided
detection in the polarization diversity. To evaluate the function-
ality of the interference-aided detection, a simple propagation
scenario described by a fading model is considered. The
channel capacity in a binary data transmission is then derived.
Throughout the analysis, we reveal that an appropriate source
coding should be applied to achieve the channel capacity be-
cause the transmission channel is asymmetric in the proposed
diversity reception.

It should be noted that the proposed scheme is completely
different from the conventional space diversity approach. The
conventional space diversity controls the combining weights to
increase the diversity gain; i.e., it suppresses the co-channel
interference signals, which inherently degrades the reception
of the desired signal. In contrast, the proposed approach
uses the interference signals to improve the communication
performance. In addition, the interference signals allow the
detection of signals below the detection limit of the radio
receiver.

II. Performance analysis

A. System configuration

We study the detectability enhancement induced by co-
channel interference signals in the polarization diversity recep-
tion as shown in Fig. 1(a). A binary channel input for the on-
off-keying modulation is considered. The system consists of
horizontally and vertically polarized antenna arrays, combin-
ers, weight multipliers, and a two-level quantizer. The signals
received by the antennas are weighted and then combined.
The signal r = rh + rv is the output at the frontend of
the antenna array, where rh and rv are the received signals
at the horizontally and vertically polarized antenna arrays,
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Fig. 1: (a) Schematic depiction of the interference-aided signal
detection in the polarization diversity. (b) Binary asymmetric
channel. Channel transition probabilities are expressed as
P(U = 1|T = 0) = p1 and P(U = 0|T = 1) = p2.

respectively. The two-level quantizer has a given threshold ξ,
which is assumed to be the detection limit of the receiver.
More specifically, the subthreshold signals |r| < ξ cannot be
identified by the receiver. Considering the binary signal input
to the quantizer, the output symbol U at the system frontend
is expressed as

U =
{

0, for |r| < ξ
1, for |r| ≥ ξ . (1)

Significantly, the subthreshold signal is detectable via the
nonlinear signal processing, i.e., the two-level quantization of
the signal r, due to SR [7]–[12].

B. Analytic model

The output of the arrays is

r = rh + rv

=
[

gT
sh gT

uh

] [ sh
uh

]
+
[

gT
sv gT

uv

] [ sv
uv

]
, (2)

where sh = [sh,1, · · · , sh,Nsh ]T and uh = [uh,1, · · · , uh,Nuh ]T

(sv = [sv,1, · · · , sv,Nsv ]T and uv = [uv,1, · · · , uv,Nuv ]T ) are
the vectors of the desired and interference signals of the
horizontal (vertical) component, respectively. Such signals are
weighted with the angular sensitivity of the arrays gsh =

[gsh,1, · · · , gsh,Nsh ]T and guh = [guh,1, · · · , guh,Nuh ]T (gsv =

[gsv,1, · · · , gsv,Nsv ]T and guv = [guv,1, · · · , guv,Nuv ]T ), which are
determined by the weight vectors wh = [wh,1, · · · ,wh,Nah ]T

(wv = [wv,1, · · · ,wv,Nav ]T ). The parameters Nsh and Nsv, Nuh

and Nuv, and Nah and Nav are the numbers of desired signals,
the numbers of interference signals, and the numbers of
antennas in the arrays, respectively. Here, the subscripts “h”
and “v” refer to the horizontal and vertical polarizations,
respectively, and yT denotes the transpose of the vector y.

To identify the underlying mechanism for the interference-
aided detection, it is assumed that sh = [s0(< ξ)] and sv = 0,
i.e., the single desired signal is received at the horizontally
polarized antennas and not at the vertical antennas. Moreover,
a multipath fading channel model is used for the interference
signal propagation; i.e., the interference signals arrive at the
receiver with equal magnitudes and random phases. The sig-
nals rh and rv are then expressed as

rh = s0 +

Nuh∑
nh=1

ah,nh e jϕh,nh , (3a)

rv = g
Nuv∑

nv=1

av,nv e jϕv,nv , (3b)

where ah,nh and av,nv are the magnitudes, and ϕh,nh and ϕv,nv are
the phases of the interference signals. In (3b), it is assumed
that all of the signals are combined with equal gains at each
polarized antenna array, i.e., gsh,1 = guh,1 = · · · = guh,Nuh = gh
and guv,1 = · · · = guv,Nuv = gv, g = gv/gh with gh = 1. Note
that the angular sensitivity is designed via signal processing,
such as beamforming, in practical implementations. However,
in the present study, the angular sensitivity should be tuned in
the range of 0 ≤ g ≤ 1 to obtain the best performance in the
proposed system.

Specifically, (3a) includes a line-of-sight path (first term
of the right-hand side) and the other paths (second term of
the right-hand side). This is modeled as the Rician fading
channel. The probability density functions (PDFs) of the in-
phase and quadrature components are expressed as Gaussian
distributions N(s0, σ

2
h) and N(0, σ2

h). Moreover, (3b) is ex-
pressed as multiple paths without the dominant path. This is
modeled as the Rayleigh fading channel. The PDFs of the in-
phase and quadrature components are expressed as N(0, g2σ2

v)
and N(0, g2σ2

v). Note that σ2
h and σ2

v are the variances of the
interference signals received at the horizontally and vertically
polarized antenna arrays.

Considering the joint probability, the PDFs of the in-phase
and quadrature components of the signal r are written as
fI = N(s0, σ

2
h) ∗ N(0, g2σ2

v) and fQ = N(0, σ2
h) ∗ N(0, g2σ2

v),
respectively. Note that the operation denoted by Nh ∗Nv is the
convolution of the PDFs Nh and Nv. According to the trans-
formation of random variables and the marginal probability,
the PDF of the magnitude of the signal r is described as

fa(a|s0, σ
2
h, gσ

2
v) =
∫ 2π

0
faϕ(a, ϕ)dϕ, (4)

where faϕ = fI fQ|J|, |J| is the Jacobian matrix, a = |r|, and
ϕ = arg(r). Based on (4), the PDF fa is manipulated by the
sensitivity g.

For the purpose of clarification, a simplistic situation with
the specific variables ϕh,1 = · · · = ϕh,Nh = 0 and ϕv,1 =

· · · = ϕv,Nv = 0 was deliberately considered. This toy model
helps us to understand the mechanism of the interference-aided
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detection. The condition |r| < ξ in (1) is rewritten as s0 < ξ−b
where b = Nuhah,1 + gNuvav,1. The bias term b decreases the
detection limit ξ via SR [7]–[12]. To obtain an effective signal
enhancement based on SR, the magnitude of b is tuned by
the sensitivity g. Therefore, the interference signals enable
the detection of the subthreshold signal in the polarization
diversity reception.

C. Channel capacity

To investigate the performance of the interference-aided
detection, the channel capacity is analytically derived. The
transmission channel is illustrated in Fig. 1(b). The channel
capacity is given as the maximum of the mutual information
I(T ; U) = H(U) − H(U |T ), where T = {0, 1} is a random
variable representing the channel input, and the operator H(·)
provides the entropy of a memoryless source. Let us consider
a priori probabilities P(T = 0) = α and P(T = 1) = 1 − α.
According to (4), the channel transition probabilities are
expressed as P(U = 1|T = 0) = p1 =

∫ ∞
ξ

fa(a|s0 = 0)da

and P(U = 0|T = 1) = p2 =
∫ ξ

0 fa(a|s0 = 1)da.
Considering d[I(T ; U)]/dα = 0, the channel capacity is

derived as [13]

c = log2

(
1 + 2

h(p1)−h(p2)
1−p1−p2

)
+

1 − p2

1 − p1 − p2
h(p1) +

p1

1 − p1 − p2
h(p2), (5a)

at the a priori probability,

α =
1 − p2

(
1 + 2

h(p1)−h(p2)
1−p1−p2

)
(
1 + 2

h(p1)−h(p2)
1−p1−p2

)
(1 − p1 − p2)

, (5b)

where h(p) = −plog2 p − (1 − p)log2(1 − p).

III. Performance result

Figure 2(a) shows a map of the channel capacity. The
channel capacity is observed to vary as a function of the
sensitivity g and the threshold ξ. To better understand the
relationship among them, the channel capacities are plotted for
several values of the sensitivity g in Fig. 2(b), i.e., the channel
capacities along the pink dotted lines in Fig. 2(a). The peaks of
the channel capacities c = 0.2, 0.1, and 0.05 bits are observed
at (ξ, g) = (1.2, 0.20), (1.5, 0.41), and (1.8, 0.55), respectively.
This indicates that the sensitivity g should be appropriately
adjusted to obtain the best performance for a given threshold
ξ, which depends on the specifications of the receivers.

In addition, there exist local maxima of the channel capacity
in the dimension of the threshold ξ. Specifically, the local
maxima can be seen on a ridge, which is represented by the
white dashed line in Fig. 2(a). Figure 2(c) shows the local
maxima of the channel capacity along the ridge line in Fig.
2(a). A maximum capacity of 0.2 bits is observed at ξ = 1.2,
which is the lower limit for the range of values considered
herein, 1.2 ≤ ξ ≤ 2.8. The channel capacity decreases
monotonically with the threshold because the enhancement
based on SR is inversely proportional to the threshold level
of the quantizer [7].
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Fig. 2: (a) Channel capacity. Local maxima of the capacity
in the dimension of the quantizer threshold ξ are shown by
the white dashed line. (b) Channel capacities for the specific
thresholds ξ = 1.2, 1.5 and 1.8. (c) Channel capacity and
a priori probability on the ridge line in (a). The parameter
settings are s0 = {0, 1}, σ2

v = 1, and σ2
h = 0.09.

Moreover, the channel capacity can be described as a
function of the a priori probability α as (5b). Figure 2(c) also
shows the a priori probability providing the channel capacity
on the ridge line in Fig. 2(a). This means that an appropriate
encoding scheme for the channel input T is necessary for the
transmitter to achieve a high throughput that is close to the
channel capacity in practical implementations.

To further investigate the system behavior, the PDFs of the
signal magnitude are plotted for fa(a|s0 = 0) and fa(a|s0 = 1)
in Figs. 3(a) and 3(b), respectively. Comparing Figs. 3(a)
and 3(b), it can be clearly seen that the PDFs vary with the
presence of the desired signal s0. Moreover, the PDF changes
drastically with the sensitivity g. To capture the channel
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Fig. 3: PDFs of the signal magnitude a in the cases of (a)
s0 = 1 and (b) s0 = 0. PDFs of the signal amplitude a in
the cases of (c) g = 0.2 and (d) g = 0.8, which are along the
white solid and dotted lines in both (a) and (b). The parameter
settings are σ2

v = 1 and σ2
h = 0.09 in (a) to (d). (e) PDF of

the signal magnitude a for the case without interference, i.e.,
σ2

v = σ
2
h = 0. The detection limit ξmin = 1.2 is shown by the

dotted line in (e).

variation with the sensitivity, PDFs for g = 0.2 and 0.8 are
plotted in Figs. 3(c) and 3(d), which are obtained along the
white solid and dotted lines in Figs. 3(a) and 3(b). In Fig.
3(c), a distinct discrepancy is observed between the PDFs for
the cases with the signal s0 (solid line) and without the signal
s0 (dashed line). This indicates that the symbols, 0 or 1, can
be identified via the two-level quantization. In Fig. 3(d), on
the other hand, there is a small variation between the cases
of s0 = 1 (solid line) and s0 = 0 (dashed line). The situation
shown in Fig. 3(d) presents a lower detectability than Fig. 3(c).

Finally, we should point out that the subthreshold signal is
not detectable when there is no interference signal. To see this,
the PDFs fa(a|s0 = 0) and fa(a|s0 = 1) for σ2

h = σ
2
v = 0 are

plotted in Fig. 3(e). The receiver outputs only zero, i.e., U = 0,
for the case in which the magnitude of the desired signal is less
than the detection limit, i.e., s0 < ξ; for instance, the limit is

equal to 1.2, as shown by the dotted line. This implies that the
subthreshold signal is not entirely detectable, i.e., c = 0, in the
traditional space diversity reception, which does not amplify
the signals [3]. In contrast, the interference signals bring the
PDF fa(a|s0 = 1) into the detectable region (> ξ = 1.2),
as shown in Figs. 3(c) and 3(d). As such, these interference
signals allow the detection of the subthreshold signal due to
the amplification of the desired signal. This means that the
interference-aided detection provides a breakthrough in severe
scenarios in which the desired signal cannot be detected by
the conventional reception scheme.

IV. Conclusion
In the present study, a scheme for interference-aided de-

tection in polarization diversity reception was proposed. In
this scheme, the detectability of the subthreshold signal was
dramatically improved through nonlinear signal processing
by stochastic resonance. To elaborate the performance of
the interference-aided detection, we analytically derived the
channel capacity for the binary asymmetric data transmission.
As a result, a capacity of 0.2 bits was obtained with an
appropriate beam control of the dual-polarized antenna arrays.
In addition, a proper source coding enables us to obtain
the channel capacity. The interference-aided detection will be
extended to other modulation schemes to be dealt with in
future publications.
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