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Preface

In the representation theory of finite-dimensional algebras A over a field K, we study the
category modA of finite-dimensional A-modules. In particular, projective modules and simple
modules are basic and important. As it is well-known, the algebra A itself is a typical example
of progenerator, that is, A is projective and every module M in modA admits a surjection
A⊕s → M from a direct sum of copies of A. On the other hand, we can say that the simple
A-modules are the minimal units of the module category modA, because every module M in
modA is filtered by simple A-modules. There have been many generalizations and studies of
projective modules and simple modules. Among them, the recent studies by Koenig–Yang [KY]
and Adachi–Iyama–Reiten [AIR] are significant.

First, in [KY] and its derivation [BY], they showed the existence of bijections between many
sets of important notions defined in derived categories, such as the set 2-siltA of 2-term silting
objects in the perfect derived category Kb(projA), and the set 2-smcA of 2-term simple-minded
collections in the bounded derived category Db(modA). Here, 2-siltA and 2-smcA are general-
izations in derived categories of progenerators and the set of simple modules, respectively. The
details of these notions and the bijections are explained in Section 2 of Part 1 in this thesis.

Second, τ -tilting theory introduced in [AIR] is a theory where progenerators are generalized as
support τ -tilting modules in the module category modA. They constructed a bijection from the
set sτ -tiltA of support τ -tilting modules to the set f-torsA of functorially finite torsion classes in
modA given byM 7→ FacM . They also showed thatM is maximal among Ext-projective objects
in FacM with respect to direct sums (see Proposition 1.6 in Part 1). Thus, we can say M is a
“progenerator” of FacM . They also constructed a bijection 2-siltA ∋ P 7→ H0(P ) ∈ sτ -tiltA,
which is a bijection between two notions generalizing progenerators in Kb(projA) and modA
(see Proposition 2.6 in Part 1).

Including these, there exist one-to-one correspondences between many notions defined in the
derived categories and the module category. These correspondences are called Koenig–Yang
correspondences, which were improved in recent studies by Ingalls–Thomas [IT] and Marks–
Št’ov́ıček [MS]. However, Koenig–Yang correspondences do not involve a generalized notion of
the simple modules in the module category modA. In order to fill in this blank, we use a notion
of semibricks in this thesis.

We state the definition and some properties of semibricks briefly. First, a module S ∈ modA
is called a brick if the endomorphism ring EndA(S) is a division ring. Second, a set S of bricks
is called a semibrick if any two different elements S, S′ ∈ S satisfy HomA(S, S

′) = 0. These
definitions are written in Definition 1.1 in Part 1 of this thesis. For example, a set of simple
A-modules is a semibrick. We write FiltS for the subcategory of modules in modA filtered by
objects in a semibrick S. By a result by Ringel [Rin], FiltS is an abelian subcategory of modA,
and then, S is nothing but the set of simple objects in FiltS.

In general, there exist much more semibricks than other objects such as support τ -tilting
modules. For example, if A is the path algebra of the Kronecker quiver 1 ⇒ 2, then there exists
a semibrick S consisting of infinitely many bricks. By definition, any subset of a semibrick is
also a semibrick, so A admits uncountably many semibricks. On the other hand, the cardinality
of the set sτ -tiltA of support τ -tilting modules is countable for any finite-dimensional algebra
A, see [DIJ, Section 6].

To solve this problem, we define the left finiteness of semibricks in terms of torsion classes
in Definition 1.2 in Part 1 of this thesis. More precisely, a semibrick S is said to be left finite
if the smallest torsion class T(S) is functorially finite. We write fL-sbrickA for the set of left
finite semibricks. In this thesis, we construct bijections sτ -tiltA → fL-sbrickA and 2-smcA →
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fL-sbrickA, and complete Koenig–Yang correspondences as follows:

progenerators the simple modules

in the derived categories

in the module category

2-siltA 2-smcA

sτ -tiltA fL-sbrickA

[KY, BY] //

[AIR]

�� Theorem 1 //

Theorem 2

��
.

This thesis consists of two parts. Part 1 is based on [Asa1] and Part 2 is based on [Asa2].
In Part 1, we mainly deal with the properties of semibricks holding for any finite-dimensional
algebra A. On the other hand, in Part 2, we investigate bricks and semibricks in the case that
A is the preprojective algebra of Dynkin type An or Dn, by using the general results obtained
in Part 1 and the combinatorics of the corresponding Coxeter groups.

In Part 1, we unify Koenig–Yang correspondences by using left finite semibricks. First, we
construct a canonical bijection sτ -tiltA → fL-sbrickA, which is a bijection between two notions
generalizing progenerators and the simple modules in the module category modA in Section 1.

Theorem 1 (Theorem 1.3). There exists a bijection sτ -tiltA → fL-sbrickA defined as M 7→
ind(M/radB M), where B := EndA(M).

It also follows from this bijection that the cardinality of every left finite semibrick is at most
nA, where nA is the number of isomorphic classes of simple A-modules, see Corollary 1.10.

Next, we construct a bijection 2-smcA→ fL-sbrickA, which is a bijection between two notions
generalizing the simple modules in the derived category Db(modA) and the module category
modA.

Theorem 2 (Theorem 2.3 (1)). There exist a bijections

? ∩modA : 2-smcA→ fL-sbrickA

given by X 7→ X ∩modA.

Combining recent results by [AIR, BY, KY] and ours, we have the following commutative
diagram of bijections. In this diagram, the arrows with labels in rectangles denote our new
bijections obtained in Theorems 1 and 2. See also Section 0 and Theorem 2.3 (2) in Part 1 for
the details.

sτ–1-tiltA f-torf A fR-sbrickA

2-cosiltA

2-siltA

int-t-strA 2-smcA

sτ -tiltA f-torsA fL-sbrickA

Sub // Foo

H−1

OO

(heart)[−1]∩modA

OO

?[−1] ∩modA

OO

ν

OO I 7→(⊥I[<0],⊥I[>0])

--\\\\\\\\\\
\\\\\\\\\\

\\

P 7→(P [<0]⊥,P [>0]⊥)

11ccccccccccccccccccccccc

simples of heart //

Fac // Too

H0

��

(heart)∩modA

��

? ∩modA

��

M 7→ ind(M/radB M)

OO

M 7→ ind(socB M)

��

We remark that if A is τ -tilting finite (that is, sτ -tiltA is a finite set), then every torsion(-free)
class is functorially finite [DIJ]. In this case, all the semibricks in modA are left finite and right
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finite, so every semibrick is a finite set. Thus, in the case that A is τ -tilting finite, there is a
bijection from the set sbrickA of semibricks to the set of modules whose endomorphism rings
are products of division rings, given by S 7→

⊕
S∈S S. Under this isomorphism, we will identify

S and
⊕

S∈S S in Part 2.
In Part 2, we study bricks and semibricks over the preprojective algebras Π of Dynkin type∆ =

An,Dn. The relationship between Π and the Coxeter group W of type ∆ has been investigated
by using the ideal I(w) associated to w ∈ W introduced in [BIRS, IR]. In particular, Mizuno
[Miz1] showed that there exists a bijection W → sτ -tiltΠ given by w 7→ I(w); hence, Π is τ -
tilting finite. Combining it with our results in Part 1, we obtain a bijection S(?) : W → sbrickΠ.
The semibrick S(w) is expressed as socB Π(w) by using the quotient module Π(w) := Π/I(w)
seen as a module over its endomorphism ring B := EndΠ(Π(w)). Our goal in Part 2 is describing
the semibrick S(w) for each w ∈W .

For this purpose, we use the property of the Coxeter group W as a lattice. The Coxeter
group W has a partial order ≤ called the right weak order, and then (W,≤) is a lattice [BB].
From the point of view of lattice theory, it is important to consider the set j-irrW of join-
irreducible elements in W and the canonical join representation w =

∨m
i=1wi (wi ∈ j-irrW ) of a

given element w ∈W , which was introduced by Reading [Rea]. They are strongly related to the
representation theory of Π. First, the bijection S(?) is restricted to a bijection j-irrW → brickΠ,
where brickΠ is the set of bricks in modΠ, see Proposition 2.2. Moreover, for a given element
w ∈ W , the canonical join representation of w gives the decomposition of the semibrick S(w)
into bricks as follows.

Theorem 3 (Corollary 2.3). Let w ∈ W and take w1, w2, . . . , wm ∈ j-irrW such that S(w) =⊕m
i=1 S(wi). Then, w =

∨m
i=1wi holds, and it is the canonical join representation of w in W .

Next, we construct an algorithm to obtain a quiver representation of the brick S(w) associated
to each w ∈ j-irrW from the expression of w as a signed permutation in Theorem 3.1 and
Corollary 3.3 for type An, and in Theorem 3.7 and Corollary 3.10 for type Dn. Since the result
for type Dn is complicated, we state the result for type An here.

Theorem 4 (Theorem 3.1, Corollary 3.3). Let w ∈ j-irrW (An) with its unique descent l. Then,
the brick S(w) is given as follows.

• Set R := w([l + 1, n+ 1]), a := w(l), b := w(l + 1), and V := [b, a− 1].
• The brick S(w) has a K-basis (⟨i⟩)i∈V , where ⟨i⟩ belongs to eiS(w).
• For each i ∈ V , place a symbol i denoting the K-vector subspace K⟨i⟩.
• For each i ∈ V \ {maxV }, we write exactly one arrow between i and i + 1, where the
orientation is i→ i+ 1 if i+ 1 ∈ R and i← i+ 1 if i+ 1 /∈ R.

If ∆ = A8 and w = (2, 5, 8, 1, 3, 4, 6, 7, 9) ∈ j-irrW (A8), then Theorem 4 gives

S(w) = 1← 2→ 3→ 4← 5→ 6→ 7.

For a general element w ∈W , we give an algorithm to determine the canonical join represen-
tation of w in Propositions 4.4 (type An) and 4.8 (type Dn). Consequently, we have the explicit
form of the semibrick S(w) as desired, see Theorems 4.6 (type An) and 4.10 (type Dn).

For example, if ∆ = A8 and w = (4, 9, 3, 6, 2, 8, 5, 1, 7) ∈ W (A8), then the canonical join
representation of w is w2 ∨ w4 ∨ w6 ∨ w7, where

w2 := (1, 2, 4, 9, 3, 5, 6, 7, 8), w4 := (1, 3, 4, 6, 2, 5, 7, 8, 9),

w6 := (1, 2, 3, 4, 6, 8, 5, 7, 9), w7 := (2, 3, 4, 5, 1, 6, 7, 8, 9).
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Thus, the semibrick S(w) is the direct sum of the following four bricks:

S(w2) = 3← 4→ 5→ 6→ 7→ 8,

S(w4) = 2← 3← 4→ 5 ,

S(w6) = 5← 6→ 7 ,

S(w7) = 1← 2← 3← 4 .
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Part 1. Semibricks

0. Introduction

In representation theory of a finite-dimensional algebra A over a field K, the notion of
(semi)simple modules is fundamental. By Schur’s lemma, they satisfy the following proper-
ties:

• the endomorphism ring of a simple module is a division algebra,
• there exists no nonzero homomorphism between two nonisomorphic simple modules.

A module M in modA is called a brick if its endomorphism ring is a division algebra. This
notion is a generalization of simple modules, and it has long been studied in representation
theory [Rin, Gab1, Gab2]. Typical examples of bricks are given as preprojective modules and
preinjective modules over a finite-dimensional hereditary algebra. Sometimes, it is useful to
consider sets of isoclasses of pairwise Hom-orthogonal bricks. We simply call them semibricks,
and define sbrickA as the set of semibricks. It follows from a classical result by Ringel [Rin]
that the semibricks S correspond bijectively to the wide subcategories W of modA, that is,
the subcategories which are closed under taking kernels, cokernels, and extensions. Under this
correspondence, S is the set of the simple objects in W, and W consists of all the A-modules
filtered by bricks in S. Moreover, bricks and wide subcategories have close relationship with
ring epimorphisms and universal localizations [Ste, Sch, GL].

In this part, we assign a condition for semibricks. We say that a semibrick S is left finite if the
smallest torsion class T(S) ⊂ modA containing S is functorially finite. We write fL-sbrickA for
the set of left finite semibricks. Right finite semibricks and the set fR-sbrickA are defined dually
by using torsion-free classes. We define left-finiteness and right-finiteness of wide subcategories
in the same way as semibricks. We write fL-wideA (resp. fR-wideA) for the set of left (resp.
right) finite wide subcategories of modA. Clearly, Ringel’s bijection is restricted to bijections
fL-sbrickA→ fL-wideA and fR-sbrickA→ fR-wideA.

Recently, Adachi–Iyama–Reiten [AIR] obtained a bijection from the set sτ -tiltA of basic
support τ -tilting modules in modA to the set f-torsA of functorially finite torsion classes in
modA, where M is sent to FacM . Support τ -tilting modules are a generalization of tilting
modules and are defined by using the Auslander–Reiten translation τ . Adachi–Iyama–Reiten
also proved that there are operations called mutations of support τ -tilting modules, that is,
constructing a new support τ -tilting module by changing one indecomposable direct summand
of a given one. They showed that such mutations are nothing but the adjacency relations with
respect to the inclusions of the corresponding torsion classes.

The following first main result shows that the support τ -tilting modules also correspond bi-
jectively to the left finite semibricks, where indN denotes the set of isoclasses of indecomposable
direct summands of N . This is an extension of a result by Demonet–Iyama–Jasso [DIJ].

Theorem 0.1 (Theorem 1.3). We have the following maps, where B := EndA(M) in each case.

(1) There exists a surjection τ -rigidA→ fL-sbrickA defined as M 7→ ind(M/radB M). Under
this map, the left finite semibricks for two τ -rigid modules M,M ′ ∈ τ -rigidA coincide if
and only if FacM = FacM ′.

(2) There exists a bijection sτ -tiltA→ fL-sbrickA defined as M 7→ ind(M/radB M).

For example, this map sends the progenerator A to the set of simple A-modules. In the proof
of Theorem 0.1, we obtain a canonical bijection T : fL-sbrickA → f-torsA, see Proposition 1.9.
Consequently, we recover Marks–Št’ov́ıček [MS] bijection between fL-wideA and f-torsA. As an
application of Theorem 0.1, we have the following result.

Corollary 0.2 (Corollary 1.10). If a semibrick S is either left finite or right finite, then #S ≤ nA

holds, where nA is the number of isoclasses of simple A-modules.

This corollary does not generally hold for arbitrary semibricks. For example, if A is the
Kronecker algebra, then there exists a semibrick consisting of infinitely many bricks.
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In Subsection 1.2, we use the map in Theorem 0.1 to label the exchange quiver of sτ -tiltA
with bricks, that is, to define a map from the set of arrows in the exchange quiver to the set of
bricks, see Definition 1.14.

Subsection 1.3 is devoted to further study of wide subcategories. Our aim in this subsection
is to describe each left finite wide subcategory W of modA as the module category modA′ of
some finite-dimensional algebra A′. We can take M ∈ sτ -tiltA corresponding to W, then we
have an equivalnce HomA(M, ?) : FacM → SubB DM by a Brenner–Butler type theorem, where
B := EndA(M). We restrict this equivalence to W ⊂ FacM . The following result shows that we
can regard W naturally as modB/⟨e⟩ given by a certain explicit idempotent e ∈ B.

Theorem 0.3 (Theorem 1.27). The equivalence HomA(M, ?) : FacM → SubB DM is restricted
to an equivalence HomA(M, ?) : W → modB/⟨e⟩.

In Subsection 1.4, we consider semibricks for a factor algebra A/I with I ⊂ A an ideal. We
clearly have an inclusion sbrickA/I ⊂ sbrickA, and we give the following sufficient condition
so that the equality sbrickA/I = sbrickA holds: I is generated by some elements belonging to
the intersection of the center Z(A) and the radical radA. This condition on the ideal I was
originally considered by Eisele–Janssens–Raedschelders [EJR]. In this situation, we also prove
that fL-sbrickA/I = fL-sbrickA and recover their canonical bijection sτ -tiltA→ sτ -tiltA/I.

Furthermore, we apply semibricks to study the derived category Db(modA) in Section 2. A
simple-minded collection in Db(modA) is a set of isoclasses of objects in Db(modA) satisfying
the conditions in Schur’s Lemma and some additional conditions, see Definition 2.1 for details.
For our purpose, it is useful to consider simple-minded collections which are 2-term, that is, the
ith cohomology H i(X) of every object X in a simple-minded collection vanishes if i ̸= −1, 0. A
simple-minded collection in Db(modA) always consists of nA objects, and if it is 2-term, each
of the objects belongs to either modA or (modA)[1], see [KY, BY]. We write 2-smcA for the
set of 2-term simple-minded collections in Db(modA). Our next main theorem gives bijections
between the sets 2-smcA, fL-sbrickA, and fR-sbrickA.

Theorem 0.4 (Theorem 2.3 (1)). There exist bijections

? ∩modA : 2-smcA→ fL-sbrickA and ?[−1] ∩modA : 2-smcA→ fR-sbrickA

given by X 7→ X ∩modA and X 7→ X [−1] ∩modA.

Consequently, a 2-term simple-minded collection in Db(modA) is a union of a right finite
semibrick shifted by [1] and a left finite semibrick.

In recent years, thanks to many authors such as [AIR, BY, IT, KY, MS], canonical bijections
between the sets of important objects containing the following ones have been discovered. Here,
projA (resp. injA) denotes the full subcategory of modA consisting of all the projective (resp.
injective) modules.

(a) The set fL-sbrickA of left finite semibricks in modA.
(a′) The set fR-sbrickA of right finite semibricks in modA.
(b) The set sτ -tiltA of isoclasses of basic support τ -tilting A-modules in modA.
(b′) The set sτ–1-tiltA of isoclasses of basic support τ−1-tilting A-modules in modA.
(c) The set f-torsA of functorially finite torsion classes in modA.
(c′) The set f-torf A of functorially finite torsion-free classes in modA.
(d) The set fL-wideA of left finite wide subcategories of modA.
(d′) The set fR-wideA of right finite wide subcategories of modA.
(e) The set 2-smcA of 2-term simple-minded collections in Db(modA).
(f) The set int-t-strA of intermediate t-structures with length heart in Db(modA).
(g) The set 2-siltA of 2-term silting objects in Kb(projA).
(g′) The set 2-cosiltA of 2-term cosilting objects in Kb(injA).
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If A is the path algebra of a Dynkin quiver Q, Ingalls–Thomas [IT] showed that there are also
one-to-one correspondences between the above sets and the set of clusters in the cluster algebra
for the quiver Q, which was introduced by Fomin–Zelevinsky [FZ].

Figure 1 shows some of the known bijections and our new bijections (arrows with labels in
rectangles). We prove the following result.

Theorem 0.5 (Theorem 2.3 (2)). The diagram in Figure 1 below is commutative and all the
maps are bijective. In this diagram, T ∈ f-torsA corresponds to F ∈ f-torf A if and only if
(T ,F) is a torsion pair in modA.

sτ–1-tiltA f-torf A fR-sbrickA

2-cosiltA

2-siltA

int-t-strA 2-smcA

sτ -tiltA f-torsA fL-sbrickA

Sub // Foo

H−1

OO

(heart)[−1]∩modA

OO

?[−1] ∩modA

OO

ν

OO I 7→(⊥I[<0],⊥I[>0])

--\\\\\\\\\\
\\\\\\\\\\

\\

P 7→(P [<0]⊥,P [>0]⊥)

11ccccccccccccccccccccccc

simples of heart //

Fac // Too

H0

��

(heart)∩modA

��

? ∩modA

��

M 7→ ind(M/radB M)

OO

M 7→ ind(socB M)

��

Figure 1. The commutative diagram

In Subsection 2.3, we study left finite wide subcategoriesW in a similar way to Subsection 1.3,
but we use P ∈ 2-siltA and C := EndDb(modA)(P ) corresponding to W, instead of M ∈ sτ -tiltA

and B = EndA(M). There is an equivalence HomDb(modA)(P, ?) : H → modC [IY], where H is

the heart of (P [<0]⊥, P [>0]⊥) ∈ int-t-strA. For an explicitly defined idempotent f ∈ C, we
have the following equivalence, which is parallel to Theorem 0.3.

Theorem 0.6 (Theorem 2.15). The equivalence HomDb(modA)(P, ?) : H → modC is restricted

to an equivalence HomDb(modA)(P, ?) : W → modC/⟨f⟩.

Moreover, there is a canonical surjection φ : C → B of K-algebras, and so we have a fully
faithful functor modB → modC. The surjection φ induces a surjection φ : C/⟨f⟩ → B/⟨e⟩ and
a fully faithful functor modB/⟨e⟩ → modC/⟨f⟩. This embedding is actually an equivalence;
hence, φ : C/⟨f⟩ → B/⟨e⟩ is an isomorphism of algebras, see Theorem 2.16.

In Subsection 2.4, we investigate 2-term silting objects in Kb(projA) and 2-term simple-minded
collections in Db(modA) from the point of view of the Grothendieck groups.

Let P ∈ 2-siltA. Then, P has exactly nA nonisomorphic indecomposable direct summands
[KY]. The set {P1, P2, . . . , PnA} of indecomposable direct summands of P gives a Z-basis of the
Grothendieck group K0(K

b(projA)) [AI]. On the other hand, the corresponding 2-term simple-
minded collection X ∈ 2-smcA has nA distinct elements, which are denoted by X1, X2, . . . , XnA .
They induce a Z-basis of the Grothendieck group K0(D

b(modA)) [KY].
There is a natural Z-bilinear form ⟨?, ?⟩ : K0(K

b(projA))×K0(D
b(modA))→ Z given as

⟨P,X⟩ :=
∑
j∈Z

(−1)j dimK HomDb(modA)(P,X[j]).
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We prove that the Z-basis {P1, P2, . . . , PnA} ofK0(K
b(projA)) and the Z-basis {X1, X2, . . . , XnA}

of K0(D
b(modA)) satisfy the following “duality” with respect to the bilinear form ⟨?, ?⟩.

Theorem 0.7 (Theorem 2.17). There exists a permutation σ : {1, 2, . . . , nA} → {1, 2, . . . , nA}
satisfying

⟨Pk, Xl⟩ =

{
dimK EndDb(modA)(Xl) (σ(k) = l)

0 (σ(k) ̸= l)
.

We give examples of semibricks and wide subcategories in Section 3.
In Subsection 3.1, we calculate the numbers an,l := # sbrickAn,l and bn,l := # sbrickBn,l for

the following two families (An,l)n,l≥1 and (Bn,l)n,l≥1 of Nakayama algebras:

An,l : 1 2 · · · n// // // , all the paths of length l are 0,

Bn,l : 1 2 · · · n// // //
OO , all the paths of length l are 0.

Our result is expressed with the Catalan numbers (cn)n≥0. In particular, a path algebra of type
An has exactly cn+1 semibricks.

Theorem 0.8 (Theorem 3.1). Let n, l ≥ 1 be integers. The following equations hold:

an,l = cn+1 (n = 1, 2, . . . , l), an,l = 2an−1,l +
l∑

i=2

ci−1an−i,l (n ≥ l + 1),

bn,l = (n+ 1)cn (n = 1, 2, . . . , l), bn,l = 2bn−1,l +
l∑

i=2

ci−1bn−i,l (n ≥ l + 1).

Since Nakayama algebras are representation-finite, every semibrick is left finite. Thus, by
Theorem 0.1, there is a bijection between the sets sbrickA and sτ -tiltA. The latter set was also
investigated by Adachi [Ada].

Subsection 3.2 deals with functorially finiteness of wide subcategories. We write f-wideA
for the set of functorially finite wide subcategories of modA. If A is hereditary, then f-wideA
coincides with fL-wideA [IT]. We show that there is an inclusion fL-wideA ⊂ f-wideA for an
arbitrary algebra A, and we give an example of a tilted algebra A which does not satisfy the
equality fL-wideA = f-wideA (Example 3.13). Moreover, we prove the following result in the
case that K is an algebraically closed field.

Theorem 0.9 (Theorem 3.14). Let H be a hereditary algebra, T ∈ modH be a tilting module,
and A := EndH(T ). Then the following assertions hold.

(1) If SubH τT has only finitely many indecomposable H-modules, then f-wideA = fL-wideA.
If FacH T has only finitely many indecomposable H-modules, then f-wideA = fR-wideA.

(2) If T is either preprojective or preinjective, then f-wideA = fL-wideA = fR-wideA.
(3) Assume that H is a hereditary algebra of extended Dynkin type. We decompose T as

Tpp⊕Treg⊕Tpi with a preprojective module Tpp, a regular module Treg, and a preinjective
module Tpi. If Treg ̸= 0 and Tpi = 0, then we have f-wideA ⊋ fR-wideA, and if Treg ̸= 0
and Tpp = 0, then we have f-wideA ⊋ fL-wideA.

As a consequence of Theorem 0.9 and [SimS, XVII.3], we obtain the following criterion in the
case that H is a hereditary algebra of extended Dynkin type.

Corollary 0.10 (Corollary 3.16). We use the setting of Theorem 3.14 (3). Then, the tilting
H-module T satisfies one of the conditions (1)–(5) in the following table, which shows whether
f-wideA = fL-wideA or f-wideA = fR-wideA holds in each case.
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No. Tpp Treg Tpi f-wideA = fL-wideA f-wideA = fR-wideA
(1) ̸= 0 = 0 = 0 Yes Yes
(2) = 0 = 0 ̸= 0 Yes Yes
(3) ̸= 0 ̸= 0 = 0 Yes No
(4) = 0 ̸= 0 ̸= 0 No Yes
(5) ̸= 0 ̸= 0 Yes Yes

0.1. Notation. We use the symbol “⊂” as the meaning of “⊆”. The composition of maps or
functors f : X → Y and g : Y → Z is denoted by gf .

Throughout of this part, K is a field and A is a finite-dimensional K-algebra. The category
of finite-dimensional right A-modules is denoted by modA, and its full subcategory consisting of
all the projective (resp. injective) A-modules is denoted by projA (resp. injA). Unless otherwise
stated, algebras and modules are finite-dimensional, and subcategories are full subcategories
which are closed under taking isomorphic objects. The bounded derived category of modA is
denoted by Db(modA), and the homotopy category of the bounded complex category over projA
(resp. injA) is denoted by Kb(projA) (resp. Kb(injA)).

For each full subcategory C ⊂ modA, we define full subcategories of modA as follows:

• add C is the additive closure of C,
• Fac C consists of the factor modules of objects in add C,
• Sub C consists of the submodules of objects in add C,
• Filt C consists of the objects M such that there exists a sequence 0 = M0 ⊂M1 ⊂ · · · ⊂
Mn = M with Mi/Mi−1 ∈ add C,
• C⊥ and ⊥C are defined as C⊥ := {M ∈ modA | HomA(C,M) = 0} and ⊥C := {M ∈
modA | HomA(M, C) = 0}.

If the set of objects of C is a finite set {M1, . . . ,Mn}, then we write add(M1, . . . ,Mn) for add C,
and other full subcategories are similarly denoted. In order to emphasize the algebra A, we
sometimes use notations such as addA C.

For M ∈ modA, the notation indM denotes the set of isoclasses of indecomposable direct
summands of M , and we set |M | := #(indM). If M ∼=

⊕m
i=1M

ni
i with Mi indecomposable,

Mi ̸∼= Mj (i ̸= j), and ni ≥ 1, then indM = {M1, . . . ,Mm} and |M | = m hold.
For a set X ⊂ A, the notation ⟨X⟩ denotes the two-sided ideal of A generated by X. We

define a functor D as the K-dual HomK(?,K).
We often identify an object and its isoclass.

1. Semibricks in Module Categories

In this section, we consider the sets of pairwise Hom-orthogonal bricks called semibricks,
and give bijections between the semibricks and other concepts in module categories, especially
support τ -tilting modules.

1.1. Bijections I. We first recall the definition of bricks, and give the definition of semibricks.

Definition 1.1. We define the following notions.

(1) A module S in modA is called a brick if EndA(S) is a division K-algebra. We write
brickA for the set of isoclasses of bricks in modA.

(2) A subset S ⊂ brickA is called a semibrick if HomA(S1, S2) = 0 holds for any S1 ̸= S2 ∈ S.
We write sbrickA for the set of semibricks in modA.

By Schur’s lemma, a simple A-module is a brick, and a set of isoclasses of simple A-modules
is a semibrick.

Note that we allow a semibrick to be an infinite set. This occurs, for example, in the case
of the Kronecker quiver algebra. Any subset of a semibrick is also a semibrick, so if there is
a semibrick consisting of infinitely many bricks in modA, then there are uncountably many
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semibricks in modA. In this part, we treat the semibricks satisfying some condition on torsion
pairs. Each of such semibricks has |A| bricks at most, see Corollary 1.10.

We recall some fundamental properties of torsion pairs.
A full subcategory T ⊂ modA is called a torsion class if T is closed under taking extensions

and factor modules, and a full subcategory F ⊂ modA is called a torsion-free class if F is closed
under taking extensions and submodules. We define torsA as the set of torsion classes in modA
and torf A as the set of torsion-free classes in modA. For a torsion class T , the corresponding
torsion pair is (T , T ⊥), and for a torsion-free class F , the corresponding torsion pair is (⊥F ,F).
Note that ⊥C ∈ torsA and C⊥ ∈ torf A hold for any full subcategory C ⊂ modA.

Let C ⊂ modA be a full subcategory. We write T(C) for the smallest torsion class containing C,
and F(C) for the smallest torsion-free class containing C. It is well-known that T(C) = Filt(Fac C)
and F(C) = Filt(Sub C) hold, see [MS, Lemma 3.1].

We mainly consider functorially finite torsion classes and torsion-free classes (see [MS, Section
2] for the definition of functorially finiteness) in this part. We write f-torsA for the set of
functorially finite torsion classes in modA and f-torf A for the set of functorially finite torsion-
free classes in modA. By [Sma, Theorem], for a torsion pair (T ,F) in modA, T ∈ f-torsA holds
if and only if F ∈ f-torf A.

With these preparations on torsion pairs, we define left finiteness and right finiteness of
semibricks as follows.

Definition 1.2. Let S ∈ sbrickA.

(1) The semibrick S is said to be left finite if T(S) is functorially finite. We write fL-sbrickA
for the set of left finite semibricks in modA.

(2) The semibrick S is said to be right finite if F(S) is functorially finite. We write fR-sbrickA
for the set of right finite semibricks in modA.

One may wonder whether a subset of a left finite semibrick is left finite again. It does not
hold in general, see Example 3.13.

We recall the notion of support τ -tilting modules, which was introduced by Adachi–Iyama–
Reiten [AIR]. Let M ∈ modA and P ∈ projA, then the A-module M is called a τ -rigid module
if M satisfies HomA(M, τM) = 0 for the Auslander–Reiten translation τ , and the pair (M,P )
is called a τ -rigid pair if M is τ -rigid and HomA(P,M) = 0. We write τ -rigidA for the set of
isoclasses of basic τ -rigid modules in modA. Here, M is said to be basic if M can be decomposed
into

⊕m
i=1Mi with Mi indecomposable and Mi ̸∼= Mj for i ̸= j. We remark that any τ -rigid

module M satisfies Ext1A(M,FacM) = 0, see [AS2, Proposition 5.8].
Assume that (M,P ) is a τ -rigid pair. We say that (M,P ) is a support τ -tilting pair if |M |+

|P | = |A|, and that (M,P ) is an almost support τ -tilting pair if |M |+|P | = |A|−1. An A-module
M is called a support τ -tilting module if there exists P ∈ projA such that (M,P ) is a support
τ -tilting pair. We write sτ -tiltA for the set of isoclasses of basic support τ -tilting modules in
modA, and we use both notations M ∈ sτ -tiltA and (M,P ) ∈ sτ -tiltA. We remark that if
(M,P ) and (M,Q) are support τ -tilting pairs, then addP = addQ holds [AIR, Proposition 2.3].

The notions of τ−1-rigid modules and support τ−1-tilting modules are also defined dually, see
the paragraphs just before [AIR, Theorem 2.15]. We write τ–1-rigidA for the set of isoclasses
of basic τ−1-rigid modules in modA and sτ–1-tiltA for the set of isoclasses of basic support
τ−1-tilting modules in modA.

Now, we are ready to state our first main theorem, which gives a large extension of a bijection
given in [DIJ, Theorem 4.1]. Our theorem gives a bijection between the support τ -tilting modules
and the left finite semibricks, and its dual bijection.

Theorem 1.3. We have the following maps, where B := EndA(M) in each case.

(1) There exists a surjection τ -rigidA→ fL-sbrickA defined as M 7→ ind(M/radB M). Under
this map, the left finite semibricks for two τ -rigid modules M,M ′ ∈ τ -rigidA coincide if
and only if FacM = FacM ′.
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(2) There exists a bijection sτ -tiltA→ fL-sbrickA defined as M 7→ ind(M/radB M).
(3) There exists a surjection τ–1-rigidA → fR-sbrickA defined as M 7→ ind(socB M). Un-

der this map, the right finite semibricks for two τ−1-rigid modules M,M ′ ∈ τ–1-rigidA
coincide if and only if SubM = SubM ′.

(4) There exists a bijection sτ–1-tiltA→ fR-sbrickA defined as M 7→ ind(socB M).

We remark that the two conditions # sτ -tiltA < ∞ and f-torsA = torsA are equivalent
[DIJ, Theorem 3.8, Proposition 3.9]. In this case, A is said to be τ -tilting finite, and we have
the equations fL-sbrickA = fR-sbrickA = sbrickA and the bijections sτ -tiltA → sbrickA and
sτ–1-tiltA→ sbrickA.

In the rest of this subsection, we prove Theorem 1.3. To investigate the maps in this theorem
in detail, we sometimes use the following notation.

Definition 1.4. Let M ∈ τ -rigidA and B := EndA(M). We decompose M as M =
⊕m

i=1Mi

with Mi indecomposable, and then define

L := radB M, N := M/L, Li :=
∑

f∈radA(M,Mi)

Im f ⊂Mi, Ni := Mi/Li

for i = 1, 2, . . . ,m. Moreover, we set I := {i ∈ {1, 2, . . . ,m} | Ni ̸= 0}.

Clearly, L =
⊕m

i=1 Li and N =
⊕m

i=1Ni hold. Using this notation, we first show the well-
definedness of the maps in Theorem 1.3.

Lemma 1.5. In the setting of Definition 1.4, the following assertions hold.

(1) We have Ext1A(M,L) = 0.
(2) The module Ni is a brick or zero for each i.
(3) If i ̸= j, we have HomA(Mi, Nj) = 0 and HomA(Ni, Nj) = 0.
(4) The A-module N is basic and indN = {Ni | i ∈ I} ∈ sbrickA.
(5) The torsion class T(N) is equal to FacM .
(6) We have indN = {Ni | i ∈ I} ∈ fL-sbrickA.

Proof. (1) Because M is τ -rigid, it is enough to show that L ∈ FacM . Take a K-basis
f1, . . . , fs : M → M of radB ⊂ B = EndA(M), and set f :=

[
f1 · · · fs

]
: M⊕s → M . Then,

Im f = radB M holds, so L ∈ FacM . Thus, we have the assertion.
(2) It is sufficient to show that any nonzero endomorphism f : Ni → Ni is an isomorphism.

Consider the exact sequence 0→ Li
µi−→Mi

πi−→ Ni → 0. Since Ext1A(Mi, Li) = 0 follows from (1),
we obtain that HomA(Mi, πi) is surjective. Thus, there exists g : Mi →Mi such that πig = fπi.
Because f ̸= 0, the map g is an isomorphism (otherwise, we have Im g ⊂ Li, which yields f = 0,
a contradiction). Therefore, f is also an isomorphism.

(3) Let i ̸= j and f : Mi → Nj . Consider the exact sequence 0 → Lj
µj−→ Mj

πj−→ Nj → 0.

Since Ext1A(Mi, Lj) = 0 follows from (1), we get that HomA(Mi, πj) is surjective. Thus, there
exists g : Mi → Mj such that πjg = f . Because M is basic, we get Mi ̸∼= Mj . Therefore, we
have Im g ⊂ Lj and f = 0. We get that HomA(Mi, Nj) = 0 for all i ̸= j. Because Ni ∈ FacMi,
we also obtain that HomA(Ni, Nj) = 0.

(4) We obtain the assertions by (2) and (3).
(5) Since M is τ -rigid, FacM is a torsion class [AS2, Theorem 5.10]. Thus, the inclusion

T(N) ⊂ FacM holds. To prove that FacM ⊂ T(N), it suffices to show that M ∈ T(N). We
define f : M⊕s → M as in (1), then f((radtB M)⊕s) = radt+1

B M holds for all t ≥ 0. Therefore,

radt+1
B M/radt+2

B M ∈ Fac(radtB M/radt+1
B M). By induction, we have radtB M/radt+1

B M ∈ FacN

for all t ≥ 0. Moreover, there exists t0 such that radt0B M = 0. Then the sequence M ⊃ radB M ⊃
· · · ⊃ radt0B M = 0 shows that M ∈ Filt(FacN) = T(N). Thus, the assertion T(N) = FacM is
proved.
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(6) By (4), it remains to show T(N) ∈ f-torsA. We have obtained T(N) = FacM ∈ torsA
in (5), and FacM is functorially finite in modA by [AS1, Proposition 4.6]. Thus, we have the
assertion. □

We recall an important property of support τ -tilting modules from [AIR], which associates
the support τ -tilting modules and the functorially finite torsion classes bijectively.

Proposition 1.6. [AIR, Theorem 2.7] There exists a bijection Fac : sτ -tiltA→ f-torsA defined
as M 7→ FacM . The inverse f-torsA → sτ -tiltA is given by sending each T ∈ f-torsA to the
direct sum of indecomposable Ext-projective objects in T .

To show Theorem 1.3, we study the operation T taking the smallest torsion class in the
following lemmas.

Lemma 1.7. Let S ∈ sbrickA, then the following assertions hold.

(1) Let S ∈ S. Every nonzero homomorphism f : M → S with M ∈ T(S) is surjective.
Moreover, we have Ker f ∈ T(S).

(2) Let L ∈ T(S) and assume L ̸= 0. If every nonzero homomorphism f : M → L with
M ∈ T(S) is surjective and satisfies Ker f ∈ T(S), then we have L ∈ S.

Proof. (1) Since M ∈ T(S) = Filt(FacS), there exists a sequence 0 = M0 ⊂M1 ⊂ · · · ⊂Ml−1 ⊂
Ml = M with Mi/Mi−1 ∈ FacS. Because f ̸= 0, we can take k := min{i | f(Mi) ̸= 0} ≥ 1. Then
f induces a nonzero map f : M/Mk−1 → S with f(Mk/Mk−1) ̸= 0. Because Mk/Mk−1 ∈ FacS,
there exists a homomorphism g : N → M/Mk−1 with N ∈ addS and Im g = Mk/Mk−1, and we
have a nonzero map fg ̸= 0: N → S. Then there exists an indecomposable direct summand S1

of N such that (fg)|S1 ̸= 0: S1 → S. It is clear that S1 is a brick in S, and (fg)|S1 : S1 → S is
isomorphic because S is a semibrick. Thus, f is surjective, and so is f .

The isomorphism (fg)|S1 : S1 →M/Mk−1 → S implies that the epimorphism f : M/Mk−1 →
S splits. Thus, we have S ⊕Ker f ∼= M/Mk−1 ∈ Filt(FacS) = T(S). Therefore, Ker f belongs to
T(S). Clearly, there exists an exact sequence 0 → Mk−1 → Ker f → Ker f → 0, and Mk−1 also
belongs to Filt(FacS) = T(S). Therefore, we have Ker f ∈ T(S).

(2) Since L ∈ T(S) = Filt(FacS) and L ̸= 0, there exists a nonzero map f : S → L with
S ∈ S. By assumption, f is surjective and Ker f ∈ T(S). An inclusion Ker f → S is zero or
surjective by (1), and then f ̸= 0 implies Ker f = 0. Therefore, f is isomorphic; hence, we have
L ∈ S. □

Lemma 1.8. The map T : sbrickA→ torsA is injective. Moreover, it is restricted to an injection
T : fL-sbrickA→ f-torsA.

Proof. Let semibricks S1 and S2 satisfy T(S1) = T(S2).
We claim that S1 ⊂ S2. Let S1 ∈ S1. By S1 ∈ T(S1) = T(S2) = Filt(FacS2), there exists a

nonzero map f : S2 → S1 with S2 ∈ S2. Because S2 ∈ T(S2) = T(S1), Lemma 1.7 (1) implies
that f is surjective. Similarly, we have a surjection g : S′

1 → S2 with S′
1 ∈ S1. Then fg : S′

1 → S1

is surjective. Because S1 is a semibrick, fg is isomorphic. Since g is surjective, f is isomorphic.
Thus, we have S1

∼= S2 ∈ S2. Now, we have proved that S1 ⊂ S2.
By symmetry, we also obtain that S2 ⊂ S1; hence, S1 = S2. This implies the injectivity.
The restriction T : fL-sbrickA→ f-torsA is well-defined by definition, and it is injective. □

Now, we can show Theorem 1.3.

Proof of Theorem 1.3. We prove (1) and (2). By applying (1) and (2) to the opposite algebra
Aop and taking the K-duals, we obtain (3) and (4).

The maps in (1) and (2) are well-defined by Lemma 1.5.
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Lemma 1.5 also implies that the following diagram is commutative:

sτ -tiltA

τ -rigidA f-torsA fL-sbrickA

incl.
��

Fac //

Fac

**UUU
UUUU

UUUU
UUUU

Too

M 7→ind(M/radB M)

OO .

Here, Fac : τ -rigidA → f-torsA is surjective by Proposition 1.6, so T : fL-sbrickA → f-torsA is
surjective. By Lemma 1.8, T : fL-sbrickA → f-torsA is also injective, so it is bijective. Thus,
the map in (1) is surjective, and two τ -rigid modules M,M ′ ∈ τ -rigidA are sent to the same left
finite semibrick if and only if FacM = FacM ′. We can prove the bijectivity of the map in (2)
in a similar way, since Fac : sτ -tiltA→ f-torsA is bijective by Proposition 1.6. □

In the proof of Theorem 1.3 above, we have already obtained the next result.

Proposition 1.9. The following conditions hold, where B := EndA(M) in each case.

(1) The map T : fL-sbrickA→ f-torsA is a bijection, and we have the following commutative
diagram of bijections:

sτ -tiltA f-torsA fL-sbrickA
Fac // Too

M 7→ind(M/radB M)

OO .

(2) The map F : fR-sbrickA→ f-torf A is a bijection, and we have the following commutative
diagram of bijections:

sτ–1-tiltA f-torf A fR-sbrickA
Sub // Foo

M 7→ind(socB M)

OO .

Therefore, the functorially finite torsion classes in modA correspond bijectively not only to
the support τ -tilting modules, which are in the “projective” side (Proposition 1.6), but also to
the left finite semibricks, which are in the “simple” side (Lemma 1.7). These are connected by
the map in Theorem 1.3.

We have the next corollary on the cardinalities of semibricks.

Corollary 1.10. If S ∈ sbrickA is either left finite or right finite, then #S ≤ |A| holds.

Proof. We argue the left finite case. The other case is similarly proved.
Let S ∈ fL-sbrickA. Then, we can take M ∈ sτ -tiltA such that ind(M/radB M) = S by

Theorem 1.3. Thus, we have #S = |M/radB M | ≤ |M | by Lemma 1.5 (4). By the definition of
support τ -tilting modules, |M | ≤ |A| holds. Therefore, we have #S ≤ |A|. □

1.2. Labeling the exchange quiver with bricks I. The map in Theorem 1.3 gives us a way
of labeling the exchange quiver of sτ -tiltA with bricks, that is, to label each arrow with a brick.
Here, the exchange quiver is the quiver expressing the mutations.

We briefly recall the definition of mutations in sτ -tiltA from [AIR, Definition 2.19]. Let
(M,P ) ̸= (N,Q) ∈ sτ -tiltA. If there exists an almost support τ -tilting pair which is a common
direct summand of (M,P ) and (N,Q), then we say that (N,Q) is a mutation of (M,P ). By
[AIR, Theorem 2.18], for each direct indecomposable summand L of M or P , there uniquely
exists a mutation of (M,P ) at L. If N is a mutation of M , then exactly one of FacM ⊋ FacN
or FacM ⊊ FacN holds. If FacM ⊋ FacN , then N is called a left mutation of M , and otherwise
N is called a right mutation of M . We remark that if N is the left mutation of M at M1 with
M = M1 ⊕M2, then we have FacN = FacM2.
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The exchange quiver of sτ -tiltA is a quiver with its vertices the elements of sτ -tiltA, and
there is an arrow from M to N if and only if N is a left mutation of M . For any vertex M , the
number of arrows which are either from or to M is always |A|.

The following lemma is important, and will be used later.

Lemma 1.11. [DIJ, Example 3.5] If N is a left mutation of M in sτ -tiltA, then there exists no
torsion class T ∈ torsA satisfying FacM ⊋ T ⊋ FacN .

We analogously define mutations in sτ–1-tiltA. Assume that N is a mutation of M in
sτ–1-tiltA. In this part, we call N a left mutation of M if SubM ⊊ SubN and a right mu-
tation of M if SubM ⊋ SubN .

There is a one-to-one correspondence between sτ -tiltA and sτ–1-tiltA given by the following
bijections:

sτ -tiltA
Fac−−→∼= f-torsA

?⊥−→∼= f-torf A
Sub←−−∼= sτ–1-tiltA.

We have the next easy observations on this map.

Proposition 1.12. The above bijection sτ -tiltA→ sτ–1-tiltA satisfies the following properties.

(1) [AIR, Proposition 2.16] Let (M,P ) ∈ sτ -tiltA, and decompose M = Mnp ⊕ Mpr so
that Mnp has no nonzero projective direct summand and that Mpr is projective. Then
(M,P ) ∈ sτ -tiltA maps to (τMnp ⊕ νP, νMpr) ∈ sτ–1-tiltA.

(2) Assume that M,N ∈ sτ -tiltA map to M ′, N ′ ∈ sτ–1-tiltA respectively. Then N is a left
mutation of M in sτ -tiltA if and only if N ′ is a left mutation of M ′ in sτ–1-tiltA.

(3) The exchange quivers of sτ -tiltA and sτ–1-tiltA are isomorphic by this bijection.

Proof. Part (2) is easy, because the above bijection preserves direct summands by (1).
Part (3) is immediately deduced from (2). □
We also need the following detailed description of Theorem 1.3.

Proposition 1.13. In the setting of Definition 1.4, let M ∈ sτ -tiltA. Then the following
conditions are equivalent for i = 1, 2, . . . ,m.

(a) The module Ni is a brick.
(b) The module Ni is nonzero.
(c) The module Mi is not in Fac

⊕
j ̸=iMj.

(d) There exists a left mutation of M at Mi in sτ -tiltA.

In particular, the number of left mutations of M is equal to |M/radB M |.
Proof. The conditions (a) and (b) are equivalent by Lemma 1.5 (2).

Next, we show the equivalence of (b) and (c). For each i, set Bi := EndA(Mi) and

L′
i :=

∑
f∈radA(Mj ,Mi), j ̸=i

Im f, L′′
i :=

∑
f∈radA(Mi,Mi)

Im f.

They are Bi-A-subbimodules of Mi and satisfy Li = L′
i + L′′

i . We can see that (b) holds if and
only if L′

i + L′′
i ̸= Mi, and that (c) holds if and only if L′

i ̸= Mi. Therefore, it is sufficient to
prove that L′

i + L′′
i = Mi holds if and only if L′

i = Mi. Clearly, L
′
i = Mi implies L′

i + L′′
i = Mi.

On the other hand, assume L′
i+L′′

i = Mi. Because L
′′
i = radBi Mi, we have L

′
i = Mi by applying

Nakayama’s Lemma as left Bi-modules. Thus, (b) and (c) are equivalent.
The equivalence of (c) and (d) is proved in [AIR, Definition-Proposition 2.28]. □
Now, we are able to define labels of the exchange quivers.

Definition 1.14. We label the exchange quivers of sτ -tiltA and sτ–1-tiltA with bricks as follows.

(1) Let M ∈ sτ -tiltA and decompose M as M =
⊕m

i=1Mi with Mi indecomposable. Assume
that M → N is an arrow in the exchange quiver of sτ -tiltA, and that N is the left
mutation of M at Mi. Then we label this arrow with a brick Mi/

∑
f∈radA(M,Mi)

Im f .
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(2) Let N ′ ∈ sτ–1-tiltA and decompose N ′ as N ′ =
⊕m

i=1N
′
i with N ′

i indecomposable.
Assume thatM ′ → N ′ is an arrow in the exchange quiver of sτ–1-tiltA, and thatM ′ is the
right mutation of N ′ at N ′

i . Then we label this arrow with a brick
∩

f∈radA(N ′
i ,N

′) Ker f .

We came up with this labeling from mutations of 2-term simple-minded collections in the
derived category Db(modA), which are discussed in Subsection 2.2. This labeling is extended
to the Hasse quiver of torsA in [DIRRT, Section 3.2].

Now we recall that there is a bijection between sτ -tiltA and sτ–1-tiltA (see Proposition 1.12).
Actually, the two definitions of labeling coincide under this bijection.

Theorem 1.15. The bijection between sτ -tiltA and sτ–1-tiltA preserves the labels of the ex-
change quivers of sτ -tiltA and sτ–1-tiltA.

The above theorem is proved by the following lemma and proposition characterizing the labels
of the exchange quivers.

Lemma 1.16. Assume that M → N is an arrow in the exchange quiver of sτ -tiltA labeled with
a brick S, and that M,N ∈ sτ -tiltA correspond to M ′, N ′ ∈ sτ–1-tiltA respectively. We set
(T1,F1) := (FacM, SubM ′), (T2,F2) := (FacN, SubN ′), and C := T1 ∩ F2. Then we have the
following assertions.

(1) The brick S belongs to C.
(2) If L ∈ C and L ̸= 0, then T(T2 ∪ {L}) = T1. In particular, we have T(T2 ∪ {S}) = T1.
(3) If L1, L2 ∈ C and L1, L2 ̸= 0, then we have HomA(L1, L2) ̸= 0.

Proof. There exists an indecomposable direct summandM1 ofM such thatN is the left mutation
of M at M1. We decompose M as M1 ⊕M2, then we obtain FacM2 = T2.

(1) It is clear that S ∈ T1. To prove that S ∈ F2, it is sufficient to show that HomA(M2, S) = 0,
which follows from Lemma 1.5 (3). Thus, S belongs to F2; hence, we have S ∈ C.

(2) Because L ∈ F2 and L ̸= 0, we get L /∈ T2. Thus, we have T(T2 ∪ {L}) ⊋ T2. By the
assumption L ∈ T1, we also have T1 ⊃ T(T2 ∪ {L}) ⊋ T2. By Lemma 1.11, T(T2 ∪ {L}) must
coincide with T1. In particular, we obtain that T(T2 ∪ {S}) = T1 by (1).

(3) Because L2 ∈ C ⊂ F2, we have HomA(T2, L2) = 0. We assume that HomA(L1, L2) = 0,
and deduce a contradiction. In this case, (2) implies that HomA(T1, L2) = 0, which is false,
because L2 ∈ T1 and L2 ̸= 0. Thus, we have HomA(L1, L2) ̸= 0. □
Proposition 1.17. In the setting above, the following assertions hold.

(1) There exists a unique brick in C, and it is S.
(2) The arrow M ′ → N ′ in the exchange quiver of sτ–1-tiltA is also labeled with S.
(3) The subcategory C coincides with FiltS.

Proof. (1) Let L be a brick in C. By Lemma 1.16 (1), S is a brick belonging to C, so it suffices to
show that L ∼= S. By Lemma 1.16 (3), there exists nonzero maps f : L→ S and g : S → L. By
Lemma 1.7 (1), f is surjective. Thus, the map gf : L→ L is nonzero, and it is an isomorphism,
because L is a brick. Since f is surjective, we have L ∼= S.

(2) Let S′ be the brick on the arrow M ′ → N ′ in the exchange quiver of sτ–1-tiltA. The dual
of Lemma 1.16 (1) yields S′ ∈ C. Then (1) implies that S′ ∼= S.

(3) Clearly, FiltS ⊂ C holds.
It remains to show that C ⊂ FiltS. Let L ∈ C. If L = 0, then L ∈ FiltS. Thus, we may

assume L ̸= 0, and we use induction on dimK L. By Lemma 1.16 (1) and (3), there exists a
nonzero map f : L→ S, and by Lemma 1.7 (1), f is surjective.

If dimK L = dimK S, then we have L ∼= S ∈ FiltS.
If dimK L > dimK S, there exists a short exact sequence 0→ Ker f → L→ S → 0. By Lemma

1.7 (1), Ker f ∈ T1 holds. We also have Ker f ∈ F2, because L ∈ F2. Thus, we have Ker f ∈ C,
and then the induction hypothesis implies that Ker f ∈ FiltS, since dimK Ker f < dimK L.
Therefore, L ∈ FiltS is obtained.

The induction process is now complete. □



18

Proof of Theorem 1.15. It is an immediate result of Proposition 1.17 (2). □

We remark that the subcategory C = FiltS of modA in Proposition 1.17 is a wide subcategory
of modA, see Subsection 1.3.

Example 1.18. Let A be the path algebra of the quiver 1 → 2 → 3. Figure 2 below is the
exchange quivers of sτ -tiltA and sτ–1-tiltA labeled with bricks. The bricks in ind(M/radB M) ∈
fL-sbrickA for each M ∈ sτ -tiltA and the bricks in ind(socB M) ∈ fR-sbrickA for each M ∈
sτ–1-tiltA are denoted by red letters.
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Figure 2. The exchange quivers of sτ -tiltA and sτ–1-tiltA

Labeling the exchange quiver of sτ -tiltA with bricks is originally considered as layer labeling in
the case that A is a preprojective algebra of Dynkin type ∆ by Iyama–Reading–Reiten–Thomas
[IRRT]. The definition of their layer labeling uses the bijection between sτ -tiltA and the Coxeter
group of ∆ given by Mizuno [Miz1, Theorem 2.21], so it is rather different from the definition of
our labeling. However, for the preprojective algebras of Dynkin type, layers are precisely bricks,
and the layer on each arrow M → N belongs to C in Proposition 1.17, see [IRRT, Theorem 4.1].
Therefore, their layer labeling completely coincides with our labeling.
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Example 1.19. Let A be the preprojective algebra of type A3. This is given by the following
quiver and relations:

1 2 3
α //

β
oo

γ //

δ
oo , αβ = 0, βα = γδ, δγ = 0.

Figure 3 below is the exchange quiver of sτ -tiltA labeled with bricks. The bricks in the semibrick
ind(M/radB M) ∈ fL-sbrickA for each M ∈ sτ -tiltA are denoted by red letters. Compare this
labeling with the layer labeling of the exchange quiver of sτ -tiltA [IRRT, Figure 2].
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Figure 3. The exchange quiver of sτ -tiltA

Now we recall a result of Jasso [Jas] on reductions of support τ -tilting modules.
Fix U ∈ τ -rigidA. For M ∈ modA, we have a canonical exact sequence 0 → tM → M →

fM → 0 with tM ∈ FacU and fM ∈ U⊥.
There uniquely exists the Bongartz completion T of the τ -rigid module U , that is, the module

T ∈ sτ -tiltA satisfying U ∈ addT and FacT = ⊥(τU) [AIR, Theorem 2.10]. We define two
subsets sτ -tiltU A ⊂ sτ -tiltA and f-torsU A ⊂ f-torsA by

sτ -tiltU A := {M ∈ sτ -tiltA | U ∈ addM}, f-torsU A := {T ∈ f-torsA | FacU ⊂ T ⊂ ⊥(τU)}.
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Let M ∈ sτ -tiltA, then M ∈ sτ -tiltU A holds if and only if FacU ⊂ FacM ⊂ ⊥(τU) [AIR,
Proposition 2.9]. Therefore, the bijection Fac : sτ -tiltA → f-torsA is restricted to a bijection
Fac : sτ -tiltU A→ f-torsU A.

We consider the algebra C := EndA(T )/[U ], where [U ] denotes the ideal of EndA(T ) consisting
of the morphisms factoring through some objects in addU . Then, there is an equivalence Φ :=
HomA(T, ?) : U

⊥ ∩ ⊥(τU) → modC [Jas, Theorem 3.8]. We also remark that M ∈ sτ -tiltU A
implies FacM ∩ U⊥ ⊂ U⊥ ∩ ⊥(τU).

Under this preparation, the following result holds.

Proposition 1.20. [Jas, Theorems 3.14, 3.16, Corollary 3.17] There exist bijections f-torsU A→
f-torsC and sτ -tiltU A → sτ -tiltC given by T 7→ Φ(T ∩ U⊥) and M 7→ Φ(fM). Moreover, they
are compatible with mutations and satisfy the following commutative diagram:

sτ -tiltU A sτ -tiltC

f-torsU A f-torsC

Fac

��
Fac

�� M 7→Φ(fM) //

T 7→Φ(T ∩U⊥) //

.

This proposition says that the exchange quiver of sτ -tiltC is isomorphic to the full subquiver
of the exchange quiver of sτ -tiltA consisting of the elements in sτ -tiltU A. We have the following
assertion on the labels of these exchange quivers.

Theorem 1.21. Let M → N be an arrow labeled with a brick S in the exchange quiver of
sτ -tiltA. Assume M,N ∈ sτ -tiltU A and set Y := Φ(fM) and Z := Φ(fN). Then the corre-
sponding arrow Y → Z in the exchange quiver of sτ -tiltC is labeled with a brick Φ(S).

Proof. By Proposition 1.17 (1), the assertion holds if the brick Φ(S) belongs to FacY ∩(FacZ)⊥.
Proposition 1.17 (1) also implies that S is a brick in T1 ∩ (T2)⊥, where T1 := FacM and
T2 := FacN . By Proposition 1.20, we have FacY = Φ(T1 ∩ U⊥) and FacZ = Φ(T2 ∩ U⊥), so it
suffices to show Φ(S) ∈ Φ(T1 ∩ U⊥) ∩ Φ(T2 ∩ U⊥)⊥.

We first prove Φ(S) ∈ Φ(T1 ∩ U⊥). It is enough to show S ∈ T1 ∩ U⊥. Since U ∈ T2, we get
(T2)⊥ ⊂ U⊥. We have seen S ∈ T1∩(T2)⊥, so we get S ∈ T1∩U⊥. Therefore, Φ(S) ∈ Φ(T1∩U⊥).

Next, we show Φ(S) ∈ Φ(T2 ∩ U⊥)⊥, which is equivalent to HomC(Φ(T2 ∩ U⊥), Φ(S)) = 0 by
definition. By using the equivalence Φ = HomA(T, ?) : U

⊥ ∩ ⊥(τU) → modC, it suffices to get
HomA(T2 ∩ U⊥, S) = 0, which follows from S ∈ (T2)⊥. Therefore, Φ(S) ∈ Φ(T2 ∩ U⊥)⊥.

Now, we have proved Φ(S) ∈ Φ(T1∩U⊥)∩Φ(T2∩U⊥)⊥. Then, the argument in the beginning
gives the assertion. □

We give an example of Theorem 1.21.

Example 1.22. We use the setting of Example 1.18. Define U, T1, T2 ∈ modA as follows:

U := ( 2 ) , T1 :=
(

1
2
3

)
, T2 := ( 23 ) .

Then it is easy to see that U ∈ τ -rigidA and that the Bongartz completion T of U is T2⊕T1⊕U ∈
sτ -tiltA. The algebra C = EndA(T )/[U ] is isomorphic to the path algebra of the quiver 1→ 2,
where T1, T2 correspond to the vertices 1, 2. In the following two quivers, the left one is the
full subquiver of the exchange quiver of sτ -tiltA consisting of the elements in sτ -tiltU A, and the
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right one is the exchange quiver of sτ -tiltC, and both of them are labeled with bricks:
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We can easily check that the brick on each arrow of the left quiver is sent to the brick on the
corresponding arrow of the right quiver by the functor Φ = HomA(T, ?).

1.3. Realizing wide subcategories as module categories I. In this subsection, we study
wide subcategories of the module category modA by using our results on semibricks. Our goal
here is describing a left finite wide subcategory of modA as the module category modE of some
explicitly given algebra E.

First, we give the definition of wide subcategories.

Definition 1.23. A full subcategory W ⊂ modA is called a wide subcategory if W is a subcat-
egory and closed under kernels, cokernels, and extensions of modA. We write wideA for the set
of wide subcategories of modA.

Clearly, a wide subcategory of modA is precisely an abelian subcategory of modA closed
under extensions. We recall the following important result deduced from [Rin, 1.2].

Proposition 1.24. The map Filt : sbrickA → wideA is a bijection, and its inverse wideA →
sbrickA sends W ∈ wideA to the set of isoclasses of simple objects in W.

It is easy to see that, if S is a semibrick andW = FiltS is the corresponding wide subcategory,
then the torsion classes T(S) and T(W) coincide. Thus, we can define left finiteness and right
finiteness for wide subcategories as in the case of semibricks. We write fL-wideA for the set
of left finite wide subcategories, and fR-wideA for the set of right finite wide subcategories.
Clearly, the bijection Filt : sbrickA → wideA in Proposition 1.24 is restricted to bijections
fL-sbrickA→ fL-wideA and fR-sbrickA→ fR-wideA.

Now, we define WL(T ) := {M ∈ T | for any f : L→M in T , Ker f ∈ T } for T ∈ torsA and
WR(F) := {M ∈ F | for any f : M → N in F , Coker f ∈ F} for F ∈ torf A. Each of them is a
wide subcategory of modA, see [IT, Proposition 2.12] for the proof. We have well-defined maps
WL : torsA→ wideA and WR : torf A→ wideA. We recall the next result by Marks–Št’ov́ıček.

Proposition 1.25. The operations T and WL satisfy the following properties.

(1) [MS, Proposition 3.3] A composition WL ◦T : wideA→ wideA is the identity. In partic-
ular, the map T : wideA→ torsA is injective.

(2) [MS, Theorem 3.10] The map T : fL-wideA → f-torsA is bijective. The inverse is given
by WL : f-torsA→ fL-wideA.

We note that our Lemmas 1.7, 1.8 and Proposition 1.9 are an analogue of Proposition 1.25.
We have f-torsA ⊂ T(wideA) = T(sbrickA).

Summing up the result of Adachi–Iyama–Reiten, Marks–Št’ov́ıček and ours, we have the next
assertions.
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Proposition 1.26. We have the following commutative diagrams of bijections:

sτ -tiltA f-torsA

fL-wideA

fL-sbrickA
Fac / /

Ext-proj’s
oo

WL

55lllllllllllllllll T
uullll

lll
lll

lll
lll

l

Filt

OO

simples

��

T
oo

M 7→ind(M/radB M)

OO ,

sτ–1-tiltA f-torf A

fR-wideA

fR-sbrickA
Sub //

Ext-inj’s
oo

WR

55lllllllllllllllll F
uullll

lll
lll

lll
lll

l

Filt

OO

simples

��

F
oo

M 7→ind(socB M)

OO .

Proof. Propositions 1.6, 1.9, and 1.25 imply the assertion. □

Next we recall that a support τ -tilting A-module M ∈ sτ -tiltA is a tilting A/annM -module
[AIR, Lemma 2.1, Proposition 2.2]. By Brenner–Butler’s theorem, HomA(M, ?) : FacM →
SubB DM is an equivalence, where B := EndA(M). It is also an equivalence of exact categories
[DIJ, Proposition 3.2] and allows us to regard the wide subcategoryW as a Serre subcategory of
modB as follows. We use the notation in Definition 1.4 here. Recall that I = {i ∈ {1, 2, . . . ,m} |
Ni ̸= 0}.

Theorem 1.27. In the setting of Definition 1.4, let M ∈ sτ -tiltA. Define ei ∈ B as the
idempotent endomorphism Mi → M → Mi for each i = 1, 2, . . . ,m and set e := 1 −

∑
i∈I ei.

Then the equivalence HomA(M, ?) : FacM → SubB DM is restricted to an equivalence

W ∼= modB/⟨e⟩.

Proof. Since HomA(M, ?) : FacM → SubB DM is an equivalence of exact categories [DIJ, Propo-
sition 3.2], it is restricted to an equivalence W = FiltS → FiltB HomA(M,S). Thus, it suffices
to show that HomA(M,S) coincides with the set of simple B/⟨e⟩-modules. The cardinalities of
these two sets coincide, because the number of isoclasses of simple modB/⟨e⟩-modules is #I,
and it is equal to #S by Lemma 1.5 (4). Therefore, we show that each element of HomA(M,S)
is a simple B/⟨e⟩-module; then, we obtain the desired equivalence. Let S ∈ S.

We first show that HomA(M,S) is a simple B-module. Because HomA(M,S) is a nonzero
B-module in SubB DM , we can take a simple submodule Z of HomA(M,S). It is enough to
obtain HomA(M,S) ∼= Z.

Since M ∈ SubB DM , the submodule Z is also in SubB DM . We define f : Z → HomA(M,S)
as the canonical inclusion. A quasi-inverse of HomA(M, ?) : FacM → SubB DM is given by
?⊗B M : SubB DM → FacM , which sends f to a nonzero homomorphism f ⊗B M : Z ⊗B M →
HomA(M,S)⊗B M in FacM . Since HomA(M,S)⊗B M ∼= S ∈ S and Z⊗B M ∈ FacM = T(S),
the nonzero homomorphism f ⊗B M is surjective and Ker f ∈ T(S) = FacM holds by Lemma
1.7 (1).

Thus, there exists a short exact sequence 0→ Ker f → Z⊗B M → S → 0 in FacM . By using
the equivalence HomA(M, ?) : FacM → SubB DM of exact categories, we have a short exact
sequence 0 → HomA(M,Ker f) → Z → HomA(M,S) → 0 in SubB DM . Since Z is a simple
B-module and HomA(M,S) ̸= 0, we obtain that HomA(M,S) ∼= Z and that HomA(M,S) is a
simple B-module.

Next, we show HomA(M,S) ∈ modB/⟨e⟩. By Lemma 1.5 (4), we can take j ∈ I such that
S = Nj . Clearly, HomA(M,Nj) ∈ modB/⟨e⟩ is equivalent to HomA(Mi, Nj) = 0 for each
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i ∈ {1, 2, . . . ,m} \ I. By Lemma 1.5 (3), the latter condition holds. We have HomA(M,S) ∈
modB/⟨e⟩.

These two properties yield that each element of HomA(M,S) is a simple B/⟨e⟩-module. By
the argument in the first paragraph, we get W ∼= modB/⟨e⟩. □

We remark that Theorem 1.27 follows also from Jasso’s reductions of τ -rigid modules. In
the setting of Theorem 1.27, set U :=

⊕
i/∈I Mi. Then, we can check that M is the Bongartz

completion of U . From [Jas, Theorem 3.8], we have an equivalence HomA(M, ?) : U⊥∩⊥(τU)→
modC with C := EndA(M)/[U ]. The algebra C is clearly B/⟨e⟩. It follows from Theorem 1.21
that the simple objects of the category U⊥∩⊥(τU) are the elements in S. Therefore, U⊥∩⊥(τU)
coincides with W, and we obtain the equivalence of Theorem 1.27.

As an application, we prove the next assertion. We write f-wideA for the set of functorially
finite wide subcategories of modA. This is also deduced from [MS, Proposition 3.3, Lemma 3.8].

Proposition 1.28. We have an inclusion fL-wideA ⊂ f-wideA.

Proof. Let W ∈ fL-wideA and take M ∈ sτ -tiltA corresponding to W in Proposition 1.26.
Because FacM ∈ f-torsA, it suffices to show thatW is functorially finite in FacM . By Theorem
1.27, this condition is equivalent to that modB/⟨e⟩ is functorially finite in SubB DM , which
holds true because modB/⟨e⟩ is functorially finite in modB ⊃ SubB DM . □

1.4. Semibricks for factor algebras. Let I ⊂ A be an ideal of a finite dimensional algebra
A. Then we obviously have sbrickA/I ⊆ sbrickA, but the equality does not hold in general.

In this subsection, we first prove that sbrickA/I = sbrickA holds in the following condition
given by Eisele–Janssens–Raedschelders [EJR]:

the ideal I ⊂ A is generated by a set X ⊂ Z(A) ∩ radA.

Here, Z(A) denotes the center of A. Moreover, by using semibricks, we give another proof of
their theorem, which gives a canonical bijection sτ -tiltA→ sτ -tiltA/I.

For M ∈ modA and every a ∈ Z(A), we have an endomorphism (·a) : M →M . We can take
a K-basis a1, a2, . . . , as of the vector subspace KX ⊂ Z(A) generated by X, then the image
of the homomorphism

[
(·a1) · · · (·as)

]
coincides with MI. Thus, the submodule MI ⊂ M

satisfies MI ∈ FacM .
From now on, we define A := A/I and M := M/MI for M ∈ modA. The operation ? gives

a right exact functor ? : modA→ modA.
First, we observe that sbrickA = sbrickA.

Proposition 1.29. We have sbrickA = sbrickA.

Proof. It is sufficient to show that S ∈ brickA implies S ∈ brickA. By assumption, I is generated
by the set X ⊂ Z(A) ∩ radA. For each x ∈ X, the A-endomorphism (·x) : S → S is nilpotent
because x ∈ radA, and this map must be zero since S ∈ brickA, so we have Sx = 0. Thus,
SI = 0 holds; hence, we have S ∈ brickA. We have the assertion. □

In the rest of this subsection, we prove the following.

Theorem 1.30. We have the following assertions.

(1) We have fL-sbrickA = fL-sbrickA.
(2) [EJR, Theorem 11] There exists a bijection sτ -tiltA→ sτ -tiltA given as M 7→M , which

satisfies the following commutative diagram:

sτ -tiltA sτ -tiltA

fL-sbrickA fL-sbrickA

? //

∼= M 7→ind(M/radB M)

��

∼= M ′ 7→ind(M ′/radB′ M ′)

��

(
B := EndA(M),
B′ := EndA(M

′)

)
.
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Moreover, this bijection preserves the mutations, and hence the exchange quivers of
sτ -tiltA and sτ -tiltA are isomorphic.

(3) The labels of the exchange quivers of sτ -tiltA and sτ -tiltA coincide.

Eisele–Janssens–Raedschelders obtained the above result in a geometric way, but we show this
result in terms of semibricks. There is another approach to this problem in [DIRRT, Section 5],
which deals with lattice congruences on torsion classes.

The following lemmas are crucial.

Lemma 1.31. Let S ∈ sbrickA, then we have the following assertions.

(1) We have TA(S) ∩modA = TA(S).
(2) Take an integer n > 0 such that In = 0. Then TA(S) = (TA(S))∗n ⊂ modA holds, where

(TA(S))∗n consists of the A-modules L having a sequence 0 = L0 ⊂ L1 ⊂ · · · ⊂ Ln = L
with Li/Li−1 ∈ TA(S).

(3) If S ∈ fL-sbrickA, then S ∈ fL-sbrickA.
(4) We have fL-sbrickA ⊂ fL-sbrickA.

Proof. (1) This follows as TA(S) ∩modA = FiltA(FacS) ∩modA = FiltA(FacS) = TA(S).
(2) Clearly, we get that TA(S) ⊃ (TA(S))∗n. We show that TA(S) ⊂ (TA(S))∗n. Let L ∈

TA(S). In the sequence 0 = LIn ⊂ · · · ⊂ LI ⊂ L, we have LIt/LIt+1 ∈ TA(S) ∩modA for all
t ≥ 0. From (1), we get LIt/LIt+1 ∈ TA(S). Thus, L belongs to (TA(S))∗n. Now, the inclusion
TA(S) ⊂ (TA(S))∗n is proved; hence, TA(S) = (TA(S))∗n.

(3) By assumption, TA(S) is functorially finite in modA. Because modA is functorially finite
in modA, the subcategory TA(S) is functorially finite in modA. By (2) and [SikS, Theorem
2.6], TA(S) = (TA(S))∗n is functorially finite in modA.

(4) It immediately follows from (3). □

Lemma 1.32. Let M ∈ sτ -tiltA, and set B := EndA(M) and B′ := EndA(M). Then we have
the following properties.

(1) The functor ? induces a K-algebra epimorphism ?M,M : B → B′, and it is restricted to
a surjection radB → radB′.

(2) As A-modules, M/radB M ∼= M/radB′ M .
(3) The A-modules M belongs to sτ -tiltA.
(4) We have fL-sbrickA ⊂ fL-sbrickA.

Proof. (1) The map ?M,M : B → B′ is clearly a K-algebra homomorphism. We prove its surjec-

tivity. Let α ∈ B′. Consider the exact sequence 0 → MI → M
p−→ M → 0. Since MI ∈ FacM

and M ∈ sτ -tiltA imply Ext1A(M,MI) = 0, we get that HomA(M,M) → HomA(M,M) is sur-
jective. Thus, there exists f ∈ HomA(M,M) = B such that pf = αp, and we obtain that f = α.
Thus, we get a K-algebra epimorphism ?M,M : B → B′.

Next, let f ∈ B. For the remaining statement, it suffices to show that f ∈ radB′ holds if
and only if f ∈ radB. If f ∈ radB, then f is nilpotent, and so is f . Thus, we have f ∈ radB′.
On the other hand, if f /∈ radB, then there exists an indecomposable direct summand M1 of
M such that the component f11 : M1 → M1 of f is isomorphic. Clearly, f11 : M1 → M1 is an
isomorphism. Here, M1 ̸= 0 holds, because I ⊂ radA. Thus, we have f11 /∈ rad EndA(M1), and

hence f /∈ rad EndA(M) = radB′. Therefore, f ∈ radB′ holds if and only if f ∈ radB.

(2) By (1), the canonical epimorphism M →M is restricted to an epimorphism

radB M =
∑

f∈radB
Im f →

∑
g∈radB′

Im g = radB′ M

of A-modules, so we get M/radB M = M/radB′ M as A-modules.
(3) [DIRRT, Proposition 5.6 (a)] implies that M is a τ -rigid A-module. On the other hand, we

obtain an isomorphism B/radB ∼= B′/radB′ of semisimple K-algebras from (1). By assumption,
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M is basic, so B/radB is a direct sum of |M | division K-algebras. Thus, B′/radB′ is also a
direct sum of |M | division K-algebras; hence, M is basic and |M | = |M |. These observations
implies that M is a basic support τ -tilting A-module.

(4) Let S ∈ fL-sbrickA, then Theorem 1.3 implies that there exists M ∈ sτ -tiltA such that
S = ind(M/radB M). By (2), we obtain S = ind(M/radB′ M), and by (3), we have M ∈ sτ -tiltA.
Applying Theorem 1.3 again, S = ind(M/radB′ M) belongs to fL-sbrickA. This implies the
assertion. □

Now, we can finish the proof of the theorem.

Proof of Theorem 1.30. (1) It follows from Lemmas 1.31 (4) and 1.32 (4).
(2) The map ?: sτ -tiltA → sτ -tiltA is well-defined by Lemma 1.32 (3), and the diagram

is commutative by Lemma 1.32 (2). The vertical two maps in the diagram are bijective by
Theorem 1.3, so the map ?: sτ -tiltA → sτ -tiltA is also bijective. It is easy to see that this
bijection preserves the mutations. Thus, the exchange quivers of sτ -tiltA and sτ -tiltA are
isomorphic.

(3) Let M → N be an arrow in the exchange quiver of sτ -tiltA labeled with a brick S. Lemma
1.32 (2) implies that S ∈ ind(M/radB M). By the definition of labels, S is on the unique arrow
M → L with S /∈ FacL in the exchange quiver of sτ -tiltA. Thus, it suffices to show that
S /∈ FacN . By the definition of labels again, we have S /∈ FacN . Then S /∈ FacN holds. Thus,
the arrow M → N is labeled with S. □

2. Semibricks in Derived Categories

In this section, we consider 2-term simple-minded collections in Db(modA) to understand
more properties of left finite or right finite semibricks. We call a triangulated subcategory C′ of
a triangulated category C a thick subcategory if C′ is closed under direct summands in C.

2.1. Bijections II. First, we give the definition of 2-term simple-minded collections in the
derived category Db(modA).

Definition 2.1. A set X of isoclasses of objects in Db(modA) is called a simple-minded collection
in Db(modA) if it satisfies the following conditions:

• for any X ∈ X , the endomorphism ring EndDb(modA)(X) is a division K-algebra,

• for any X1 ̸= X2 ∈ X , we have HomDb(modA)(X1, X2) = 0,

• for any X1, X2 ∈ X and n < 0, we have HomDb(modA)(X1, X2[n]) = 0,

• the smallest thick subcategory of Db(modA) containing X is Db(modA) itself.

A simple-minded collection X in Db(modA) is said to be 2-term if the ith cohomology H i(X)
is 0 for any i ≠ −1, 0 and any X ∈ X . We write 2-smcA for the set of 2-term simple-minded
collections in Db(modA).

Remark 2.2. We note the following basic properties holding for X ∈ 2-smcA.

(1) [KY, Corollary 5.5] The cardinality #X is equal to |A|.
(2) [BY, Remark 4.11] Every X ∈ X belongs to either modA or (modA)[1] up to isomor-

phisms in Db(modA).

The following result is the main theorem of this section. It means that every 2-term simple-
minded collection is divided into a left finite semibrick and a right finite semibrick, and there
are bijections between these three notions.

Theorem 2.3. We have the following assertions.

(1) There are bijections

? ∩modA : 2-smcA→ fL-sbrickA and ?[−1] ∩modA : 2-smcA→ fR-sbrickA

given by X 7→ X ∩modA and X 7→ X [−1] ∩modA, respectively.
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(2) The diagram in Figure 4 below is commutative and all the maps are bijective. In this
diagram, T ∈ f-torsA corresponds to F ∈ f-torf A if and only if (T ,F) is a torsion pair
in modA.

(3) If X ∈ 2-smcA corresponds to S ∈ fL-sbrickA and S ′ ∈ fR-sbrickA, then we have X =
S ∪ S ′[1] and a torsion pair (T(S),F(S ′)) in modA.

sτ–1-tiltA f-torf A fR-sbrickA

2-cosiltA

2-siltA

int-t-strA 2-smcA

sτ -tiltA f-torsA fL-sbrickA

Sub // Foo

H−1

OO

(heart)[−1]∩modA

OO

?[−1]∩modA

OO

ν

OO I 7→(⊥I[<0],⊥I[>0])

--[[[[[[[[[
[[[[[[[[[

[

P 7→(P [<0]⊥,P [>0]⊥)

11cccccccccccccccccccc

simples of heart //

Fac // Too

H0

��

(heart)∩modA

��

?∩modA

��

M 7→ind(M/radB M)

OO

M 7→ind(socB M)

��

(B := EndA(M) in each case)

Figure 4. The commutative diagram

It follows that the correspondence between sτ -tiltA and sτ–1-tiltA in Theorem 2.3 is the same
one given before Proposition 1.12.

To prove this theorem, we use the notions and fundamental properties of 2-term silting objects
in the homotopy category Kb(projA) and intermediate t-structures in Db(modA). We refer to
[BY, KY] here.

An object P ∈ Kb(projA) is called a silting object in Kb(projA) if the following conditions are
satisfied:

• for any n > 0, we have HomKb(projA)(P, P [n]) = 0,

• the smallest thick subcategory of Kb(projA) containing P is Kb(projA) itself.

A silting object P in Kb(projA) is said to be 2-term if it is isomorphic to some complex (P−1 →
P 0) in Kb(projA) with its components zero except for −1st and 0th ones. We write 2-siltA for
the set of isoclasses of basic 2-term silting objects in Kb(projA).

Dually, an object I ∈ Kb(injA) is called a 2-term cosilting object in Kb(injA) if the following
conditions are satisfied:

• for any n > 0, we have HomKb(injA)(I, I[n]) = 0,

• the smallest thick subcategory of Kb(injA) containing I is Kb(injA) itself,
• I is isomorphic to some complex (I−1 → I0) in Kb(injA).

We write 2-cosiltA for the set of isoclasses of basic ones. The Nakayama functor ν : Kb(projA)→
Kb(injA) induces a bijection from 2-siltA to 2-cosiltA. There is a formula called the Nakayama
duality: DHomDb(modA)(P,X) ∼= HomDb(modA)(X, νP ) for P ∈ Kb(projA) and X ∈ Db(modA).

We next recall the notion of intermediate t-structures. The concept of t-structures was in-
troduced by Bĕılinson–Bernstein–Deligne [BBD]. First, let D be a triangulated category and
(D≤0,D≥0) be a pair of additive full subcategories of D. For simplicity, we define D≤n :=
D≤0[−n] and D≥n := D≥0[−n] for n ∈ Z. The pair (D≤0,D≥0) is called a t-structure in D if it
satisfies the following conditions:

• we have D≤−1 ⊂ D≤0 and D≥1 ⊂ D≥0, and HomD(D≤0,D≥1) = 0,
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• for every X ∈ D, there exists a triangle Y → X → Z → Y [1] in D with Y ∈ D≤0 and
Z ∈ D≥1.

In this case, it is easy to see that each of D≤0 and D≥0 determines the other. For a t-structure
(D≤0,D≥0) in D, the intersection D≤0∩D≥0 is called the heart of the t-structure. It is well-known
that the heart is an abelian category [BBD, Théorème 1.3.6].

If D = Db(modA), there is a canonical t-structure (D≤0
std,D

≥0
std) in Db(modA) defined with

cohomologies, namely,

D≤0
std := {X ∈ Db(modA) | H i(X) = 0 (i > 0)},

D≥0
std := {X ∈ Db(modA) | H i(X) = 0 (i < 0)},

and it is called the standard t-structure in Db(modA). We say that a t-structure (D≤0,D≥0)
in Db(modA) is intermediate with respect to the standard t-structure (or simply intermediate)

if D≤−1
std ⊂ D≤0 ⊂ D≤0

std, or equivalently, D≥−1
std ⊃ D≥0 ⊃ D≥0

std holds. We can see that every

intermediate t-structure (D≤0,D≥0) in Db(modA) is bounded, that is,∪
n∈Z
D≤n = Db(modA) =

∪
n∈Z
D≥n

hold. The next lemma follows from the definition of intermediate t-structures.

Lemma 2.4. Each intermediate t-structure (D≤0,D≥0) in Db(modA) with its heart H gives a
torsion pair (H ∩modA,H[−1] ∩modA) in modA.

In this part, we only consider intermediate t-structures in Db(modA) such that its heart is an
abelian category with length. The set of such intermediate t-structures is denoted by int-t-strA.

The following bijections are an important result by Brüstle–Yang [BY] on these concepts, and
they are a “2-term” restrictions of Koenig–Yang bijections [KY, Theorem 6.1].

Proposition 2.5. [BY, Corollary 4.3] We have the following bijections.

(1) There is a bijection 2-siltA→ int-t-strA given by P 7→ (P [<0]⊥, P [>0]⊥), where

P [<0]⊥ = {X ∈ Db(modA) | HomDb(modA)(P [n], X) = 0 (n < 0)}

= {X ∈ Db(modA) | HomDb(modA)(X, νP [n]) = 0 (n < 0)} = ⊥νP [<0],

P [>0]⊥ = {X ∈ Db(modA) | HomDb(modA)(P [n], X) = 0 (n > 0)}

= {X ∈ Db(modA) | HomDb(modA)(X, νP [n]) = 0 (n > 0)} = ⊥νP [>0].

(2) There is a bijection int-t-strA→ 2-smcA defined as follows: each (D≤0,D≥0) ∈ int-t-strA
is sent to the set of isoclasses of simple objects in the heart H = D≤0 ∩ D≥0.

Note that the heart of the corresponding intermediate t-structure (P [<0]⊥, P [>0]⊥) for P ∈
2-siltA is

P [̸=0]⊥ = {X ∈ Db(modA) | HomDb(modA)(P [n], X) = 0 (n ̸= 0)}.

It will play an important role in the proof of Theorem 2.3.
Proposition 2.5 gives bijections on notions in Kb(projA) and Db(modA), but we also would

like to know their relationship with notions in the module category. Here, we cite [AIR, BY].

Proposition 2.6. [AIR, Theorem 3.2] The map 2-siltA ∋ P 7→ H0(P ) ∈ sτ -tiltA is bijective.
The inverse is given as follows: each (M,P ) ∈ sτ -tiltA with a minimal projective resolution
P−1 → P 0 →M → 0 of M is sent to (P−1 ⊕ P → P 0) ∈ 2-siltA.

Proposition 2.7. [BY, Theorem 4.9] We have a bijection (heart)∩modA : int-t-strA→ f-torsA
defined as (D≤0,D≥0) 7→ H∩modA, where H = D≤0∩D≥0 is the heart. Moreover, this bijection
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joins the following commutative diagram of bijections:

2-siltA int-t-strA

sτ -tiltA f-torsA

P 7→(P [<0]⊥,P [>0]⊥) //

Fac //

H0

��

(heart)∩modA

��
.

In Proposition 2.7, we can easily see H ∩ modA = D≤0 ∩ modA from the definition of
intermediate t-structures, and the original statement in [BY] uses the latter.

Now, we start the proof of Theorem 2.3.

Lemma 2.8. Let P ∈ 2-siltA, H := P [ ̸=0] be the heart of the corresponding t-structure, X be
the set of isoclasses of simple objects in H, and S := X ∩ modA as in Theorem 2.3. Then we
have H ∩modA = T(S). Moreover, S belongs to fL-sbrickA.

Proof. We first prove that T(S) ⊂ H ∩ modA. Because H ∩ modA is a torsion class in modA
by Lemma 2.4, it is sufficient to see that S ⊂ H ∩modA. This is clear.

Next, we show the converse H∩modA ⊂ T(S). Since H0(H) = H∩modA follows from [BY,
Remark 4.11], it is enough to show H0(H) ⊂ T(S), that is, H0(X) ∈ T(S) for all X ∈ H. We
use induction on the length l of X in the abelian category H with length.

If l = 0, then X ∼= 0, so H0(X) = 0 ∈ T(S).
If l ≥ 1, there exists a short exact sequence 0 → Y → X → Z → 0 in H with Y simple and

Z of length l − 1. By Remark 2.2 (2), we may assume that Y belongs to modA or (modA)[1].
By the induction hypothesis, we can see H0(Z) ∈ T(S). The short exact sequence is lifted to a
triangle Y → X → Z → Y [1].

If Y ∈ modA, we have Y ∈ S and an exact sequence Y → H0(X) → H0(Z) → 0 in modA.
Set M := Ker(H0(X) → H0(Z)), then we get M ∈ FacY ⊂ T(S). Moreover, there is a short
exact sequence 0 → M → H0(X) → H0(Z) → 0 in modA with H0(Z) ∈ T(S). Thus, the
module H0(X) is also in T(S).

If Y ∈ (modA)[1], we have an exact sequence 0→ H0(X)→ H0(Z)→ 0 in modA. Thus, we
have H0(X) ∼= H0(Z) and H0(X) ∈ T(S).

The induction is complete, and we have H ∩modA = H0(H) = T(S).
Obviously, S is a semibrick, and T(S) = H ∩modA is functorially finite in modA by Propo-

sition 2.7. These mean S ∈ fL-sbrickA. □

Proof of Theorem 2.3. (1)(2) From Proposition 2.7 and Lemma 2.8, it follows that the map
? ∩modA : 2-smcA→ fL-sbrickA is well-defined, and the following diagram is commutative:

2-siltA int-t-strA 2-smcA

sτ -tiltA f-torsA fL-sbrickA

P 7→(P [<0]⊥,P [>0]⊥) // simples of heart //

Fac // Too

H0

��

(heart)∩modA

��
?∩modA

��
.

Because the other maps in this diagram are bijective by Propositions 1.9, 2.5 and 2.7, the map
? ∩modA : 2-smcA→ fL-sbrickA is bijective.

We also have the dual commutative diagram by considering the opposite algebra Aop and
appropriate shifts of complexes, and thus, the map ?[−1] ∩ modA : 2-smcA → fR-sbrickA is
bijective. Part (1) is proved.

The remaining part of the commutative diagram in (2) is obtained from the Nakayama duality
and Theorem 1.3.

Moreover, Proposition 2.7 and Lemma 2.4 imply that T ∈ f-torsA corresponds to F ∈ f-torf A
if and only if (T ,F) is a torsion pair in modA.

(3) It is immediately deduced from (2) and Remark 2.2. □



29

As in Lemma 2.8, the map (heart) ∩modA : int-t-strA→ f-torsA is equal to H0(heart), and
dually, the map (heart)[−1] ∩ modA : int-t-strA → f-torf A is equal to H−1(heart). Therefore,
in the commutative diagram in Theorem 2.3 (2), we can regard the bottom row as the 0th
cohomologies of the middle(-lower) row, and the top row as the−1st cohomologies of the middle(-
upper) row.

2.2. Labeling the exchange quiver with bricks II. In this section, we label the exchange
quiver of 2-smcA with bricks in a similar way to Subsection 1.2. First, we recall the fundamental
properties of mutations in 2-smcA from [BY].

Proposition 2.9. [BY, Subsection 3.7] Let X ∈ 2-smcA and S := X ∩modA.

(1) Assume X ∈ X . Then there exists a left mutation of X at X in 2-smcA if and only if
X ∈ S.

(2) For S0 ∈ S, a left mutation of X at S0 uniquely exists, and it is given as follows:
– define a full subcategory E := FiltS0 of modA,
– set YS0 := S0[1],
– for any S ∈ S \ {S0}, take a left minimal E-approximation fS : S[−1] → ES in

Db(modA) and define YS as the mapping cone of fS (we can see YS ∈ modA and
have an exact sequence 0→ ES → YS → S → 0 in modA),

– for any S′[1] ∈ X \ S, take a left minimal E-approximation fS′[1] : S
′ → ES′[1] in

modA. If fS′[1] is injective, then set YS′[1] := Coker fS′[1], and otherwise (in this
case fS′[1] is surjective), set YS′[1] := (Ker fS′[1])[1],

– now Y := {YX | X ∈ X} is the left mutation of X at S0.

We define labels of the exchange quiver of 2-smcA with bricks as follows.

Definition 2.10. In the setting of Proposition 2.9, we label the arrow X → Y in the exchange
quiver of 2-smcA with a brick S0.

The right mutation in 2-smcA at each object in S ′ := X [−1]∩modA is similarly defined. By
definition, the labels on the arrows from X are the elements of S, and the labels on the arrows
to X are the elements of S ′.

We give an example, compare it with Example 1.18.

Example 2.11. Let A be the path algebra of the quiver 1 → 2 → 3. Figure 5 below is the
exchange quiver of 2-smcA labeled with bricks.

The three exchange quivers of sτ -tiltA, sτ–1-tiltA, and 2-smcA in Examples 1.18 and 2.11 are
naturally isomorphic by the maps in Theorem 2.3. This holds for an arbitrary finite dimensional
K-algebra [BY, Corollary 4.3, Theorem 4.9]. Now, we show that the maps in Theorem 2.3 also
preserve the labels of the exchange quivers.

Theorem 2.12. The maps in Theorem 2.3 preserve the labels of the exchange quivers of sτ -tiltA,
sτ–1-tiltA, and 2-smcA.

Proof. Let X → Y be an arrow in the exchange quiver of 2-smcA labeled with a brick S. We
have S ∈ X ∩ modA and S ∈ Y[−1] ∩ modA by definition. By Theorem 2.3, we can take
M ∈ sτ -tiltA corresponding to X ∈ 2-smcA and N ′ ∈ sτ–1-tiltA corresponding to Y ∈ 2-smcA,
and then T(X ∩modA) = FacM and F(Y[−1] ∩modA) = SubN ′ hold. Therefore, S is a brick
belonging to FacM ∩ SubN ′. Now, Proposition 1.17 implies the assertion. □

2.3. Realizing wide subcategories as module categories II. We have investigated each
left finite subcategory W ∈ fL-wideA in terms of the endomorphism algebra B := EndA(M) of
the corresponding support τ -tilting module M ∈ sτ -tiltA in Subsection 1.3. Now, instead of
B, we use the endomorphism algebra C := EndDb(modA)(P ) of the corresponding 2-term silting
objects P ∈ 2-siltA to study W.



30

3 , 2 , 1

2
3 , 1 , 3 [1]

3 , 1
2 , 2 [1]

3 , 2 , 1 [1]
1
2
3
, 2 , 2

3 [1]

2
3 , 3 [1], 1 [1]

1
2
3
, 3 [1], 2 [1]

3 , 1 , 1
2 [1]

2 , 1 ,
1
2
3
[1]

1
2 ,

1
2
3
[1], 2 [1] 3 , 2 [1], 1 [1]

2 , 2
3 [1], 1 [1]

1 , 3 [1], 1
2 [1]

3 [1], 2 [1], 1 [1]

3

��

2 //

1

����
��
��
��
��
��
��
��
�

2
3 //

1

��

3 ��

1
2 //

3

��;
;;

;;
;;

;;
;;

;;
;;

;

2

OO

2
<<zzzzzz

1
2
3

""D
DD

DD
D

2
3 //

1
2
3
""D

DD
DD

D
1

��;
;;

;;
;;

;;
;;

;;
;;

;

3

��

2

<<zzzzzz

1 ��

1
2 //

3

����
��
��
��
��
��
��
��

2 //

1

��

Figure 5. The exchange quiver of 2-smcA

From now on, we fix P ∈ 2-siltA and set C := EndKb(projA)(P ). TheK-algebra C is isomorphic

to C ′ := EndKb(injA)(νP ) by the Nakayama functor ν : Kb(projA) → Kb(injA). As in [IY,

Proposition 4.8], the heart H = P [̸=0]⊥ of the corresponding t-structure (P [<0]⊥, P [>0]⊥) in
Db(modA) is equivalent to modC by the functor

HomDb(modA)(P, ?) : H
∼=−→ modC.

By the Nakayama duality, we also have an equivalence DHomDb(modA)(?, νP ) : H → modC ′.
We also define

M ′ := H−1(νP ) ∈ sτ–1-tiltA, M := H0(P ) ∈ sτ -tiltA,

B′ := EndA(M
′), B := EndA(M),

S ′ := ind(socB′ M ′) ∈ fR-sbrickA, S := ind(M/radB M) ∈ fL-sbrickA,

and then Theorem 2.3 implies that X := S ∪ S ′[1] ∈ 2-smcA.
Let P1, P2, . . . , Pn be the indecomposable direct summands of P , where n = |A| by [KY,

Corollary 5.1]. For i = 1, 2, . . . , n, we set

M ′
i := H−1(νPi), Mi := H0(Pi),

N ′
i :=

∩
f∈radA(M ′

i ,M
′)

Ker f, Ni := Mi/
∑

f∈radA(M,Mi)

Im f.

We obtain that Ni is a brick or zero from Lemma 1.5 (2). The module N ′
i is also a brick or zero.

Clearly, S ′ = {N ′
i | N ′

i ̸= 0} and S = {Ni | Ni ̸= 0} hold.

Lemma 2.13. In the setting above, the following assertions hold for i = 1, 2, . . . , n.

(1) The module Mi is projective if and only if M ′
i = 0.

(2) We have Ni ̸= 0 if and only if N ′
i = 0.

(3) We have Mi ̸= 0 if and only if M ′
i is not injective.

(4) If Mi is projective then Ni ̸= 0, and if Ni ̸= 0 then Mi ̸= 0.

Proof. Parts (1), (3) and (4) are obvious.
(2) Because #S +#S ′ = n by Remark 2.2, it is sufficient to show that the condition Ni ̸= 0

implies N ′
i = 0. We assume Ni ̸= 0 and N ′

i ̸= 0 and deduce a contradiction.
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Because Ni and N ′
i [1] are in X = S ∪ S ′[1] ∈ 2-smcA, they are simple in H by Theorem 2.3.

On the other hand, Ni ∈ FacMi implies HomDb(modA)(Pi, Ni) ̸= 0, and N ′
i ∈ SubM ′

i implies

HomDb(modA)(N
′
i [1], νPi) ̸= 0. By the Nakayama duality, we have HomDb(modA)(Pi, N

′
i [1]) ̸= 0.

Considering the equivalence HomDb(modA)(P, ?) : H → modC, the two simple objects Ni and

N ′
i [1] in H must be isomorphic. It is a contradiction. □

We have a one-to-one correspondence between the indecomposable direct summands of P and
the elements of X as follows. See also [KY, Lemma 5.3].

Lemma 2.14. For i ∈ {1, 2, . . . , n}, let Xi := Ni if Ni ̸= 0 and Xi := N ′
i [1] if N

′
i ̸= 0. Then

we have X = {X1, X2, . . . , Xn}. Moreover, let j ∈ {1, 2, . . . , n} and define a division ring Dj as
EndDb(modA)(Xj). Then,

HomDb(modA)(Pi, Xj) ∼=

{
Dj (i = j)

0 (i ̸= j)

as left Dj-modules.

Proof. Because X = S ∪ S ′[1], we have X = {X1, . . . , Xn}.
Next, let j ∈ {1, 2, . . . , n}. Then, Xj is a simple object in H. Thus, by the equivalence

HomDb(modA)(P, ?) : H → modC, the C-module HomDb(modA)(P,Xj) is simple. This module is a

simple module over its endomorphism algebra EndC(HomDb(modA)(P,Xj)). By the functoriality

of HomDb(modA)(P, ?) : H → modC, the module HomDb(modA)(P,Xj) is a simple Dj-module.
Thus, it is isomorphic to Dj as left Dj-modules.

Now, Dj
∼= HomDb(modA)(P,Xj) ∼=

⊕n
i=1HomDb(modA)(Pi, Xj) hold as left Dj-modules.

Therefore, there uniquely exists i such that HomDb(modA)(Pi, Xj) ̸= 0. As in the proof of

Lemma 2.13, we have HomDb(modA)(Pj , Xj) ̸= 0. Therefore, HomDb(modA)(Pj , Xj) is isomorphic

to Dj as left Dj-modules, and HomDb(modA)(Pi, Xj) must be zero if i ̸= j. □

By Lemma 2.13, we may assume that P1, P2, . . . , Pn and k ≤ l ≤ m satisfy the following:

• Mi is projective if and only if i = 1, . . . , k,
• Ni ̸= 0 holds if and only if i = 1, . . . , l,
• Mi ̸= 0 holds if and only if i = 1, . . . ,m.

In this case, we have

S = {N1, . . . , Nl}, S ′ = {N ′
l+1, . . . , N

′
n}, X = {N1, . . . , Nl, N

′
l+1[1], . . . , N

′
n[1]}.

The corresponding left finite wide subcategory is W = FiltS, and the corresponding right finite
wide subcategory is W ′ = FiltS ′.

We can see the two categories W,W ′[1] as Serre subcategories of H by the next theorem,
which is the main result of this subsection.

We define fi ∈ C as the idempotent endomorphism P → Pi → P in Kb(projA) and set
f := fl+1 + · · · + fn for P ∈ 2-siltA. We also define f ′

i ∈ C ′ as the idempotent endomorphism
νP → νPi → νP in Kb(injA) and set f ′ := f ′

1 + · · ·+ f ′
l for νP ∈ 2-cosiltA.

Theorem 2.15. In the setting above, we have the following equivalences.

(1) The equivalence HomDb(modA)(P, ?) : H → modC is restricted to an equivalence

W ∼= modC/⟨f⟩.

(2) The equivalence DHomDb(modA)(?, νP ) : H → modC ′ is restricted to an equivalence

W ′[1] ∼= modC ′/⟨f ′⟩.

Proof. We only prove (1). Part (2) is shown similarly. Let X ∈ H.
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A simple object Xi ∈ H does not appear in the composition factors of X in H if and only
if HomDb(modA)(Pi, X) = 0, which is deduced from an exact functor HomDb(modA)(Pi, ?) : H →
modK and Lemma 2.14. This is also equivalent to HomDb(modA)(P,X) ◦ fi = 0.

The condition X ∈ W exactly means that none of Xl+1, . . . , Xn appear in the composition
factors of X in H. By the observation above, this holds if and only if HomDb(modA)(P,X) ◦ f =

0. Therefore, the equivalence HomDb(modA)(P, ?) : H → modC is restricted to an equivalence

W ∼= modC/⟨f⟩. □

Now, we relate Theorem 2.15 to Theorem 1.27. The idempotent e ∈ B defined in Theorem
1.27 is e =

∑m
i=l+1 ei in the current setting, where each ei ∈ B is the idempotent endomorphism

Mi → M → Mi. There is an epimorphism φ : C → B of K-algebras defined as g 7→ H0(g),
which induces an epimorphism φ : C/⟨f⟩ → B/⟨e⟩. We dually define an idempotent e′ ∈ B′

as e′ :=
∑l

i=k+1 e
′
i, with each e′i ∈ B the idempotent endomorphism M ′

i → M ′ → M ′
i . Then

we have a K-algebra epimorphism φ′ : C ′ → B′ defined as g 7→ H−1(g), which induces an
epimorphism φ′ : C ′/⟨f ′⟩ → B′/⟨e′⟩.

Theorem 2.16. The following diagrams are commutative up to isomorphisms of functors:

W

W

modB/⟨e⟩

modC/⟨f⟩

modB

modC

∼= φ

��
φ

��

∼=

HomA(M,?) //

∼=

Hom
Db(modA)

(P,?)
//

nat //

nat //

,

W ′

W ′[1]

modB′/⟨e′⟩

modC ′/⟨f ′⟩

modB′

modC ′

∼= [1]

��

∼= φ′

��
φ′

��

∼=

HomA(?,M ′) //

∼=

Hom
Db(modA)

(?,νP )
//

nat //

nat //

.

In particular, φ : C/⟨f⟩ → B/⟨e⟩ and φ′ : C ′/⟨f ′⟩ → B′/⟨e′⟩ are isomorphisms.

Proof. We show the commutativity of the first diagram. The second one is similarly proved.
It is enough to show that the functor HomDb(modA)(P, ?) : W → modC/⟨f⟩ is isomorphic to

the following functor: each X ∈ W is sent to HomA(M,X) regarded as an object in modC,
where C acts on HomA(M,X) by g · h = g ◦H0(h) for g ∈ HomA(M,X) and h ∈ C.

We consider a natural morphism π : P → M in Db(modA). By straightforward calculation,
a map HomA(π,X) : HomA(M,X) → HomDb(modA)(P,X) for X ∈ W is an isomorphism of K-
vector spaces functorial in X. If it is a functorial isomorphism of C-modules with the C-action
on HomA(M,X) defined as above, then the diagram is commutative. This is easily deduced
from the formula g ◦H0(h) ◦ π = g ◦ π ◦ h for g ∈ HomA(M,X) and h ∈ C.

Now, we have proved that φ induces an equivalence between modB/⟨e⟩ and modC/⟨f⟩.
Because C/⟨f⟩ and B/⟨e⟩ are basic algebras, φ : C/⟨f⟩ → B/⟨e⟩ is an isomorphism. □

2.4. Grothendieck groups and semibricks. In this subsection, we observe semibricks and
2-term simple-minded collections from the point of view of Grothendieck groups.

We first briefly recall the definition of the Grothendieck groups of triangulated categories.
Let D be an essentially small triangulated category. Then the Grothendieck group K0(D) of D
is the abelian group generated by all isomorphic classes [X] in D and bounded by the relation
[X] − [Y ] + [Z] = 0 for each triangle X → Y → Z → X[1]. In this part, we consider the case
D = Db(modA) and the case D = Kb(projA). It is clear that [X[1]] = −[X].

For simplicity, we assume that A is a basic finite-dimensional K-algebra. Let n := |A| and
e1, e2, . . . , en be the primitive idempotents in A.
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It is well-known that the Grothendieck groupK0(D
b(modA)) has the family ([ei(A/radA)])ni=1

of isoclasses of simple modules as a Z-basis [Hap, III.1.2]. If ei(A/radA) appears ci times in the
composition factors of a module M ∈ modA, then in K0(D

b(modA)), the element [M ] is equal
to
∑n

i=1 ci[ei(A/radA)], and for each complex X = (Xa → Xa+1 → · · · → Xb) ∈ Db(modA),

the element [X] is equal to
∑b

j=a(−1)j [Xj ].

Similarly, the Grothendieck group K0(K
b(projA)) has the family ([eiA])

n
i=1 of isoclasses of

indecomposable projective modules as a Z-basis. If a projective module P ∈ projA is decomposed
as P ∼=

⊕n
i=1(eiA)⊕gi , then [P ] =

∑n
i=1 gi[eiA] holds, and for each complex P = (P a → P a+1 →

· · · → P b) ∈ Kb(projA), the element [P ] is equal to
∑b

j=a(−1)j [P j ].
For these two Grothendieck groups, there is a natural bilinear form

⟨?, ?⟩ : K0(K
b(projA))×K0(D

b(modA))→ Z

defined as

⟨P,X⟩ :=
∑
j∈Z

(−1)j dimK HomDb(modA)(P,X[j])

for any P ∈ Kb(projA) and X ∈ Db(modA). It is easy to see that

⟨eiA, ej(A/radA)⟩ =

{
dimK EndA(ei(A/radA)) (i = j)

0 (i ̸= j)
.

The ring EndA(ei(A/radA)) is a division K-algebra, since ei(A/radA) is a simple A-module. We
define an n× n diagonal matrix D so that its (i, i) entry is dimK EndA(ei(A/radA)).

Under this preparation, we fix P ∈ 2-siltA. Decompose P ∼=
⊕n

k=1 Pk, and define a ver-

tical vector gk =
[
(gk)1 (gk)2 · · · (gk)n

]T ∈ Zn so that [Pk] =
∑n

i=1(gk)i[eiA] holds in

K0(K
b(projA)) for each k ∈ {1, 2, . . . , n}. Here, ?T means the transpose. The vector gk is called

the g-vector of [Pk]. Since P ∈ 2-siltA, the g-vectors g1, g2, . . . , gn generate Zn [AI, Theorem
2.27].

We take X ∈ 2-smcA corresponding to P ∈ 2-siltA in Proposition 2.5. By Lemma 2.14,
we may assume that X = {X1, X2, . . . , Xn} and that HomDb(modA)(Pk, Sl) = 0 holds for

k ̸= l. We define a vertical vector ck =
[
(ck)1 (ck)2 · · · (ck)n

]T ∈ Zn so that [Xk] =∑n
i=1(ck)i[ei(A/radA)] holds in K0(D

b(modA)) for each k ∈ {1, 2, . . . , n}. We here call ck the
c-vector of [Xk]. Since X ∈ 2-smcA, the c-vectors c1, c2, . . . , cn generate Zn [KY, Lemma 3.3].

It is clear that ⟨Pk, Xl⟩ = (gk)
T ·D · cl. Actually, this value is given as follows.

Theorem 2.17. Let k, l ∈ {1, 2, . . . , n}. Then,

⟨Pk, Xl⟩ =

{
dimK EndDb(modA)(Xl) (k = l)

0 (k ̸= l)

Proof. Let k, l ∈ {1, 2, . . . , n}. Proposition 2.5 implies HomDb(modA)(Pk, Xl[j]) = 0 for any

j ̸= 0. Thus, ⟨Pk, Xl⟩ coincides with dimK HomDb(modA)(Pk, Xl). Now, the assertion follows
from Lemma 2.14. □

We define n× n matrices G and C as G :=
[
g1 g2 · · · gn

]
and C :=

[
c1 c2 · · · cn

]
.

Then, the above theorem means GTDC = D′, where D′ is the n × n diagonal matrix whose
(i, i) entry is dimK EndDb(modA)(Xi). Since the g-vectors generate Zn and so do the c-vectors,

G and C are invertible matrices on Z. Therefore, the Smith normal forms of D and D′ are the
same. In particular, if D is the identity matrix, then so is D′. We do not know whether the
diagonal matrices D and D′ always coincide up to reordering of their entries, but if the 2-term
silting object P ∈ 2-siltA can be obtained from A ∈ 2-siltA or A[1] ∈ 2-siltA by repeating
mutations, then we have D = D′ up to reordering of their entries, see [KY, Remark 7.7].
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3. Examples

3.1. Semibricks for Nakayama algebras. In this subsection, we calculate the numbers of
semibricks for the following Nakayama algebras. For integers n, l ≥ 1, let An,l be the algebra
given by the following quiver with relations:

1 2 · · · n// // // , all the paths of length l are 0,

and Bn,l be the algebra given by the following quiver with relations:

1 2 · · · n// // //
OO , all the paths of length l are 0.

In this subsection, we calculate an,l := # sbrickAn,l and bn,l := # sbrickBn,l. For n = 0, let
A0,l := 0; hence a0,l = 1, since # sbrickA0,l = {∅}. For convenience, we also set an,l = 0 for
n < 0.

To state our result, we recall the nth Catalan numbers:

cn =
1

n+ 1

(
2n
n

)
=

(2n)!

(n+ 1)! · n!
(n ≥ 0).

They satisfy the following equation:

cn+1 =
n∑

i=0

cicn−i (n ≥ 0).(*)

The next equations are the main result of this subsection.

Theorem 3.1. Let n, l ≥ 1 be integers.

(1) The following equations hold:

an,l = cn+1 (n = 1, 2, . . . , l), an,l = 2an−1,l +
l∑

i=2

ci−1an−i,l (n ≥ 1).

(2) The following equations hold:

bn,l = (n+ 1)cn (n = 1, 2, . . . , l), bn,l = 2bn−1,l +
l∑

i=2

ci−1bn−i,l (n ≥ l + 1).

(3) Let ξ1, ξ2, . . . , ξl ∈ C be the roots of the polynomial Fl(X) := X l−2X l−1−
∑l

i=2 ci−1X
l−i

with multiplicities. Then we have

an,l =
∑

t1,t2...,tl∈Z≥0,
t1+t2+···+tl=n

ξt11 ξt22 · · · ξ
tl
l and bn,l = ξn1 + ξn2 + · · ·+ ξnl (n ≥ 1).

We remark that Fl(X) is the characteristic polynomial of the common recurrence relation of
the sequences (an,l)

∞
n=1 and (bn,l)

∞
n=1 stated in parts (1) and (2) of the above theorem.

From Theorem 3.1, we obtain Tables 1 and 2 below.

n
1 2 3 4 5 6 7

l

1 2 4 8 16 32 64 128
2 2 5 12 29 70 169 408
3 2 5 14 37 98 261 694
4 2 5 14 42 118 331 934
5 2 5 14 42 132 387 1130
6 2 5 14 42 132 429 1298
7 2 5 14 42 132 429 1430
Table 1. The table of an,l

n
1 2 3 4 5 6 7

l

1 2 4 8 16 32 64 128
2 2 6 14 34 82 198 478
3 2 6 20 50 132 354 940
4 2 6 20 70 182 504 1430
5 2 6 20 70 252 672 1920
6 2 6 20 70 252 924 2508
7 2 6 20 70 252 924 3432
Table 2. The table of bn,l
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The algebras An,l and Bn,l are representation-finite, so every semibrick is left finite. For each
of these algebras, Theorem 1.3 implies that the number of semibricks coincides with the number
of support τ -tilting modules. Support τ -tilting modules over Nakayama algebras were studied
in the paper [Ada], which contains the tables of the numbers of support τ -tilting modules for
the algebras An,l and Bn,l [Ada, Tables 3 and 5]. Compare them with our Tables 1 and 2 above.

For u ∈ {1, 2, . . . , n}, we write eu for the idempotent of An,l and Bn,l for the vertex u, and set
eU :=

∑
u∈U eu for each subset U ⊂ {1, 2, . . . , n}. The notation suppM := {u ∈ {1, 2, . . . , n} |

Mei ̸= 0} denotes the support of a module M over An,l or Bn,l. We define (cyclic) intervals
[u, v], [[u, v]] ⊂ {1, 2, . . . , n} for u, v ∈ {1, 2, . . . , n} as

[u, v] =

{
{u, u+ 1, . . . , v} (u ≤ v)

∅ (u > v)
, [[u, v]] =

{
{u, u+ 1, . . . , v} (u ≤ v)

{u, u+ 1, . . . , n, 1, 2, . . . , v} (u > v)
.

Since An,l and Bn,l are Nakayama algebras, for u, v ∈ {1, 2, . . . , n}, there exists at most one brick
X satisfying topX = Su and socX = Sv, where Su and Sv are the simple modules corresponding
to the vertices u and v, respectively. If such an X exists, then we set Su,v := X.

First, we remark the next property, which follows from An,l = An,n for n ≤ l.

Lemma 3.2. Let n, l ≥ 1 be integers with n ≤ l. Then we have an,l = an,n.

The next proposition is a keypoint to determine the values of an,l.

Proposition 3.3. For any integers n, l ≥ 1, the following equation holds:

an,l = 2an−1,l +

l∑
i=2

ai−2,lan−i,l.

Proof. Let m := min{n, l}. A brick Sn−i+1,n is well-defined for i = 1, . . . ,m.
Let S ∈ sbrickAn,l. Because S is a semibrick, S satisfies exactly one of the following conditions

(0), (1), . . . , (m):

(0) no brick S ∈ S satisfies n ∈ suppS,
(i) (i ∈ {1, 2, . . . ,m}) the brick Sn−i+1,n belongs to S.

We define sb(i) as the subset of sbrickAn,l consisting of the semibricks satisfying the condition
(i) for each i ∈ {0, 1, . . . ,m}. Then # sbrickAn,l =

∑m
i=0# sb(i) holds.

First, we clearly have sb(0) = sbrickAn,l/⟨en⟩ and An,l/⟨en⟩ ∼= An−1,l. Thus, we get that
# sb(0) = an−1,l.

Second, we have a bijection sb(1) → sbrickAn,l/⟨en⟩ defined as S 7→ S \ {Sn,n}. Because
An,l/⟨en⟩ ∼= An−1,l, we get that # sb(1) = an−1,l.

Next, for each i ∈ {2, 3, . . . ,m}, there exists a bijection

sb(i)→ sbrickAn,l/⟨e[n−i+1,n]⟩ × sbrickAn,l/⟨1− e[n−i+2,n−1]⟩
S 7→ ({S ∈ S | suppS ∩ [n− i+ 1, n] = ∅}, {S ∈ S | suppS ⊂ [n− i+ 2, n− 1]}).

The inverse map is given by (S1,S2) 7→ S1 ∪ S2 ∪ {Sn−i+1,n}. Since there are isomorphisms
of algebras An,l/⟨e[n−i+1,n]⟩ ∼= An−i,l and An,l/⟨1 − e[n−i+2,n−1]⟩ ∼= Ai−2,l (including i = 2), we
have # sb(i) = ai−2,lan−i,l.

Now, we obtain the equations

an,l = # sbrickAn,l =

m∑
i=0

# sb(i) = 2an−1,l +

m∑
i=2

ai−2,lan−i,l.

This equation implies the assertion, because an,l = 0 for n < 0. □
We can regard the equation in Proposition 3.3 as a recurrence relation on n with the coeffi-

cients an,l. We determine the values of these coefficients.

Lemma 3.4. We have an,l = cn+1 if 0 ≤ n ≤ l and 1 ≤ l.
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Proof. We use induction on n. Note that we have defined an,l = 0 for n < 0.
For n = 0, 1, we have a0,l = 1 = c1 and a1,l = 2 = c2 as desired.
If n ≥ 2, by Proposition 3.3 and the induction hypothesis, we have

an,l = 2an−1,l +

n∑
i=2

ai−2,lan−i,l = 2cn +

n∑
i=2

ci−1cn−i+1 =

n∑
i=0

cicn−i
(∗)
= cn+1,

and the assertion holds. The induction process is now complete. □
Now, we have a recurrence relation of the sequence (an,l)

∞
n=1 for each l ≥ 1.

Proof of Theorem 3.1 (1). Proposition 3.3 and Lemma 3.4 imply the assertion. □
Next, we consider the algebra Bn,l.

Lemma 3.5. We have sbrickBn,n = sbrickBn,l and bn,l = bn,n if 1 ≤ n ≤ l.

Proof. It is easy to see that Bn,n is a quotient algebra of Bn,l, and that any brick in modBn,l

belongs to modBn,n. Thus the assertions follow. □
The value bn,l can be calculated from the sequence (an,l)

∞
n=1.

Proposition 3.6. For any integers n, l ≥ 1, the following equation holds:

bn,l = 2an−1,l +

l∑
i=2

ici−1an−i,l.

Proof. We set m := min{n, l}.
Let S ∈ sbrickBn,l. Because S is a semibrick, S satisfies exactly one of the following conditions

(0), (1), . . . , (m):

(0) no brick S ∈ S satisfies n ∈ suppS,
(i) (i ∈ {1, 2, . . . ,m}) there exists some brick S ∈ S satisfying n ∈ suppS, and max{dimK S |

S ∈ S, n ∈ suppS} = i holds.

We define sb(i) as the subset of sbrickBn,l consisting of the semibricks satisfying the condition
(i) for each i ∈ {0, 1, . . . ,m}. Then # sbrickBn,l =

∑m
i=0# sb(i) holds.

First, we clearly have sb(0) = sbrickBn,l/⟨en⟩ and Bn,l/⟨en⟩ ∼= An−1,l. Thus, we get that
# sb(0) = an−1,l.

Second, we have a bijection sb(1) → sbrickBn,l/⟨en⟩ defined as S 7→ S \ {Sn,n}. Because
Bn,l/⟨en⟩ ∼= An−1,l, we get that # sb(1) = an−1,l.

Next, let i ∈ {2, 3, . . . ,m}. For each pair (u, v) satisfying n ∈ [[u, v]] and #[[u, v]] = i, a brick
Su,v is well-defined, so let sb(u, v) be the subset of sb(i) consisting of S with Su,v ∈ S.

If S ∈ sb(u, v), then any brick S ∈ S different from Su,v satisfies suppS ∩ [[u, v]] = ∅ or
suppS ⊂ [[u, v]] \ {u, v}. In particular, Su,v is the unique brick S ∈ S satisfying n ∈ suppS and
# suppS = i.

Thus, we have the following decomposition into a disjoint union:

sb(i) =
⨿

n∈[[u,v]],#[[u,v]]=i

sb(u, v).

For a pair (u, v) satisfying n ∈ [[u, v]] and #[[u, v]] = i, there exists a bijection

sb(u, v)→ sbrickBn,l/⟨e[[u,v]]⟩ × sbrickBn,l/⟨1− e[[u,v]]\{u,v}⟩
S 7→ ({S ∈ S | suppS ∩ [[u, v]] = ∅}, {S ∈ S | suppS ⊂ [[u, v]] \ {u, v}}).

The inverse is given by (S1,S2) 7→ S1 ∪ S2 ∪ {Su,v}. Since there are isomorphisms of alge-
bras, Bn,l/⟨e[[u,v]]⟩ ∼= An−i,l and Bn,l/⟨1 − e[[u,v]]\{u,v}⟩ ∼= Ai−2,l (including i = 2), we get that
# sb(u, v) = ai−2,lan−i,l = ci−1an−i,l. There exist exactly i pairs (u, v) satisfying n ∈ [[u, v]] and
#[[u, v]] = i, so we have # sb(i) = ici−1an−i,l.
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Now, we have equations

bn,l = # sbrickBn,l =

m∑
i=0

# sb(i) = 2an−1,l +

m∑
i=2

ici−1an−i,l.

This equation implies the assertion, because an,l = 0 for n < 0. □

We can also determine bn,l explicitly if n ≤ l.

Lemma 3.7. We have bn,l = (n+ 1)cn if 1 ≤ n ≤ l.

Proof. By Proposition 3.6 and Lemma 3.4, we have

bn,l = 2an−1,l +
n∑

i=2

iai−2,lan−i,l = 2cn +
n∑

i=2

ici−1cn−i+1.

On the other hand, the equalities

n∑
i=2

ici−1cn−i+1 =

n−1∑
i=1

(i+ 1)cicn−i =

n−1∑
i=1

(n− i+ 1)cicn−i,

hold, so we get that

2
n∑

i=2

ici−1cn−i+1 =
n−1∑
i=1

(i+ 1)cicn−i +
n−1∑
i=1

(n− i+ 1)cicn−i

= (n+ 2)
n−1∑
i=1

cicn−i = (n+ 2)

(
n∑

i=0

cicn−i − 2cn

)
(∗)
= (n+ 2)(cn+1 − 2cn).

Since (n + 2)cn+1 = 2(2n + 1)cn holds by definition, we have
∑n

i=2 ici−1cn−i+1 = (n − 1)cn;
hence, bn,l = (n+ 1)cn. □

Now, we prove Theorem 3.1 (2).

Proof of Theorem 3.1 (2). We have obtained the first equation in Lemma 3.7. For the second
equation, we use the assumption n ≥ l+1; then Propositions 3.3 and 3.6 imply the assertion. □

Let l ≥ 1 be an integer. It remains to prove Theorem 3.1 (3). For each i ∈ {0, 1, . . . , l},
we define an integer di so that Fl(X) =

∑l
i=0 diX

l−i. Then we have d0 = 1, d1 = −2, and
di = −ci−1. Recall the following symmetric polynomials en,hn,pn ∈ Z[X1, X2, . . . , Xl] (see
[Mac]):

en(X1, . . . , Xl) :=
∑

J⊂{1,2,...,l},#J=n

∏
j∈J

Xj (n = 0, 1, . . . , l),

hn(X1, . . . , Xl) :=
∑

t1,t2...,tl∈Z≥0,
t1+t2+···+tl=n

Xt1
1 Xt2

2 · · ·X
tl
l (n ∈ Z),

pn(X1, . . . , Xl) := Xn
1 +Xn

2 + · · ·+Xn
l (n ≥ 1).

In particular, we have e0 = 1, h0 = 1, and hn = 0 for n < 0. We need a technical lemma on
these polynomials.

Lemma 3.8. [Mac] For any integer n ≥ 1, we have polynomial equations
∑l

i=0(−1)ieihn−i = 0

and
∑l

i=1(−1)i−1ieihn−i = pn.

Proof. The first equation is shown in [Mac, I.2, (2.6′)], and the second one is deduced from the
second and the third equations in [Mac, I.2, Example 8]. □

Now, we complete the proof of Theorem 3.1.
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Proof of Theorem 3.1 (3). We first show the assertion for an,l. Fix l ≥ 1. For any n ∈ Z, we set
a′n,l := hn(ξ1, ξ2, . . . , ξl). It is enough to show that a′n,l = an,l for all n ≥ 1.

We claim that
∑l

i=0 dia
′
n−i,l = 0 for n ≥ 1. Indeed, ei(ξ1, ξ2, . . . , ξl) = (−1)idi holds for each

i = 0, 1, . . . , l. Substituting ξj for Xj in the first equation in Lemma 3.8, we have
∑l

i=0 dia
′
n−i,l =

0 for n ≥ 1.
By Theorem 3.1 (1), we also have

∑l
i=0 dian−i,l = 0 for n ≥ 1. Because a0,l = 1 = a′0,l and

an,l = 0 = a′n,l for n < 0, it can be shown inductively that an,l = a′n,l for all n ≥ 1. The assertion
for an,l is now proved.

We next show the assertion for bn,l. In the second equation in Lemma 3.8, by setting Xj = ξj
and using a′n,l = an,l, we have

∑l
i=1(−idi)an−i,l = ξn1 + ξn2 + · · · + ξnl . By Proposition 3.6, it is

easily seen that bn,l =
∑l

i=1(−idi)an−i,l, which yields bn,l = ξn1 + ξn2 + · · ·+ ξnl . □

3.2. Wide subcategories for tilted algebras. We investigate functorially finiteness of wide
subcategories and semibricks mainly for tilted algebras here. Recall from Subsection 1.3 that
f-wideA is the set of functorially finite wide subcategories of modA. For a given algebra A, we
consider the following two conditions in this subsection.

Condition 3.9. The equalities f-wideA = fL-wideA and f-wideA = fR-wideA hold.

Note that we always have the inclusions fL-wideA ⊂ f-wideA and fR-wideA ⊂ f-wideA, see
Proposition 1.28.

Condition 3.10. For any S ∈ fL-sbrickA, any subset of S belongs to fL-sbrickA.

Ingalls–Thomas studied functorially finite wide subcategories for hereditary algebras [IT].
From their results, it follows that Condition 3.9 holds if A is hereditary.

Proposition 3.11. If A is hereditary, f-wideA = fL-wideA = fR-wideA hold.

Proof. We only show that f-wideA = fL-wideA, because the opposite algebra Aop is also hered-
itary.

By Proposition 1.28, it suffices to show that f-wideA ⊂ fL-wideA. Let W ∈ f-wideA, then
FacW = T(W) holds by [IT, Proposition 2.13]. Then [IT, Corollary 2.17] implies T(W) =
FacW ∈ f-torsA, which yields W ∈ fL-wideA. Now f-wideA ⊂ fL-wideA has been proved, and
we obtain the assertion. □

We also remark relationship between Conditions 3.9 and 3.10.

Proposition 3.12. If f-wideA = fL-wideA, then the algebra A satisfies Condition 3.10.

Proof. Assume f-wideA = fL-wideA. Let S ∈ fL-sbrickA and S1 ⊂ S.
Set W := FiltS and W1 := FiltS1. Since S ∈ fL-sbrickA, we have W ∈ fL-wideA, and

Proposition 1.28 implies that W ∈ f-wideA.
We claim that W1 is a functorially finite subcategory of W. There exists M ∈ sτ -tiltA such

that ind(M/radB M) = S with B := EndA(M) by Theorem 1.3. By Theorem 1.27, we obtain
an equivalence HomA(M, ?) : W → modC for some algebra C sending the elements of S to the
simple C-modules. Thus, HomA(M,W1) is equivalent to a Serre subcategory of modC, and it
is functorially finite in modC. This implies that W1 is functorially finite in W.

Because W belongs to f-wideA, we get that W1 ∈ f-wideA. By assumption, we have W1 ∈
fL-wideA. Therefore, A satisfies Condition 3.10. □

Thus, every hereditary algebra A satisfies both Conditions 3.9 and 3.10. On the other hand,
neither of these conditions holds for the following algebra A in Example 3.13.
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Example 3.13. Let A be the finite-dimensional K-algebra given by the following quiver with
relation:

1 2 3
γ //

α //

β
// , αγ = 0.

We write ei for the corresponding idempotent for the vertex i = 1, 2, 3.
We consider the indecomposable injective module I3:

I3 =
(

1
2
3

)
, I3α = 0, I3β = I3e2.

First, I3 is a brick, so Filt I3 ∈ wideA follows from Proposition 1.24. Because I3 is injective,
we have Filt I3 = add I3, so it belongs to f-wideA.

We claim that Filt I3 /∈ fL-wideA, that is, T(Filt I3) = T(I3) /∈ f-torsA. We assume that
T(I3) ∈ f-torsA and deduce a contradiction. We consider the quotient algebra A′ := A/⟨e3⟩. The
algebra A′ is isomorphic to the path algebra of the Kronecker quiver 1 ⇒ 2. Let M := I3⊗AA′.
Because T(I3) = Filt(Fac I3) ∈ f-torsA, the torsion class T(M) = Filt(FacM) must belong to
f-torsA′. We can see M ∈ brickA′, because

M = ( 12 ) , Mα = 0, Mβ = Me2,

so we have FiltM ∈ wideA′. Because T(M) = T(FiltM) ∈ f-torsA′, the wide subcategory
FiltM must be in f-wideA′ by Proposition 1.28. However, M is in a homogeneous tube in the
Auslander–Reiten quiver of modA′, so we obtain that FiltM /∈ f-wideA, and it is a contradiction.
Thus, the claim T(Filt I3) = T(I3) /∈ f-torsA is now shown.

Therefore, Condition 3.9 does not hold.
Moreover, we claim fL-wideA ̸= fR-wideA. To prove this, we show that Filt I3 ∈ fR-wideA,

that is, F(I3) ∈ f-torf A. We use the map τ–1-rigidA → fR-sbrickA in Theorem 1.3. Clearly,
I3 ∈ τ–1-rigidA and I3 ∈ brickA. Thus, the corresponding right finite semibrick is {I3}, and we
have F(I3) ∈ f-torf A.

For Condition 3.10, we consider a simple module S2:

S2 = ( 2 ) .

We can see {I3, S2} ∈ sbrickA, and we have shown that {I3} /∈ fL-sbrickA. To show that
Condition 3.10 does not hold, it is sufficient to prove that {I3, S2} ∈ fL-sbrickA, that is,
T(I3, S2) ∈ f-torsA. We use the map τ -rigidA → fL-sbrickA in Theorem 1.3. Let P1 be the
following indecomposable projective module:

P1 =
(

1
2 2

3

)
.

By straightforward calculation, we obtain that S2 ⊕ P1 is a τ -rigid A-module, and then the
corresponding left finite semibrick is {I3, S2}. This implies that T(I3, S2) ∈ f-torsA. Thus,
Condition 3.10 does not hold.

The algebra in Example 3.13 is a tilted algebra of type Ã2. The exchange quivers of sτ -tiltA
and sτ–1-tiltA are written in Figure 6 below. The corresponding left finite semibricks and the
corresponding right finite semibricks are denoted by red letters. We can see that fL-sbrickA ⊂
fR-sbrickA and that {I3} is the unique element in fR-sbrickA \ fL-sbrickA.

On Condition 3.9, we prove more general properties for tilted algebras. In the rest, we assume
that K is an algebraically closed field.

Theorem 3.14. Let H be a hereditary algebra, T ∈ modH be a tilting module, and A :=
EndH(T ). Then the following assertions hold.

(1) If SubH τT has only finitely many indecomposable H-modules, then f-wideA = fL-wideA.
If FacH T has only finitely many indecomposable H-modules, then f-wideA = fR-wideA.

(2) If T is either preprojective or preinjective, then f-wideA = fL-wideA = fR-wideA.
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Figure 6. The exchange quivers of sτ -tiltA and sτ–1-tiltA
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(3) Assume that H is a hereditary algebra of extended Dynkin type. We decompose T as
Tpp⊕Treg⊕Tpi with a preprojective module Tpp, a regular module Treg, and a preinjective
module Tpi. If Treg ̸= 0 and Tpi = 0, then we have f-wideA ⊋ fR-wideA, and if Treg ̸= 0
and Tpp = 0, then we have f-wideA ⊋ fL-wideA.

Now, we begin the proof of the theorem. For additive full subcategories C1, C2 ⊂ modA, the
notation C1 ∗ C2 denotes the full subcategory of modA consisting of all M such that there exists
a short exact sequence 0→M1 →M →M2 → 0 with M1 ∈ C1 and M2 ∈ C2.

Lemma 3.15. Let (X ,Y) be a torsion pair in modA satisfying the following conditions:

• the torsion pair (X ,Y) is splitting,
• for any N1, N2 ∈ Y, we have Ext2A(N1, N2) = 0,
• the torsion class X has only finitely many indecomposable A-modules.

Then we have f-wideA = fL-wideA.

Proof. We note that Ext1A(N,M) = 0 holds for any M ∈ X and any N ∈ Y, because the torsion
pair (X ,Y) is splitting.

Let W ∈ f-wideA and set WX := W ∩ X and WY := W ∩ Y. It is sufficient to prove that
T(W) ∈ f-torsA.

We first claim that FacWX ∗ FacWY ⊂ FacWY ∗ FacWX holds. Let L belong to FacWX ∗
FacWY . There exists a short exact sequence 0→ L1

f−→ L
g−→ L2 → 0 such that L1 ∈ FacWX and

L2 ∈ FacWY . Because L2 ∈ FacWY , there exists a surjection h : N → L2 with N ∈ WY . We
haveN ∈ Y and L1 ∈ FacWX ⊂ X , because X is a torsion class. Thus, we have Ext1A(N,L1) = 0,
so HomA(N, g) : HomA(N,L) → HomA(N,L2) is surjective. There exists h′ : N → L such that
h = gh′. We have the following commutative diagram with the rows exact:

0 0 N N 0

0 L1 L L2 0

// // //

// f // g // //
��

h′

��
h

��
.

We have exact sequences L1 → Coker h′ → Coker h = 0 by Snake lemma and 0→ Imh′ → L→
Coker h′ → 0 by definition. We can easily see Imh′ ∈ FacN ⊂ FacWY and Coker h′ ∈ FacL1 ⊂
FacWX . Thus, we have L ∈ FacWY ∗ FacWX . Therefore, the claim FacWX ∗ FacWY ⊂
FacWY ∗ FacWX is proved.

By assumption, every indecomposable module in W belongs to X or Y. Thus, we have
T(W) = Filt(FacWX ∪FacWY). Because FacWX ∗FacWY ⊂ FacWY ∗FacWX , we have T(W) =
T(WY) ∗ T(WX ). If T(WY) and T(WX ) are functorially finite, then T(W) is functorially finite,
see [SikS, Theorem 2.6].

We would like to show the functorially finiteness of T(WY).
We prove that T(WY) = FacWY by a similar argument to [IT, Proposition 2.13]. Let 0 →

L1 → L2 → L3 → 0 be a short exact sequence with L1, L3 ∈ FacWY . It is sufficient to show that
L2 ∈ FacWY . By assumption, there exists a surjection f3 : N3 → L3 with N3 ∈ WY . Taking the
pull back, we have the following commutative diagram with the rows exact and f2 surjective:

0 L1 L′
2 N3 0

0 L1 L2 L3 0

// // // //

// // // //

f2

��
f3

��
.

By assumption again, there exists a surjection g1 : N1 → L1 with N1 ∈ WY . Because Y is a
torsion-free class, we have Ker g1 ∈ Y. By assumption, we get Ext2A(N3,Ker g1) = 0. Thus,
we have an exact sequence Ext1A(N3, N1) → Ext1A(N3, L1) → 0, so there exists the following
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commutative diagram with the rows exact and g2 surjective:

0 N1 L′′
2 N3 0

0 L1 L′
2 N3 0

// // // //

// // // //

g1

��

g2

��
.

Here, we have L′′
2 ∈ WY , because WY is extension closed. Since f2 and g2 are surjective,

f2g2 : L
′′
2 → L2 is surjective, so we have L2 ∈ FacWY . It is now proved that T(WY) = FacWY .

We claim that WY is covariantly finite in modA. Let L ∈ modA. There exists a left W-
approximation f : L → M ⊕ N with M ∈ WX and N ∈ WY , because W is functorially finite
and (X ,Y) is splitting. Compose the projection p : M ⊕ N → N , then we have a left WY -
approximation pf : L→ N , because HomA(X ,Y) = 0. Therefore, WY is covariantly finite.

Now we can take a left WY -approximation A→ N of A. Then we get N ∈ WY ⊂ FacN and
FacWY = FacN . By [AS1, Proposition 4.6], T(WY) = FacWY = FacN is functorially finite.

On the other hand, it is clear that T(WX ) is contained in X , so T(WX ) has only finitely many
indecomposable modules. Thus, T(WX ) is functorially finite in modA.

We finally get that T(W) = T(WY) ∗ T(WX ) is functorially finite. □

We can show Theorem 3.14.

Proof of Theorem 3.14. (1) We consider the first statement. The other one is shown by taking
K-duals.

The tilting H-module T induces a torsion pair (FacH T, SubH τT ) in modA and a torsion
pair (FacAD(τT ),SubADT ) in modA. We check that the torsion pair (FacAD(τT ), SubADT )
satisfies the conditions in Lemma 3.15.

First, since H is hereditary, (FacAD(τT ),SubADT ) is a splitting torsion pair in modA by
[ASS, VI.5.7. Corollary].

Second, by [ASS, VI.4.1. Lemma], the projective dimension of every module in SubADT is at
most one. Thus, we have Ext2A(N1, N2) = 0 for any N1, N2 ∈ SubADT .

Third, the torsion-free class SubH τT in modH has only finitely many indecomposable H-
modules by assumption. Thus, the torsion class FacAD(τT ) in modA has only finitely many
indecomposable A-modules.

Thus, the conditions in Lemma 3.15 hold for (FacAD(τT ),SubADT ). Thus, f-wideA =
fL-wideA.

(2) We consider the case that T is preprojective. The other case is shown similarly.
Since T is preprojective, the torsion-free class SubH τT has only finitely many indecomposable

H-modules [ASS, VIII.2.5. Lemma]. Thus, we get f-wideA = fL-wideA by (1).
On the other hand, there exists some preinjective tilting H-module T ′ with A ∼= EndH(T ′).

Since T ′ is preinjective, the torsion class FacH T ′ has only finitely many indecomposable H-
modules. Thus, we also have f-wideA = fR-wideA by (1).

(3) We consider the first statement. The other one is shown by taking K-duals. We fully
refer to [SimS].

By assumption, there exists a regular stable tube C in the Auslander–Reiten quiver of modH
containing an indecomposable direct summand of Treg. Let V be the direct sum of the inde-
composable direct summands of T in C, and decompose T as U ⊕V . We have HomH(V,U) = 0,
because H is a hereditary algebra of extended Dynkin type.

Now we define the cone for each indecomposable H-module in the stable tube C as in [SimS].
Let r be the rank of the stable tube C. Then C is isomorphic to ZA∞/⟨τ r⟩ as translation quivers.
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We may assume that the set of vertices of ZA∞/⟨τ r⟩ is {1, 2, 3, . . .} × (Z/rZ), and that the
set of arrows is

{(a, b+ rZ)→ (a+ 1, b+ rZ) | a ∈ {1, 2, 3, . . .}, b ∈ {0, 1, . . . , r − 1}}
∪ {(a+ 1, b+ rZ)→ (a, b+ 1 + rZ) | a ∈ {1, 2, 3, . . .}, b ∈ {0, 1, . . . , r − 1}}.

Fix an isomorphism C → ZA∞/⟨τ r⟩ and identify C with ZA∞/⟨τ r⟩ by this isomorphism.
Let W be an indecomposable module in C and (a, b+rZ) be its position, then the cone ConeW

is defined as the set of indecomposable modules in C located in

{(c, b+ d+ rZ) | c ∈ {1, 2, . . . , a}, d ∈ {0, 1, . . . , a− c}}.

For example, if a = 3, this set is pictured as follows:

(3, b+ rZ)

(2, b+ rZ) (2, b+ 1 + rZ)

(1, b+ rZ) (1, b+ 1 + rZ) (1, b+ 2 + rZ)

99sssss

99sssss %%KK
KKK

%%KK
KKK

% %KK
KKK 99sssss

.

Now, let V1, . . . , Vp be the distinct elements of indH V . They are indecomposable H-modules
in C. By [SimS, XVII.1.7. Lemma], if i ̸= j, then ConeVi ⊊ ConeVj or ConeVi ⊋ ConeVj or
ConeVi∩ConeVj = ∅ holds. Thus, we may assume that ConeV1 ⊋ ConeVj or ConeV1∩ConeVj =
∅ holds for j = 2, . . . , p.

We define an idempotent e ∈ A as U ⊕ V → V → U ⊕ V . Since HomH(V,U) = 0, we
have A/⟨e⟩ ∼= EndH(U) as K-algebras. By [SimS, XVII.2.3. Theorem] (c), the indecomposable
A-modules in HomH(T, C ∩ FacH T ∩ V ⊥), where V ⊥ is considered in modH, forms a standard
stable tube C′ in the Auslander–Reiten quiver of modA/⟨e⟩. Let M1, . . . ,Mm be all the distinct
A/⟨e⟩-modules in the mouth of the stable tube C′.

In this setting, P1 := HomH(T, V1) is a projective A-module. If V1 is located on (a, b + rZ)
in C, we consider the H-module W1 corresponding to the vertex (a + 1, b − 1 + rZ). From the
proof of [SimS, XVII.2.3. Theorem], we obtain the following properties:

• HomH(T,W1) is an A/⟨e⟩-module lying in the mouth of the stable tube C′,
• there exists an A/⟨1− e⟩-module N such that radA P1 = HomH(T,W1)⊕N .

Therefore, we may assume M1 = HomH(T,W1), and we obtain that M1 = HomH(T,W1) co-
incides with the maximum A-submodule X of P1 satisfying X ∈ modA/⟨e⟩, or equivalently,
M1 = HomA(A/⟨e⟩, P1).

Now, we claim that the set S := {P1,M2, . . . ,Mm} is a semibrick in modA. First, by a prop-
erty of standard stable tubes, we have {M2, . . . ,Mm} ∈ sbrickA. We also have HomA(P1,Mi) =
0, since Mi is an A/⟨e⟩-module. Next, HomA(Mi, P1) ∼= HomA(Mi,M1) = 0 holds for i =
2, . . . ,m, because Mi ∈ modA/⟨e⟩ and M1 = HomA(A/⟨e⟩, P1). It remains to show P1 ∈ brickA.
Since V1 is a direct summand of V , it satisfies Ext1H(V1, V1) = 0; hence, V1 ∈ brickH by [SimS,
XVII.1.6. Lemma]. Thus, P1 ∈ brickA. Therefore, we have S ∈ sbrickA. We can consider a
wide subcategory W = FiltA S of modA.

We prove that W ∈ f-wideA. We have W = addA P1 ∗ FiltA(M2, . . . ,Mm), since P1 is projec-
tive. By construction, M2, . . . ,Mm are A/⟨e⟩-modules in the mouth of C′ and there also exists
M1 in the mouth. Thus, a wide subcategory FiltA(M2, . . . ,Mm) belongs to f-wideA/⟨e⟩; hence,
FiltA(M2, . . . ,Mm) ∈ f-wideA. On the other hand, addA P1 is obviously functorially finite in
modA. Thus, we get that W ∈ f-wideA by [SikS, Theorem 2.6].

We finally prove that W /∈ fR-wideA, or equivalently, FA(W) /∈ f-torf A. We assume that
FA(W) ∈ f-torf A, and deduce a contradiction. This assumption implies that FA(W)∩modA/⟨e⟩
is functorially finite in modA/⟨e⟩. The bricks M2, . . . ,Mm already belong to modA/⟨e⟩, and
M1 = HomA(A/⟨e⟩, P1) holds. Therefore, we have FA(M1, . . . ,Mm) = FA(W) ∩ modA/⟨e⟩ ∈
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f-torf A/⟨e⟩; hence, a wide subcategory FiltA(M1, . . . ,Mm) must belong to f-wideA/⟨e⟩ by Propo-
sition 1.28. However, this is a contradiction, because M1, . . . ,Mm are all the A/⟨e⟩-modules in
the mouth of the stable tube C′. Thus, we obtain that FA(W) /∈ f-torf A.

The proof is now complete. □
Finally, we obtain the following result for tilted algebras A of extended Dynkin type.

Corollary 3.16. We use the setting of Theorem 3.14 (3). Then, the tilting H-module T satisfies
one of the conditions (1)–(5) in the following table, which shows whether f-wideA = fL-wideA
or f-wideA = fR-wideA holds in each case.

No. Tpp Treg Tpi f-wideA = fL-wideA f-wideA = fR-wideA
(1) ̸= 0 = 0 = 0 Yes Yes
(2) = 0 = 0 ̸= 0 Yes Yes
(3) ̸= 0 ̸= 0 = 0 Yes No
(4) = 0 ̸= 0 ̸= 0 No Yes
(5) ̸= 0 ̸= 0 Yes Yes

Proof. Since there never exists a regular tilting H-module [SimS, XVII.3.4. Lemma], T satisfies
one of the conditions (1)–(5).

In the cases (1) and (2), both of the conditions f-wideA = fL-wideA and f-wideA = fR-wideA
hold by Theorem 3.14 (2).

Next, we consider the case (3). By Step 3◦ of the proof of [SimS, XVII.3.5. Theorem], SubH τT
has only finitely many indecomposable H-modules. Thus, we can apply Theorem 3.14 (1) and
obtain f-wideA = fL-wideA. On the other hand, Theorem 3.14 (3) implies f-wideA ̸= fR-wideA.

Similarly, in the case (4), we get f-wideA = fR-wideA and f-wideA ̸= fL-wideA.
It remains to deal with the case (5). Then, A is representation-finite [SimS, XVII.3.3. Lemma].

Thus, we have both f-wideA = fL-wideA and f-wideA = fR-wideA. □
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Part 2. Bricks over preprojective algebras and join-irreducible
elements of Coxeter groups

0. Introduction

The representation theory of preprojective algebras Π of Dynkin type ∆ has been developed
by investigating their relationship with the Coxeter groups W = W (∆) associated to ∆. In
particular, the ideal I(w) of Π associated to each element w ∈ W introduced by [IR, BIRS]
plays an important role. For example, see [AM, AIRT, BKT, GLS, Kim, Miz2, ORT, Tho].

The Coxeter group W has a partial order ≤ called the right weak order. The partially ordered
set (W,≤) is a lattice [BB], that is, W admits the two binary operations called the join x ∨ y
and the meet x ∧ y for any x, y ∈ W . In our study, we efficiently use join-irreducible elements
in a lattice L. We write j-irrL for the set of join-irreducible elements in L.

Reading [Rea] introduced the important notion of canonical join representations. For a given
element x ∈ L, a subset U = {u1, u2, . . . , um} ⊂ L is called the canonical join representation if
U satisfies x =

∨m
i=1 ui and some additional minimal conditions. In this case, U ⊂ j-irrL holds.

Any element in a Coxeter group of Dynkin type has a unique canonical join representation,
since the Coxeter group is a semidistributive lattice, see [IRRT] for the detail. One of the aims
of this part is to show that the canonical join representations of the elements in the Coxeter
group W are strongly related to the representation theory of Π. We will explain the details
later in this section.

We will show some of our results in a more general setting. Let A be a finite-dimensional
algebra over a field K. We write torf A for the set of torsion-free classes in the category modA of
finite-dimensional A-modules. The set torf A has a natural partial order ⊂ defined by inclusion
relations, and then, the partially ordered set (torf A,⊂) is also a lattice.

In the rest, we assume that A is τ -tilting finite, that is, torf A is a finite set. There are
many bijections between torf A and many important objects in modA or in its bounded derived
category Db(modA) obtained in [AIR, BY, KY, MS] and Part 1. In particular, we have a
bijection F from the set sbrickA of semibricks in modA to the set torf A, where F(S) is defined
as the minimum torsion-free class containing a semibrick S. Here, a semibrick S is defined as
a module in modA which admits a decomposition S =

⊕s
i=1 Si with EndA(Si) a division K-

algebra (that is, Si is a brick) and with HomA(Si, Sj) = 0 for i ̸= j. The sets torf A and sbrickA
have bijections from the set sτ–1-tiltA of support τ−1-tilting A-modules satisfying the following
commutative diagram by [AIR] and Part 1 in this thesis:

sτ–1-tiltA torf A sbrickA
Sub // Foo

M 7→socEndA(M) M

OO .

Moreover, the bijection F is restricted to a bijection from the set brickA of bricks in modA to
the set j-irr(torf A), and we have the following commutative diagram of bijections:

iτ–1-rigidA j-irr(torf A) brickA
Sub // Foo

M 7→socEndA(M) M

OO .

Here, iτ–1-rigidA denotes the set of indecomposable τ−1-rigid modules in modA.
As the first step, we will show that the canonical join representation of a torsion-free class is

given by the decomposition of the corresponding semibrick as a direct sum of bricks. This fact
was independently obtained also in [BCZ].

Theorem 0.1 (Theorem 1.8). Let F ∈ torf A, take the unique semibrick S ∈ sbrickA satisfying
F = F(S), and decompose S as

⊕m
i=1 Si with Si ∈ brickA. Then, the representation F =∨m

i=1 F(Si) is the canonical join representation.



46

For the preprojective algebra Π, Mizuno [Miz1] proved that the two lattices (W,≤) and
(torfΠ,⊂) are isomorphic by the correspondence w 7→ Sub(Π/I(w)) and that Π/I(w) is a
support τ−1-tilting Π-module. Therefore, we obtain a bijection S(?) : W → sbrickΠ given by
S(w) := socEndΠ(Π/I(w))(Π/I(w)). The main aim of this part is to describe the semibrick S(w)
for each element w ∈W as a quiver representation in the case ∆ = An or Dn:

An : 1 2 3 · · · n , Dn :
1

−1
2 3 · · · n−1

RRR
RR

llll
.

If ∆ = An, then W is the symmetric group Sn+1, and if ∆ = Dn, then W is the subgroup
of the automorphism group on the set {±1,±2, . . . ,±n} consisting of all elements w such that
w(−i) = −w(i) holds for each i and that the number #{i > 0 | w(i) < 0} is even. Thus, we can
express every w ∈ W in the form (w(1), w(2), . . . , w(m)), and our description of the semibrick
S(w) is constructed by this expression.

Mizuno’s isomorphism W → torfΠ of lattices is restricted to a bijection j-irrW → j-irr(torfΠ)
between the join-irreducible elements, so we also obtain a bijection S(?) : j-irrW → brickΠ.
By [IRRT] (types An and Dn) and [Dem] (type En, calculated by a computer program), the
cardinality of each set is 

2n+1 − n− 2 (∆ = An)

3n − n · 2n−1 − n− 1 (∆ = Dn)

1272 (∆ = E6)

17635 (∆ = E7)

881752 (∆ = E8)

.

Moreover, we obtain the following property immediately from Theorem 0.1.

Corollary 0.2 (Corollary 2.3). Let w ∈W and take w1, w2, . . . , wm ∈ j-irrW such that S(w) =⊕m
i=1 S(wi). Then, w =

∨m
i=1wi holds, and it is the canonical join representation of w in W .

In this part, we will give a description of the semibrick S(w) by the following two steps:

(a) we find the canonical join representation
∨m

i=1wi of w; and
(b) we explicitly describe the brick S(wi) for each wi ∈ j-irrW .

There is a combinatorial “Young diagram-like” description by Iyama–Reading–Reiten–Thomas
[IRRT] of the module J(w) := (Π/I(w))el for w ∈ j-irrW in the case ∆ is An or Dn, where l
is the unique descent of w ∈ j-irrW and el is the primitive idempotent of Π corresponding to
l. The module J(w) is an indecomposable direct summand of Π/I(w) ∈ sτ–1-tiltA satisfying
Sub J(w) = Sub(Π/I(w)), so S(w) = socEndΠ(J(w)) J(w) follows.

For example, let w := (2, 5, 8, 1, 3, 4, 6, 7, 9) ∈ W (A8) and w′ := (6, 9,−7,−4, 1, 2, 3, 5, 8) ∈
W (D9). Then, the modules J(w), J(w′), S(w), and S(w′) are expressed by the following figures:

J(w) = 3 2 1

4 3

5 4

6

7

, S(w) = 2 1

3

5 4

6

7

,
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J(w′) = 2 −1
1 −2 −3 −4 −5 −6

3 2 1
−1 −2 −3

4 3 2 1

5 4 3 2

6 5 4 3

7 6 5

8

, S(w′) = (4) (5) −6

−1 (2) (3)

(2) 1

(4) (3) 2

(5) 4 3

7 6 5

8

Here, for each moduleM above, each square
i

in the figure forM denotes a one-dimensional
subspace of eiM if i ≥ −1; and of e|i|M if i ≤ −2. As a K-vector space, M is the direct sum of
these one-dimensional subspaces. In the figure for S(w′), for each i = 2, 3, 4, 5, the two squares

(i) together denote a certain one-dimensional subspace of the two-dimensional vector space

corresponding to the two squares
i

and
−i

in the figure for J(w′).
We can check that w ∈ W (An) consists of two strictly increasing sequences, and that the

right-most entry of each row in the figure for J(w) appears in the latter increasing sequence.
Similarly, w′ ∈ W (Dn) also consists of two strictly increasing sequences. If i is the right-most
entry of some row in the figure for J(w′), then i appears in the latter increasing sequence if
i ≥ −1, and i− 1 appears there if i ≤ −2.

The bricks S(w) and S(w′) can be expressed more simply by using quiver representations:

S(w) = 1← 2→ 3→ 4← 5→ 6→ 7,

S(w′) =

−1 −2 −3 −4 −5 −6

1 2 3 4 5 6 7 8//

//

����
��
��

//

//

����
��
��

oo

oo

��?
??

??
?

//

//

����
��
��

oo

//

��?
??

??
?

oo //

.

In this part, we give a combinatorial algorithm to obtain a quiver representation of the brick
S(w) for each w ∈ j-irrW in the case ∆ = An or Dn; then, the step (b) is done.

First, if ∆ = An, then we have obtained the following result.

Theorem 0.3 (Theorem 3.1, Corollary 3.3). Let w ∈ j-irrW (An) with its unique descent l.
Then, the brick S(w) is given as follows.

• Set R := w([l + 1, n+ 1]), a := w(l), b := w(l + 1), and V := [b, a− 1].
• The brick S(w) has a K-basis (⟨i⟩)i∈V , where ⟨i⟩ belongs to eiS(w).
• For each i ∈ V , place a symbol i denoting the K-vector subspace K⟨i⟩.
• For each i ∈ V \ {maxV }, we write exactly one arrow between i and i + 1, where the
orientation is i→ i+ 1 if i+ 1 ∈ R and i← i+ 1 if i+ 1 /∈ R.

Second, if ∆ = Dn, then the bricks are obtained from the following procedure.

Theorem 0.4 (Theorem 3.7, Corollary 3.10). Let w ∈ j-irrW (Dn) with its unique descent l.
Then, the brick S(w) is given as follows.

• Set R := w([|l|+ 1, n]), a := w(l), b := w(|l|+ 1), and

r := max{k ≥ 0 | [1, k] ⊂ ±R}, c :=

{
w−1(|w(1)|) (r ≥ 1)

1 (r = 0)
,

(V−, V+) :=


(∅, [b, a− 1]) (b ≥ 2)

(∅, {c} ∪ [2, a− 1]) (b = ±1)
([b+ 1,−2] ∪ {−c}, {c} ∪ [2, a− 1]) (b ≤ −2)

, V := V+ ⨿ V−.
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• The brick S(w) has a K-basis (⟨i⟩)i∈V , where ⟨i⟩ belongs to eiS(w) if i ≥ −1, and
e|i|S(w) if i ≤ −2.
• For each i ∈ V , place a symbol i denoting the K-vector subspace K⟨i⟩.
• We write the following arrows.

(i) For each i ∈ V+ \ {maxV+}, draw an arrow i→ |i|+1 if |i|+1 ∈ R; and i← |i|+1
otherwise.

(ii) For each i ∈ V− \ {minV−}, draw an arrow i ← −(|i| + 1) if −(|i| + 1) ∈ R; and
i→ −(|i|+ 1) otherwise.

(iii) If r ≥ 1, for each i ∈ V− with |i| ≤ r, draw an arrow −i← −(|i|+ 1) if |i|+ 1 ∈ R;
and i→ |i|+ 1 otherwise.

(iv) If r = 0, draw an arrow −c ← 2 if c ← 2 exists in (i), and draw an arrow c → −2
if −c→ −2 exists in (ii).

Consequently, we obtain that the bricks over the preprojective algebra of type An is a module
over some path algebra of type An. On the other hand, the preprojective algebra of type Dn

does not have the corresponding property.
Finally, we consider an arbitrary element w ∈W . In Propositions 4.4 and 4.8, we will explicitly

determine the canonical join representation
∨m

i=1wi of w ∈ W by using the characterization of
canonical join representations in the Coxeter groups of Dynkin type given by Reading [Rea].
Then, in Theorems 4.6 and 4.10, we explicitly write down the semibrick S(w) =

⊕m
i=1 S(wi) by

using the description of bricks. This is what we desire in this part.
For example, let ∆ := A8 and w := (4, 9, 3, 6, 2, 8, 5, 1, 7). Then, its canonical join representa-

tion is w2 ∨ w4 ∨ w6 ∨ w7, where

w2 := (1, 2, 4, 9, 3, 5, 6, 7, 8), w4 := (1, 3, 4, 6, 2, 5, 7, 8, 9),

w6 := (1, 2, 3, 4, 6, 8, 5, 7, 9), w7 := (2, 3, 4, 5, 1, 6, 7, 8, 9).

Thus, the semibrick S(w) is the direct sum of the following bricks:

S(w2) = 3← 4→ 5→ 6→ 7→ 8,

S(w4) = 2← 3← 4→ 5 ,

S(w6) = 5← 6→ 7 ,

S(w7) = 1← 2← 3← 4 .

0.1. Notation. The composition of two maps f : X → Y and g : Y → Z is denoted by gf .
We define the multiplication on the automorphism group on a finite setX by (στ)(i) := σ(τ(i))

for i ∈ X. For a, b ∈ X, the notation (a b) means the transposition which exchanges a and b.
For integers a, b ∈ Z, we define [a, b] := {i ∈ Z | a ≤ i ≤ b}. For a set X ⊂ Z, we set

−X := {−i | i ∈ Z} and ±X := X ∪ (−X).
Throughout this part, K is a field and A is a finite-dimensional K-algebra. Unless otherwise

stated, A-modules are finite-dimensional left A-modules, and we write modA for the category
of finite-dimensional left A-modules. Let M ∈ modA, and decompose M as M ∼=

⊕m
i=1M

⊕li
i

with Mi ̸∼= Mj for i ̸= j and with li ≥ 1 for each i. Then, we define the number |M | := m,
and we say that M is basic if li = 1 for any i. We set the multiplication on the endomorphism
algebra EndA(M) as g · f := gf . Thus, M is also a left EndA(M)-module by fx := f(x) for
f ∈ EndA(M) and x ∈M .

For a quiver Q, the composition of the two arrows α : i→ j and β : j → k in Q is denoted by
αβ, which is a path from i to k.

1. General observations of τ-tilting finite algebras

In this section, we observe some general properties holding for τ -tilting finite algebras A over
a field K.
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1.1. Lattices. First, we recall the notion of lattices.

Definition 1.1. Let (L,≤) be a partially ordered set.

(1) For x, y, z ∈ L, the element z is called the meet of x and y if z is the maximum element
satisfying z ≤ x and z ≤ y. In this case, z is denoted by x ∧ y.

(2) For x, y, z ∈ L, the element z is called the join of x and y if z is the minimum element
satisfying z ≥ x and z ≥ y. In this case, z is denoted by x ∨ y.

(3) The set L is called a lattice if L admits the meet x∧y and the join x∨y for any x, y ∈ L.
(4) The set L is called a finite lattice if L is a finite set and a lattice.

The operations join and meet clearly satisfy the associative relations, so we may use the
expressions x ∧ y ∧ z and x ∨ y ∨ z. If L ̸= ∅ is a finite lattice, there exist the maximum
element maxL and the minimum element minL. In this case, we define

∧
x∈∅ x := maxL and∨

x∈∅ x := minL.
Later in this part, we will consider the decomposition of an element in a lattice with respect

to the operation join, so we recall the notion of join-irreducible elements.

Definition 1.2. Let L be a lattice. An element x ∈ L is called a join-irreducible element if the
following conditions hold:

• x is not the minimum element of L; and
• for any y, z ∈ L, if x = y ∨ z, then y = x or z = x.

We write j-irrL for the set of join-irreducible elements in W .

We remark that x ∈ j-irrL is equivalent to that there exists a unique maximal element of the
set {y ∈ W | y < x} if L is a finite lattice. This fails if we drop the assumption that L is finite
[BCZ, Remark 3.1.2].

1.2. Torsion-free classes. Let A be a finite-dimensional algebra.
A full subcategory F of modA is called a torsion-free class in modA if F is closed under

submodules and extensions, and we write torf A for the set of torsion-free classes in modA. For
a full subcategory C ⊂ modA, we define

add C := {M ∈ modA |M is a direct summand of
⊕s

i=1Ci for some C1, C2, . . . , Cs ∈ C},
Filt C := {M ∈ modA | there exists 0 = M0 ⊂M1 ⊂ · · · ⊂Ml = M with Mi/Mi−1 ∈ add C},
Sub C := {M ∈ modA |M is a submodule of some object in add C},
F(C) := Filt(Sub C).

Then, F(C) is the smallest torsion-free class containing C, see [MS, Lemma 3.1].
The set torf A has a natural partial order defined by inclusions, and then, the partially ordered

set (torf A,⊂) is a finite lattice with F1 ∧ F2 = F1 ∩ F2 and F1 ∨ F2 = F(F1 ∪ F2). The notion
of torsion classes is dually defined.

A torsion-free class in modA is not necessarily functorially finite in modA. Demonet–Iyama–
Jasso [DIJ] introduced the notion of τ -tilting finiteness, which is equivalent to that torf A is a
finite set. In their paper, they proved that A is τ -tilting finite if and only if every torsion-free
class is functorially finite. In the rest, A is assumed to be τ -tilting finite.

Functorially finite torsion-free classes are strongly connected with support τ−1-tilting A-
modules, which were introduced by Adachi–Iyama–Reiten [AIR]. They proved that the set
torf A has a bijection from the set sτ–1-tiltA of support τ−1-tilting A-modules.

Let M ∈ modA and I be an injective A-module in modA. Then, M is called a τ−1-rigid
module if HomA(τ

−1M,M) = 0, and the pair (M, I) is called a τ−1-rigid pair if M is τ−1-rigid
and HomA(M, I) = 0. If a τ−1-rigid pair (M, I) satisfies |M |+ |I| = |A|, the pair (M, I) is called
a support τ−1-tilting pair, and an A-module M is called a support τ−1-tilting module if there
exists some injective module I such that (M, I) is a support τ -tilting pair. We write sτ–1-tiltA
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for the set of basic support τ−1-tilting modules in modA. The notion of support τ -tilting modules
is dually defined.

If M is τ−1-rigid, then the full subcategory SubM is a torsion-free class [AS2, Theorem 5.10].
Adachi–Iyama–Reiten proved that this correspondence sτ–1-tiltA ∋ M 7→ SubM ∈ torf A is a
bijection.

Proposition 1.3. [AIR, Theorem 2.7] The correspondence sτ–1-tiltA ∋ M 7→ SubM ∈ torf A
is a bijection.

Thus, we induce a partial order ≤ on the set sτ–1-tiltA from inclusion relations on torf A;
namely, M ≤ N holds if and only if SubM ⊂ SubN . Then, (sτ–1-tiltA,≤) is clearly a lattice.

1.3. Semibricks. We assume that A is τ -tilting finite as in the previous subsection. We define
the notions of bricks and semibricks as follows.

Definition 1.4. Let S be an A-module.

(1) The module S is called a brick if the endomorphism ring EndA(S) is a division ring. We
write brickA for the set of bricks.

(2) The module S is called a semibrick if S is decomposed as the direct sum
⊕m

i=1 Si of
bricks S1, S2, . . . , Sm ∈ brickA satisfying HomA(Si, Sj) = 0 if i ̸= j. We write sbrickA
for the set of semibricks in modA.

The notion of semibricks is originally defined as sets of Hom-orthogonal bricks in Part 1, but
it does not matter here, since A is assumed to be τ -tilting finite by Corollary 1.10 in Part 1.
Then, Proposition 1.9 in Part 1 tells us that there is a bijection F : sbrickA→ torf A taking the
minimum torsion-free class F(S) containing each semibrick S. Moreover, it satisfies the property
below.

Proposition 1.5 (Proposition 1.9 in Part 1). We have the following commutative diagram of
bijections:

sτ–1-tiltA torf A sbrickA
Sub // Foo

M 7→socEndA(M) M

OO .

Now, we set iτ–1-rigidA as the set of indecomposable τ−1-rigid A-modules in modA. Then,
we also have another commutative diagram.

Proposition 1.6. We have the following commutative diagram of bijections:

iτ–1-rigidA j-irr(torf A) brickA
Sub // Foo

M 7→socEndA(M) M

OO .

Proof. The map Sub : iτ–1-rigidA → j-irr(torf A) is bijective by [IRRT, Theorem 2.7]. On the
other hand, it follows from [DIJ, Theorem 4.2, Lemma 4.3] that the map iτ–1-rigidA ∋ M 7→
socEndA(M)M ∈ brickA is a bijection satisfying F(socEndA(M)M) = SubM . Thus, we have the
desired commutative diagram of bijections. □

1.4. Canonical join representations. Now that the bijection F : sbrickA → torf A is re-
stricted to a bijection brickA→ j-irr(torf A), the following natural question occurs:

Let F ∈ torf A, take the unique semibrick S ∈ sbrickA satisfying F = F(S),
and decompose S as

⊕m
i=1 Si with Si ∈ brickA. Then, what is the relationship

between F(S) ∈ torf A and F(S1),F(S2), . . . ,F(Sm) ∈ j-irr(torf A)?
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Clearly, F(S) =
∨m

i=1 F(Si) holds, since F(S) is the minimum torsion-free class containing all
F(Si). Actually, this will turn out to be a canonical join representation. Here, the notion of
canonical join representations was introduced by Reading [Rea], and defined as follows.

Definition 1.7. Let L be a finite lattice, x ∈ L, and U ⊂ L. Then, we say that U is a canonical
join representation if

(a) x =
∨

u∈U u holds; and
(b) for any proper subset U ′ ⊊ U , the join

∨
u∈U ′ u never coincides with x; and

(c) if V ⊂ L satisfies the properties (a) and (b), then, for every u ∈ U , there exists v ∈ V
such that u ≤ v.

In this case, we also say x =
∨

u∈U u is a canonical join representation.

If x ∈ L has a canonical join representation U , then we can easily check that it is the unique
canonical join representation for each x ∈ L, and that U is a subset of j-irrL. The existence
of a canonical join representation of each element is not guaranteed for a general finite lattice.
In the case that L = torf A, every F ∈ torf A has a canonical join representation given by the
indecomposable decomposition of semibricks.

Theorem 1.8. Let F ∈ torf A, take the unique semibrick S ∈ sbrickA satisfying F = F(S),
and decompose S as

⊕m
i=1 Si with Si ∈ brickA. Then, the representation F =

∨m
i=1 F(Si) is the

canonical join representation.

Proof. We have seen the property (a): F = F(S) =
∨m

i=1 F(Si).
We show the property (b). Let I be a proper subset of [1,m]. Take j ∈ [1,m] \ I. Then,

the brick Sj cannot belong to F({Si}i∈I) = F(
∪

i∈I F(Si)) =
∨

i∈I F(Si), since HomA(Sj , Si) = 0
holds for each i ∈ I. This implies that F(S) ̸=

∨
i∈I F(Si).

Next, we show the property (c). Let F1, . . . ,Fm′ ∈ torf A satisfy F =
∨m′

j=1Fj and the

property (a). For each i ∈ [1,m], the brick Si belongs to F(S) = F , which coincides with∨m′

j=1Fj = F(
∪m′

j=1Fj). Thus, there must exist some j ∈ [1,m′] such that HomA(Si,Fj) ̸= 0.

We take a semibrick S′ such that Fj = F(S′), then there exists a nonzero homomorphism
f : Si → S′. By Lemma 1.7 in Part 1, f is injective, since Si, S

′ ∈ F = F(S) and Si is a direct
summand of S. This implies that F(Si) ⊂ F(S′) = Fj . □

In particular, the partially ordered set torf A admits a canonical join representation for any
F ∈ torf A.

The notion of canonical join representations is defined in a fully combinatorial way, but
decomposing semibricks into direct sums of bricks is a purely representation-theoritic problem.
These two are related by Theorem 1.8.

The relationship between semibricks and torsion classes are independently discussed by Barnard–
Carroll–Zhu [BCZ] and Demonet–Iyama–Reiten–Reading–Thomas [DIRRT] in the setting that
the algebra A is not necessarily τ -tilting finite. In particular, our Theorem 1.8 is generalized in
[BCZ, Proposition 3.2.5].

2. Preliminaries for preprojective algebras

In this section, we recall some properties on Coxeter groups and preprojective algebras of
Dynkin type.

2.1. Coxeter groups. Coxeter groups of Dynkin type are strongly related to the corresponding
preprojective algebras. In this subsection, we state the definition of Coxeter groups of Dynkin
type, and prepare some basic terms on the combinatorics of Coxeter groups. For more informa-
tion, see [BB].

Let ∆ be a Dynkin diagram whose vertices set is ∆0. Then, the Coxeter group W for ∆ is
the group defined by the generators {si | i ∈ ∆0} and the relations

• s2i = 1 for each i;
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• sisj = sjsi if there is no edge between i and j in ∆; and
• sisjsi = sjsisj if there is exactly one edge between i and j in ∆.

It is well-known that the Coxeter group W associated to a Dynkin diagram ∆ is a finite group.
Each element w ∈ W has the minimum number l such that w can be written as a product

si1si2 · · · sil of l generators. Such number is called the length of w, and is denoted by l(w). If
l = l(w) and w = si1si2 · · · sil , then si1si2 · · · sil is called a reduced expression of w, which is not
necessarily unique.

If an element w ∈ W has the maximum length among the elements of W , then w is called a
longest element of W . Actually, such an element uniquely exists, and it is often denoted by w0.

We can consider several partial orders on the Coxeter group W , but in this part, we only
use the right weak order : for w,w′ ∈ W , the inequality w ≤ w′ holds if and only if l(w′) =
l(w) + l(w−1w′). Then, the poset (W,≤) is a lattice.

We write j-irrW for the set of join-irreducible elements of the partially ordered set (W,≤).
For w ∈W , the maximal elements of the set {w′ ∈W | w′ < w} are wsi for all i ∈ ∆0 satisfying
l(w) > l(wsi). Therefore, w ∈ W is join-irreducible if and only if there uniquely exists i ∈ ∆0

such that l(w) > l(wsi). In this case, we say that w is a join-irreducible element of type i.
When we consider the right weak order of the Coxeter group, the notion of inversions is useful.

We call an element t ∈ W a reflection of W if there exist some w ∈ W and i ∈ ∆0 satisfying
t = wsiw

−1. Fix w ∈W , then a reflection t of W is called an inversion if l(tw) < l(w), and the
set of inversions of w is denoted by inv(w). It is well-known that, for two elements w,w′ ∈ W ,
the inequality w ≤ w′ holds if and only if inv(w) ⊂ inv(w′).

2.2. Bijections. Now that the preparation on Coxeter groups of Dynkin type is done, let us
see how they are related to the corresponding preprojective algebras.

We quickly recall the definition of preprojective algebras of Dynkin type. Let ∆ be a Dynkin
diagram. We define the double quiver Q for ∆, that is, the set Q0 of vertices of Q is ∆0, and the
set Q1 of arrows of Q consists of i→ j and j → i for each edge between i and j of ∆. For each
arrow α : i→ j in Q1, we write α

∗ for the reversed arrow j → i. There is a subset Q′
1 ⊂ Q1 such

that, for each α ∈ Q1, the condition α ∈ Q′
1 holds if and only if α∗ /∈ Q′

1. Then, the preprojective
algebra Π corresponding to ∆ is given by KQ/⟨

∑
α∈Q′

1
(αα∗ − α∗α)⟩. Here, the choice of the

subset Q′
1 is not unique in general, but Π is uniquely defined up to isomorphisms, since ∆ is

Dynkin. It is well-known that Π is self-injective. For each vertex i ∈ Q0, we write ei for the
idempotent of Π corresponding to the vertex i.

Let Π be the preprojective algebra of Dynkin type ∆, and set Ii := Π(1 − ei)Π, which is a
maximal ideal of Π. We write ⟨Ii | i ∈ ∆0⟩ for the set of ideals of the form Ii1Ii2 · · · Iik .

There is an important ideal I(w) of Π associated to each element w of the Coxeter group W
for ∆. The ideal I(w) is defined as follows: take a reduced expression of w = si1si2 · · · sik and
set I(w) := Ii1Ii2 · · · Iik . Clearly, I(w) belongs to the set ⟨Ii | i ∈ ∆0⟩.

By [Miz1, Theorem 2.14], I(w) does not depend on the choice of a reduced expression of
w, and the well-defined correspondence w 7→ I(w) gives a bijection W → ⟨Ii | i ∈ ∆0⟩. We
remark that a similar bijection exists for a preprojective algebra of non-Dynkin type, see [BIRS,
Theorem III.1.9].

Moreover, Mizuno proved the set ⟨Ii | i ∈ ∆0⟩ coincides with the set sτ -tiltΠ of support
τ -tilting Π-modules. He also proved that the bijection W ∋ w 7→ I(w) ∈ sτ -tiltΠ is an
isomorphism (W,≤)→ (sτ -tiltΠ,≥) of lattices [Miz1, Theorem 2.30].

In our convention, we need the dual version of this isomorphism. The torsion-free class corre-
sponding to the torsion class Fac I(w) is Sub(Π/I(w)), and it follows from Mizuno’s isomorphism
and [ORT, Proposition 6.4] that the module Π/I(w) is a support τ−1-tilting module. Thus, we
obtain the following isomorphism of lattices.

Proposition 2.1. There exists an isomorphism (W,≤) → (sτ–1-tiltΠ,≤) of lattices given by
w 7→ Π/I(w).
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In this map, the longest element w0 ∈W corresponds to the injective cogenerator Π, and the
identity element idW corresponds to 0.

Since the Coxeter group W for the Dynkin diagram ∆ is a finite group, Π is τ -tilting finite.
Therefore, we obtain the following bijections from Propositions 1.5, 1.6, and 2.1.

Proposition 2.2. There exists a bijection S(?) : W → sbrickΠ defined by the formula S(w) :=
socEnd(Π/I(w))(Π/I(w)). As a restriction, we have another bijection S(?) : j-irrW → brickΠ.

The aim of this part is to describe the semibrick S(w) for each w ∈W explicitly.
Since the partially ordered sets (W,≤) and (torf A,⊂) are isomorphic, we obtain the following

property immediately from Theorem 1.8.

Corollary 2.3. Let w ∈ W and take w1, w2, . . . , wm ∈ j-irrW such that S(w) =
⊕m

i=1 S(wi).
Then, w =

∨m
i=1wi holds, and it is the canonical join representation of w in W .

We will explicitly determine the canonical join representation for each w ∈ W in Section 4.
It is a purely combinatorial problem.

Then, the remaining task is to describe the brick S(w) for each join-irreducible element
w ∈ j-irrW . For this purpose, we use the following bijection by Iyama–Reading–Reiten–Thomas
[IRRT].

Proposition 2.4. [IRRT, Theorem 4.1] For each w ∈ j-irrW of type l, we set a module J(w) :=
(Π/I(w))el, which is a direct summand of Π/I(w). Then, Sub J(w) = Sub(Π/I(w)) holds, and
this induces a bijection J(?) : j-irrW → iτ–1-rigidΠ.

Thus, by Proposition 1.6, we obtain the following formula.

Proposition 2.5. Let w ∈ j-irrW be of type l, and set J(w) := (Π/I(w))el. Then, the brick
S(w) is equal to socEndΠ(J(w)) J(w).

Moreover, they have already given a combinatorial “Young diagram–like” description of J(w)
for ∆ = An,Dn. This will be cited in the following subsections. By using this and Proposition
1.6, we will write down the explicit structure of the brick S(w) for each w ∈ j-irrW in Section 3.

Now, we have recalled some properties holding for any preprojective algebra of Dynkin type.
In the next two subsections, we will observe the preprojective algebras of type An and Dn in
detail.

2.3. Type An. Let ∆ := An in this subsection. The preprojective algebra Π of type An is given
by the following quiver and relations:

1 2 3 · · · n
α1 //

β2

oo
α2 //

β3

oo
α3 //

β4

oo
αn−1 //

βn

oo ;

α1β2 = 0, αiβi+1 = βiαi−1 (2 ≤ i ≤ n− 1), βnαn−1 = 0.

The Coxeter group W of type An is isomorphic to the symmetric group Sn+1 by sending each
si to the transposition (i i+1). We identify the Coxeter group with Sn+1 by this isomorphism,
and we express w ∈W as (w(1), w(2), . . . , w(n+ 1)).

The reflections of W are precisely the transpositions (a b) with a, b ∈ [1, n + 1] and a > b,
and the set inv(w) of inversions of w ∈W is

{(a b) | a, b ∈ [1, n+ 1], a > b, w−1(a) < w−1(b)}.
An element w ∈W is a join-irreducible element of type l if and only if l is the unique element

in [1, n] satisfying w(l) > w(l + 1). In this case, we have w(l) ≥ 2.
We set a basis of each indecomposable projective module Πel as follows. Let i, j, l ∈ Q0 =

[1, n] with i ≤ j ≥ l. We define a path p(i, j, l) in Q as

p(i, j, l) := (αiαi+1 · · ·αj−1) · (βjβj−1 · · ·βl+1).
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This is the shortest path starting from i, going through j, and ending at l. As an element in Π,
the path p(i, j, l) is not zero in Π if and only if i ≥ j − l + 1, so set

Γ [l] := {(i, j) ∈ Q0 ×Q0 | j − l + 1 ≤ i ≤ j ≥ l}.
We obtain the following assertion from straightforward calculation.

Lemma 2.6. The set {p(i, j, l) | (i, j) ∈ Γ [l]} forms a K-basis of Πel.

This basis allows us to express Πel as

l l − 1 · · · 1

l + 1 l · · · 2

...
...

...

n n− 1 · · · n− l + 1

// // //

�� �� ��
// // //

�� �� ��

�� �� ��
// // //

.(2.1)

Here, each number i in the row starting at j denotes a one-dimensional vector space Kp(i, j, l)
with a basis p(i, j, l), and each arrow stands for the identity map K → K with respect to these
bases.

In examples later, we sometimes write Πel like a Young diagram by enclosing each entry with
a square and omitting arrows: for example, if n = 8 and l = 3, then Πel is denoted by

3 2 1

4 3 2

5 4 3

6 5 4

7 6 5

8 7 6

.(2.2)

We use similar notation for subfactor modules of Πel.
Under this preparation, we recall the result of [IRRT] for type An.

Proposition 2.7. [IRRT, Theorem 6.1] Let w ∈ j-irrW be a join-irreducible element of type l.
Then, the module J(w) ∈ iτ–1-rigidΠ is expressed as follows.

• Consider the diagram (2.1).
• For each j ∈ [l, n], in the row starting at j, keep the entries i satisfying i ≥ w(j+1) and
delete the others.

2.4. Type Dn. Let ∆ := Dn in this subsection. The preprojective algebra Π of type Dn is given
by the following quiver and relations:

1

−1

2 3 · · · n− 1

α+
1

##G
GG

GG
GG

GG

β+
2

ccGGGGGGGGG

α−
1

;;wwwwwwww
β−
2

{{ww
ww
ww
ww

α2 //

β3

oo
α3 //

β4

oo
αn−2//

βn−1

oo ;

α+
1 β

+
2 = 0, α−

1 β
−
2 = 0, α2β3 = β+

2 α
+
1 + β−

2 α
−
1 ,

αiβi+1 = βiαi−1 (3 ≤ i ≤ n− 2), βn−1αn−2 = 0.

To avoid complicated notation, we set α1 := α+
1 + α−

1 and β2 := β+
2 + β−

2 .
The Coxeter group W of type Dn is isomorphic to the group consisting of all automorphisms

w on the set ±[1, n] satisfying the following conditions:
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• w(−i) = −w(i) holds for each i ∈ [1, n]; and
• the number of elements in {i ∈ [1, n] | w(i) < 0} is even.

Here, si ∈ W is sent to (−1 2)(−2 1) if i = −1; and (−i −(i+ 1))(i i+ 1) if i ̸= −1. We
identify W with the group above by this isomorphism. Since w(−i) = −w(i) holds, we express
w ∈W as (w(1), w(2), . . . , w(n)).

The reflections of W are precisely the elements of the form (−a −b)(a b) with a, b ∈ ±[1, n]
and a > |b|, and the set inv(w) of inversions of w ∈W is

{(−a −b)(a b) | a, b ∈ ±[1, n], a > |b|, w−1(a) < w−1(b)}.

An element w ∈W is a join-irreducible element of type l if and only if l is the unique element
in {−1} ∪ [1, n− 1] = Q0 such that w(l) > w(|l|+ 1) holds.

We fix one or two bases of each indecomposable projective module Πel as follows. We divide
the argument by whether l = ±1 or not.

We consider the case l = ±1 first. Let i, j ∈ Q0 = {−1} ∪ [1, n − 1] with i ≤ j ̸= −l. We
define a path p(i, j, l) by

p(i, j,±1) :=


(αiαi+1 · · ·αj−1) · (βjβj−1 · · ·β3)β±

2 (i ≥ 2)

α+
1 p(2, j,±1) (i = 1)

α−
1 p(2, j,±1) (i = −1)

.

This is a shortest path starting from i, going through j, and ending at l. As an element in Π,
the path p(i, j, l) is not zero in Π if and only if i ̸= (−1)jl, so set

Γ [l] := {(i, j) ∈ Q0 ×Q0 | (−1)jl ̸= i ≤ j ̸= −l}.

We obtain the following assertion from straightforward calculation.

Lemma 2.8. The set {p(i, j, l) | (i, j) ∈ Γ [l]} forms a K-basis of Πel.

This basis allows us to express Πel as

l

2 −l

...
...

n− 2 n− 3 · · · (−1)n−3l

n− 1 n− 2 · · · 2 (−1)n−2l

��
//

�� ��

�� ��
// // //

�� �� ��
// // // //

.(2.3)

Here, each number i in the row starting at j denotes a one-dimensional vector space Kp(i, j, l)
with a basis p(i, j, l), and each arrow stands for the identity map K → K with respect to these
bases.
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If we use the “Young diagram-like” notation as (2.2) for the case n = 9 and l = 1, then Πel
is denoted by

1

2 −1
3 2 1

4 3 2 −1
5 4 3 2 1

6 5 4 3 2 −1
7 6 5 4 3 2 1

8 7 6 5 4 3 2 −1

.(2.4)

The indecomposable τ−1-rigid module J(w) for w ∈ j-irrW of type l = ±1 is given as follows.

Proposition 2.9. [IRRT, Theorem 6.5] Let w ∈ j-irrW be a join-irreducible element of type
l = ±1. Then, the module J(w) ∈ iτ–1-rigidΠ is expressed as follows.

• Consider the diagram (2.3).
• For each j ∈ {l} ∪ [2, n − 1], in the row starting at j, keep the entries i satisfying
i ≥ w(|j|+ 1) and delete the others.

Next, we consider the case l ≥ 2. Let i ∈ ±Q0 = ±[1, n − 1] and j ∈ Q0 = {−1} ∪ [1, n − 1]
with i ≤ j ≥ l. Set t := (−1)j−l+1. We define two paths p1(i, j, l) and p−1(i, j, l) in Q by

pε(i, j, l) :=



(αiαi−1 · · ·αj−1) · (βjβj−1 · · ·βl+1) (i ≥ 2)

α+
1 pε(2, j, l) (i = 1)

α−
1 pε(2, j, l) (i = −1)

β2pε(εt, j, l) (i = −2)
(β−iβ−i−1 · · ·β3)pε(−2, j, l) (i ≤ −3)

.

This is a shortest path

• starting from i, going through j, and ending at l if i ≥ −1; and
• starting from |i|, going through εt and then j, and ending at l if i ≤ −2.

As an element in Π, the path pε(i, j, l) is not zero in Π if and only if i ≥ j − (n− 1)− l, so set

Γ [l] := {(i, j) ∈ ±Q0 ×Q0 | j − (n− 1)− l ≤ i ≤ j ≥ l}.
We obtain the following assertion from straightforward calculation.

Lemma 2.10. Let ε = ±1. Then, the set {pε(i, j, l) | (i, j) ∈ Γ [l]} forms a K-basis of Πel.

Each basis above allows us to express Πel as

l l−1 · · · 2
−ε
ε

−2 · · · −m −m−1 · · · −n+2 −n+1

l+1 l · · · 3 2
ε
−ε · · · −m+1 −m · · · −n+3 −n+2

...
...

...
...

...
...

...
...

...

n−1 n−2 · · · m+1 m m−1 · · · −εt
εt

−2 · · · −l+1 −l

// // // 11cccccc
--[[[[[[[

--[[[[[

−1

11cccccc // // // // // //

�� �� �� �� �� �� �� �� ��
// // // // 11ccccccc --[[[[[[

,,ZZZZZ

−1

22dddd // // // // //

�� �� �� �� �� �� �� �� ��

�� �� �� �� ��
��

�� �� ��
// // // // // // 22ddd

,,ZZZZ
--[[[[[

−1

11cccccc // // //

,

(2.5)

where m := n − l, t = (−1)m−1. Here, each number i in the row starting at j denotes a
one-dimensional vector space Kp(i, j, l) with a basis p(i, j, l). Each arrow with the label “−1”
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stands for the map K ∋ x 7→ −x ∈ K, and each of the other arrows stands for the identity map
K → K, with respect to these bases.

If we use the “Young diagram-like” notation as (2.2) for the case n = 9, l = 2, and ε = 1,
then Πel is denoted by

2 −1
1 −2 −3 −4 −5 −6 −7 −8

3 2 1
−1 −2 −3 −4 −5 −6 −7

4 3 2 −1
1 −2 −3 −4 −5 −6

5 4 3 2 1
−1 −2 −3 −4 −5

6 5 4 3 2 −1
1 −2 −3 −4

7 6 5 4 3 2 1
−1 −2 −3

8 7 6 5 4 3 2 −1
1 −2

.(2.6)

We use similar notation for subfactor modules of Πel.
The indecomposable τ−1-rigid module J(w) for w ∈ j-irrW of type l ̸= ±1 is given as follows.

Proposition 2.11. [IRRT, Theorem 6.12] Let w ∈ j-irrW be a join-irreducible element of type
l ̸= ±1. If w(l + 1) ≤ 1, then set

m := max{k ∈ [l + 1, n] | w(k) ≤ 1}, ε :=

{
(−1)m−(l+1) (w(m) ≤ −2)
(−1)m−(l+1)w(m) (w(m) = ±1)

;

otherwise, set ε := 1. Then, the module J(w) ∈ iτ–1-rigidΠ is expressed as follows.

• Consider the diagram (2.5).
• For each j ∈ [l, n− 1], in the row starting at j, keep the entries i satisfying

i ≥ w(j + 1) (w(j + 1) ≥ 2)

i ≥ 2 or i = w(j + 1) (w(j + 1) = ±1)
i ≥ w(j + 1) + 1 (w(j + 1) ≤ −2)

and delete the others.

3. Description of bricks

In this section, we describe the bricks over the preprojective algebras Π of Dynkin type
∆ = An,Dn. For w ∈ j-irrW , we have obtained that the brick S(w) is socEndΠ(J(w)) J(w) in

Proposition 2.5, and the module J(w) ∈ iτ–1-rigidΠ is combinatorially determined in Proposi-
tions 2.7, 2.9, and 2.11.

We remark that the bricks in modΠ coincide with the layers of Π [IRRT, Theorem 1.2].
Thus, the dimension vector of each brick in modΠ is a positive root by [AIRT, Theorem 2.7].
Here, a module L in modΠ is called a layer if there exist some w ∈W and some vertex i in ∆
such that w < wsi and L ∼= I(w)/I(wsi) [AIRT, Section 2].

3.1. Type An. We state the result and give an example first.

Theorem 3.1. Let w ∈ j-irrW be a join-irreducible element of type l. Set

R := w([l + 1, n+ 1]), a := w(l), b := w(l + 1), V := [b, a− 1].

Then, the brick S(w) is isomorphic to the Π-module S′(w) defined as follows.

(a) The brick S′(w) has a K-basis (⟨i⟩)i∈V , and if j = i, then ej⟨i⟩ := ⟨i⟩; otherwise,
ej⟨i⟩ := 0.

(b) Let i ∈ V . If j ̸= i− 1, then αj⟨i⟩ := 0. If j ̸= i+ 1, then βj⟨i⟩ := 0.
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(c) If i ∈ V \ {maxV }, then

αi⟨i+ 1⟩ :=

{
⟨i⟩ (i+ 1 /∈ R)

0 (i+ 1 ∈ R)
, βi+1⟨i⟩ :=

{
0 (i+ 1 /∈ R)

⟨i+ 1⟩ (i+ 1 ∈ R)
.

Example 3.2. Let n := 8 and w = (2, 5, 8, 1, 3, 4, 6, 7, 9). Then, we have l = 3, a = 8, b = 1,
and V = [1, 7]. The module S(w) has a K-basis ⟨1⟩, ⟨2⟩, . . . , ⟨7⟩ and its structure as a Π-module
can be written as

⟨1⟩ α1←− ⟨2⟩ β3−→ ⟨3⟩ β4−→ ⟨4⟩ α4←− ⟨5⟩ β6−→ ⟨6⟩ β7−→ ⟨7⟩.

In an abbreviated form, the brick S(w) is denoted by

1← 2→ 3→ 4← 5→ 6→ 7.(3.1)

If we use the notation as (2.2), then by Proposition 2.7, the module J(w) and the “position”
of a submodule S(w) in J(w) are described as follows:

J(w) =
3 2 1

4 3

5 4

6

7

, S(w) =
2 1

3

5 4

6

7

.

Compare this expression of the brick S(w) to (3.1). If we use such abbreviated expressions of
bricks as (3.1), then the theorem can be restated as follows.

Corollary 3.3. Let w ∈ j-irrW be a join-irreducible element of type l, and use the setting of
Theorem 3.1. We express the brick S(w) in the following abbreviation rules.

• For each i ∈ V , the K-vector subspace K⟨i⟩ is denoted by the symbol i.
• If the action of some γ ∈ Q1 on S(w) induces a nonzero K-linear map K⟨i⟩ → K⟨j⟩,
then we draw an arrow from the symbol i to the symbol j.

Then, for each i ∈ V \ {maxV }, there exists exactly one arrow between i and i + 1, and the
orientation is i→ i+ 1 if i+ 1 ∈ R and i← i+ 1 if i+ 1 /∈ R.

It is easy to see that there exists some path algebra A of type An such that the brick S(w) is
an A-module, and that any 2-cycle in Q annihilates all the bricks in Π. Let I be the ideal of Π
generated by all the 2-cycles in Q, then [DIRRT, Corollary 5.20] implies that torfΠ ∼= torf(Π/I)
as lattices. Thus, there is an isomorphism from W to torf(Π/I) as lattices by Propositions 1.5
and 2.1. The relationship between W and Π/I is investigated from another point of view in
[BCZ, Section 4].

Now we start the proof of Theorem 3.1. For this purpose, we restate Proposition 2.7 as
follows.

Lemma 3.4. Let w ∈ j-irrW be a join-irreducible element of type l.

(1) Assume (i, j) ∈ Γ [l]. Then, p(i, j, l) /∈ I(w) holds if and only if i ≥ w(j + 1).
(2) Define Γ (w) ⊂ Γ [l] as the subset consisting of the elements (i, j) ∈ Γ [l] with p(i, j, l) /∈

I(w). Then, the set {p(i, j, l) | (i, j) ∈ Γ (w)} induces a K-basis of J(w).

To express S(w), we define the following set for k ≥ 1:

Γk(w) := {(i, j) ∈ Γ (w) | min{x ≥ 1 | (i, j + x) /∈ Γ (w)} = k}.

It is easy to see that Γ (w) is the disjoint union of the Γk(w)’s. Moreover, we extend the definition

of the path p(i, j, l) to Γ̃ [l] := {(i, j) ∈ Q0 × Z | i ≤ j ≥ l} by setting p(i, j, l) := 0 if j ≥ n+ 1,
and define w(k) := k if k ≥ n+ 2.
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Lemma 3.5. Let w ∈ j-irrW be a join-irreducible element of type l. Consider the endomorphism
f := (·p(l, l + 1, l)) : J(w)→ J(w).

(1) We have S(w) = Ker f .
(2) Let (i, j) ∈ Γ (w). Then, p(i, j, l) ∈ Ker f holds if and only if (i, j) ∈ Γ1(w).
(3) The set {p(i, j, l) | (i, j) ∈ Γ1(w)} induces a K-basis of Ker f .

Proof. (1) For every nonisomorphic endomorphism g : J(w)→ J(w), it is clear that there exists
h : J(w)→ J(w) such that g = hf . Thus, S(w) = Ker f holds.

(2) As an element in Π, we have f(p(i, j, l)) = p(i, j, l)p(l, l + 1, l) = p(i, j + 1, l). Then,
Lemma 3.4 implies the assertion.

(3) From Lemma 3.4, recall that the set {p(i, j, l) | (i, j) ∈ Γ (w)} induces a basis of J(w), so
this set is linearly independent in J(w).

Thus, the subset {p(i, j, l) | (i, j) ∈ Γ1(w)} is linearly independent in J(w), and is contained
in Ker f by (2).

On the other hand, in the proof of (2), we got f(p(i, j, l)) = p(i, j+1, l). If (i, j) ∈ Γ (w)\Γ1(w),
then (i, j +1, l) ∈ Γ (w). The set {p(i, j +1, l) | (i, j) ∈ Γ (w) \Γ1(w)} is linearly independent in
J(w). Thus, the set {p(i, j, l) | (i, j) ∈ Γ1(w)} generates Ker f as a K-vector space in J(w).

Therefore, we conclude that the set {p(i, j, l) | (i, j) ∈ Γ1(w)} induces a K-basis of Ker f . □
Lemma 3.6. Let w ∈ j-irrW be a join-irreducible element of type l, and define V as in Theorem
3.1. Then, there exists a bijection Γ1(w)→ V given by (i, j) 7→ i.

Proof. In the proof, we fully use the notation in Theorem 3.1.
We first show the well-definedness of the map Γ1(w)→ V .
We remark that, for k ∈ [l + 1, n + 1], the condition w(k) = k holds if and only if k > a,

and that this condition is also equivalent to w(k) > a. Lemma 3.4 and (i, j) ∈ Γ (w) give
j ≥ i ≥ w(j + 1). Thus, w(j + 1) ≤ j holds, so we get j + 1 ≤ a, or equivalently, j < a.
Therefore, we obtain i ≤ j < a.

On the other hand, Lemma 3.4 and (i, j) ∈ Γ (w) also imply j ≥ i ≥ w(j + 1) ≥ w(l+ 1) = b.
These imply that the map Γ1(w)→ V is well-defined. It is clearly injective by Lemma 3.4.
We next prove that the map Γ1(w) → V is also surjective. Let i ∈ V . Then, i < a holds, so

there exists some j ∈ [l, n] such that (i, j) ∈ Γ (w) by Lemma 3.4. Take the maximum j, then it
is easy to obtain (i, j) ∈ Γ1(w) from Lemma 3.4.

Hence, the map Γ1(w)→ V is also surjective, and thus, bijective. □
Now, we show Theorem 3.1.

Proof. By Lemma 3.5, we can define a map ρ : V → Q0 as follows: ρ(i) is the unique element
j ∈ Q0 such that (i, j) ∈ Γ1(w). Set ⟨i⟩ := p(i, ρ(i), l) for each i ∈ V . It suffices to show that
(⟨i⟩)i∈V satisfies the properties (a), (b), and (c), since the three properties are enough to define
a Π-module.

First, (⟨i⟩)i∈V is a K-basis of S(w) by Lemma 3.6, and K⟨i⟩ is clearly a subspace of eiS(w).
Thus, the property (a) holds, and (b) follows from (a).

We begin the proof of (c).
Let i ∈ V \ {maxV } and set j := ρ(i+ 1). Then,

αi⟨i+ 1⟩ = αip(i+ 1, j, l) = p(i, j, l) =

{
⟨i⟩ (if i+ 1 /∈ R, since (i, j) ∈ Γ1(w))

0 (if i+ 1 ∈ R, since (i, j) /∈ Γ (w))
.

Next, let i ∈ V \ {maxV } and set j := ρ(i). Then,

βi+1⟨i⟩ = βi+1p(i, j, l) = p(i+ 1, j + 1, l)

=

{
0 (if i+ 1 ∈ R, since (i+ 1, j + 1) /∈ Γ (w))

⟨i+ 1⟩ (if i+ 1 /∈ R, since (i+ 1, j + 1) ∈ Γ1(w))
.

From these, we have the property (c). □
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3.2. Type Dn. We state the result and give some examples first. Recall α1 = α+
1 + α−

1 and
β2 = β+

2 + β−
2 .

Theorem 3.7. Let w ∈ j-irrW be a join-irreducible element of type l. Set

R := w([|l|+ 1, n]), a := w(l), b := w(|l|+ 1),

r := max{k ≥ 0 | [1, k] ⊂ ±R}, c :=

{
w−1(|w(1)|) (r ≥ 1)

1 (r = 0)
,

(V−, V+) :=


(∅, [b, a− 1]) (b ≥ 2)

(∅, {c} ∪ [2, a− 1]) (b = ±1)
([b+ 1,−2] ∪ {−c}, {c} ∪ [2, a− 1]) (b ≤ −2)

, V := V+ ⨿ V−.

Then, the brick S(w) is isomorphic to the Π-module S′(w) defined as follows.

(a) The brick S′(w) has a K-basis (⟨i⟩)i∈V , and if j = |i| ≥ 2 or j = i ∈ {±1}, then
ej⟨i⟩ := ⟨i⟩; otherwise ej⟨i⟩ := 0.

(b) Let i ∈ V . If j ̸= |i| − 1, then αj⟨i⟩ := 0. If j ̸= |i|+ 1, then βj⟨i⟩ := 0.
(c) The remaining actions of arrows are given as follows, where we set ⟨j⟩ := 0 if j /∈ V (in

this case, the coefficient ξ+i , ξ
−
i , η

+
i , or η−i of ⟨j⟩ is set as zero below).

(i) For i ∈ V+ \ {maxV+}, we have α|i|⟨|i|+ 1⟩ := ξ+i ⟨i⟩+ ξ−i ⟨−i⟩, where

ξ+i :=

{
1 (|i|+ 1 /∈ R)

0 (|i|+ 1 ∈ R)
, ξ−i :=

{
1 (|i| = 1, r = 0, 2 /∈ R)

0 (otherwise)
.

(ii) For i ∈ V+ \ {maxV+}, we have β|i|+1⟨i⟩ := η+i ⟨|i|+ 1⟩+ η−i ⟨−(|i|+ 1)⟩, where

η+i :=

{
1 (|i|+ 1 ∈ R)

0 (|i|+ 1 /∈ R)
, η−i :=

{
−1 (|i| = 1, r = 0, −2 /∈ R)

0 (otherwise)
.

(iii) For i ∈ V− \ {minV−}, we have α|i|⟨−(|i|+ 1)⟩ := ξ+i ⟨−i⟩+ ξ−i ⟨i⟩, where

ξ+i :=

{
1 (|i| ≤ r, |i|+ 1 ∈ R)

0 (otherwise)
, ξ−i :=

{
1 (−(|i|+ 1) ∈ R)

0 (−(|i|+ 1) /∈ R)
.

(iv) For i ∈ V−, we have β|i|+1⟨i⟩ := η+i ⟨|i|+ 1⟩+ η−i ⟨−(|i|+ 1)⟩, where

η+i :=

{
1 (|i| ≤ r, |i|+ 1 /∈ R)

0 (otherwise)
, η−i :=


1 (|i| ̸= r, −(|i|+ 1) /∈ R)

−1 (|i| = r)

0 (otherwise)

.

The proof of the theorem given in later depends on whether the type l of the join-irreducible
element w ∈ j-irrW is ±1 or not, because the description of the indecomposable τ−1-rigid module
J(w) does so. The following examples show the difference of the calculation of the brick S(w)
in these two cases.

Example 3.8. Let n := 9, w := (9,−7,−6,−4,−1, 2, 3, 5, 8). Then, we have l = 1, a = 9,
b = −7, r = 8, and c = −1. Thus, (V−, V+) = ([−6,−2] ∪ {1}, {−1} ∪ [2, 8]), and the desired
brick S(w) is written as

⟨1⟩ ⟨−2⟩ ⟨−3⟩ ⟨−4⟩ ⟨−5⟩ ⟨−6⟩

⟨−1⟩ ⟨2⟩ ⟨3⟩ ⟨4⟩ ⟨5⟩ ⟨6⟩ ⟨7⟩ ⟨8⟩
β−
2 // β3 // α3oo β5 // α5oo α6oo β8 //

β+
2 //

α−
1

����
��
��
��

β3 //

α2

����
��
��
��

α3oo

β4

��?
??

??
??

?

β5 //

α4

����
��
��
��

α5oo

β6

��?
??

??
??

?
β7

��?
??

??
??

?

.
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By omitting the labels of the arrows, the brick S(w) can be written in the following abbreviated
way, which is enough to determine S(w) up to isomorphisms:

1 −2 −3 −4 −5 −6

−1 2 3 4 5 6 7 8/ / // oo // oo oo //

//

����
��
��
��
�

//

����
��
��
��
��

oo

��?
??

??
??

??
?

//

����
��
��
��
��

oo

��?
??

??
??

??
?

��?
??

??
??

??
?

.(3.2)

If we use the notation as (2.4), then by Proposition 2.9, the module J(w) and the “position”
of a submodule S(w) in J(w) are described as follows:

J(w) = 1

2 −1
3 2 1

4 3 2 −1
5 4 3 2

6 5 4 3

7 6 5

8

, S(w) =

1

2 −1
4 3 2

6 5 4 3

7 6 5

8

.

In the figure for S(w), every square i with a red letter denotes K⟨−i⟩, which is a subspace

of eiS(w). There are five such squares
2

,
3

,
4

,
5

,
6

. Every other square
i

denotes
K⟨i⟩, and it is a subspace of eiS(w). Compare this expression of the brick S(w) to (3.2).

Example 3.9. Let n := 9, w := (−6, 9,−7,−4,−1, 2, 3, 5, 8). Then, we have l = 2, a = 9,
b = −7, r = 5, and c = −1. Thus, (V−, V+) = ([−6,−2] ∪ {1}, {−1} ∪ [2, 8]), and the desired
brick S(w) is written as

⟨1⟩ ⟨−2⟩ ⟨−3⟩ ⟨−4⟩ ⟨−5⟩ ⟨−6⟩

⟨−1⟩ ⟨2⟩ ⟨3⟩ ⟨4⟩ ⟨5⟩ ⟨6⟩ ⟨7⟩ ⟨8⟩
β−
2 // β3 // α3oo β5 // α5oo α6oo β8 //

β+
2 //

α−
1

����
��
��
��

β3 //

α2

����
��
��
��

α3oo

β4

��?
??

??
??

?

β5 //

α4

����
��
��
��

−β6 //

β6

��?
??

??
??

?

.

The brick S(w) can be written in the following abbreviated way:

1 −2 −3 −4 −5 −6

−1 2 3 4 5 6 7 8/ /

//

����
��
��
��
�

//

//

����
��
��
��
��

oo

oo

��?
??

??
??

??
?

//

//

����
��
��
��
��

oo

//

��?
??

??
??

??
?

oo //

.(3.3)
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Now we use the notation as (2.6), then by Proposition 2.11, the module J(w) and the “posi-
tion” of a submodule S(w) in J(w) are described as follows:

J(w) = 2 1
−1 −2 −3 −4 −5 −6

3 2 −1
1 −2 −3

4 3 2 −1

5 4 3 2

6 5 4 3

7 6 5

8

, S(w) = (4) (5) −6

1 (2) (3)

(2) −1

(4) (3) 2

(5) 4 3

7 6 5

8

.

In the figure for S(w), for each i = 2, 3, 4, 5, the two squares (i) together denote a certain
one-dimensional subspace of the two-dimensional vector space corresponding to the two squares

i and −i in the figure for J(w). This one-dimensional vector space is actually K⟨−i⟩, which

is a subspace of eiS(w). Every other square
i

in the figure for S(w) denotes K⟨i⟩, which is
a subspace of e|i|S(w) if i ≤ −2, and of eiS(w) if i ≥ −1. We can check that this expression of
the brick S(w) can be rewritten as (3.3).

We mainly use such abbreviated expressions of bricks as (3.2) and (3.3) in the rest. Theorem
3.7 can be restated as follows by using the abbreviated expressions.

Corollary 3.10. Let w ∈ j-irrW be a join-irreducible element of type l, and use the setting of
Theorem 3.7. We express the brick S(w) in the same abbreviation rules as Corollary 3.3. Then,
there exist the following arrows, and no other arrows exist.

(i) For each i ∈ V+ \{maxV+}, there exists an arrow i→ |i|+1 if |i|+1 ∈ R; and i← |i|+1
otherwise.

(ii) For each i ∈ V− \ {minV−}, there exists an arrow i ← −(|i| + 1) if −(|i| + 1) ∈ R; and
i→ −(|i|+ 1) otherwise.

(iii) If r ≥ 1, then for each i ∈ V− with |i| ≤ r, there exists an arrow −i ← −(|i| + 1) if
|i|+ 1 ∈ R; and i→ |i|+ 1 otherwise.

(iv) If r = 0, then there exists an arrow −c← 2 if c← 2 exists in (i), and an arrow c→ −2
if −c→ −2 exists in (ii).

Proof. We remark that, for i ∈ [1, r], the condition −i ∈ R is equivalent to i /∈ R. Then,
Theorem 3.7 yields the assertion. □

Unlike the case of type An, for w ∈ j-irrW , there may not exist a path algebra A of type Dn

such that the brick S(w) is an A-module. For example, the bricks obtained in Examples 3.8
and 3.9 cannot be modules over any path algebra of type Dn, since the 2-cycle α2β3 annihilates
none of them. Our results imply that, if an element in Π is the product of some two 2-cycles,
then it annihilates all the bricks in brickΠ.

We give more examples.

Example 3.11. In these examples, assume n := 9.

(1) Let w := (3, 5, 8,−7,−4, 1, 2, 6, 9). Then, we have l = 3, a = 8, b = −7, r = 2, and
c = 1. Thus, (V−, V+) = ([−6,−1], [1, 7]), and the desired brick S(w) is written as

−1 −2 −3 −4 −5 −6

1 2 3 4 5 6 7//

//

����
��
��

oo

//

��?
??

??
?

oo

oo

oo

//

//

//

oo

.
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(2) Let w := (1, 3, 5, 8,−7,−4, 2, 6, 9). Then, we have l = 4, a = 8, b = −7, r = 0, and
c = 1. Thus, (V−, V+) = ([−6,−1], [1, 7]), and the desired brick S(w) is written as

−1 −2 −3 −4 −5 −6

1 2 3 4 5 6 7//

//
??������

oo

//

oo

oo

oo

//

//

//

oo

.

(3) Let w := (1, 2, 3, 5, 8,−7,−4, 6, 9). Then, we have l = 5, a = 8, b = −7, r = 0, and
c = 1. Thus, (V−, V+) = ([−6,−1], [1, 7]), and the desired brick S(w) is written as

−1 −2 −3 −4 −5 −6

1 2 3 4 5 6 7oo

//
??������

__??????
oo

//

oo

oo

oo

//

//

//

oo

.

We also have the list of bricks in the case ∆ = D5 in Appendix.
Now, we start the proof of Theorem 3.7. We divide the argument by whether the type l of

w ∈ j-irrW is ±1 or not.
We first assume that l = ±1. We can restate Proposition 2.9 as follows.

Lemma 3.12. Let w ∈ j-irrW be a join-irreducible element of type l = ±1.
(1) Assume (i, j) ∈ Γ [l]. Then, p(i, j, l) /∈ I(w) holds if and only if i ≥ w(|j|+ 1).
(2) Consider the subset Γ (w) ⊂ Γ [l] consisting of the elements (i, j) ∈ Γ [l] with p(i, j, l) /∈

I(w). Then, the set {p(i, j, l) | (i, j) ∈ Γ (w)} induces a K-basis of J(w).

In this lemma, we can replace the condition i ≥ w(|j| + 1) by |i| ≥ w(|j| + 1) in (1), since
w(m) = (−1)m−1l holds for the number m := |w−1(1)|.

To express S(w), we define the following set for k ≥ 1:

Γk(w) := {(i, j) ∈ Γ (w) | min{x ≥ 1 | ((−1)xi, |j|+ x) /∈ Γ (w)} = k}.

It is easy to see that Γ (w) is the disjoint union of the Γk(w)’s. Moreover, we extend the definition

of the path p(i, j, l) to Γ̃ [l] := {(i, j) ∈ Q0 × Z | i ≤ j ≥ l} by setting p(i, j, l) := 0 if j ≥ n, and
also define w(k) := k if k ≥ n+1. In Example 3.8, the squares with black letters denote Γ1(w),
and the squares with red letters denote Γ2(w).

Lemma 3.13. Let w ∈ j-irrW be a join-irreducible element of type l = ±1. Consider the
endomorphism f := (·p(l, 3, l)) : J(w)→ J(w).

(1) We have S(w) = Ker f .
(2) Let (i, j) ∈ Γ (w). Then, p(i, j, l) ∈ Ker f holds if and only if (i, j) ∈ Γ1(w)⨿ Γ2(w).
(3) The set {p(i, j, l) | (i, j) ∈ Γ1(w)⨿ Γ2(w)} induces a K-basis of Ker f .

Proof. Similar argument to Lemma 3.5 works. We remark that f(p(i, j, l)) = p(i, j, l)p(l, 3, l) =
p(i, |j|+ 2, l) hold in Π. □

Lemma 3.14. Let w ∈ j-irrW be a join-irreducible element of type l = ±1. Define V+ and V−
as in Theorem 3.1.

(1) There exists a bijection Γ1(w)→ V+ given by (i, j) 7→ i.
(2) There exists a bijection Γ2(w) → V− given by (i, j) 7→ i if |i| = 1; and (i, j) 7→ −i

otherwise.

Proof. We use the notation in Theorem 3.7 in the proof.
(1) We see the well-definedness of the map Γ1(w)→ V+.
We first show that every (i, j) ∈ Γ1(w) satisfies that i < a. We remark that, for k ∈ [2, n],

the condition w(k) = k holds if and only if k > a, and that this condition is also equivalent to
w(k) > a. Lemma 3.12 and (i, j) ∈ Γ (w) give j ≥ i ≥ w(|j|+ 1). Thus, w(|j|+ 1) ≤ j holds, so
we get |j|+ 1 ≤ a, or equivalently, |j| < a. Therefore, we obtain i ≤ |j| < a.
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We also prove that, if (i, j) ∈ Γ1(w) and |i| = 1, then i = c (*). Since (i, j) ∈ Γ (w), we get

i = (−1)|j|−1. In this case, Lemma 3.12 and (i, j) ∈ Γ1(w) yield w(|j|+2) ≥ 2 and i ≥ w(|j|+1).
Since |w−1(1)| ≥ 2, we have w(|j| + 1) = ±1. Thus, |j| + 1 = |w−1(1)| holds; hence, we have

(−1)|j|−1l = (−1)|w−1(1)|l = c. Therefore, i = c.
Moreover, Lemma 3.12 and (i, j) ∈ Γ (w) imply j ≥ i ≥ w(|j|+ 1) ≥ w(2) = b.
These imply that the map Γ1(w)→ V+ is well-defined. By Lemma 3.12, it is clearly injective.
We next prove that the map Γ1(w) → V+ is also surjective. Let i ∈ V+, then |i| < a holds.

Thus, the first remark yields w(|i| + 1) < |i| + 1, so there exists some j ∈ {l} ∪ [2, n − 1] such
that (i, j) ∈ Γ (w). Take the maximum j among such j’s.

If i ≥ 2, then (i, j) belongs to Γ1(w) by Lemma 3.12.
If i = c, then (i, j) ∈ Γ (w) and (i, |j| + 2) /∈ Γ (w) hold. On the other hand, we obtain

(−i, |j|+ 1) /∈ Γ1(w) from (*). From these, (i, j) must be in Γ1(w).
Therefore, (i, j) ∈ Γ1(w) holds, so the map Γ1(w)→ V+ is also surjective, and thus, bijective.
(2) We can check the following properties.

• For k ∈ [2, n], the condition w(k) ≥ k − 1 holds if and only if k > |b| + 1, and this
condition is also equivalent to w(k) > |b|.
• If i ∈ V−, then w(|i|+ 1) < |i| and w(|i|+ 2) < |i|+ 2 hold.

Then, similar argument to (1) works. □

Now, we show Theorem 3.7 in the case l = ±1.

Proof. By Lemma 3.14, we can define a map ρ : V → Q0 as follows.

• If i ∈ V+, then ρ(i) is the unique element j ∈ Q0 such that (i, j) ∈ Γ1(w).
• If i ∈ V− and i = ±1, then ρ(i) is the unique element j ∈ Q0 such that (i, j) ∈ Γ2(w).
• If i ∈ V− and i ≤ −2, then ρ(i) is the unique element j ∈ Q0 such that (−i, j) ∈ Γ2(w).

Set ⟨i⟩ := p(i, ρ(i), l) for each i ∈ V . It suffices to show that (⟨i⟩)i∈V satisfies the properties (a),
(b), and (c), since the three properties are enough to define a Π-module.

First, (⟨i⟩)i∈V is a K-basis of S(w) by Lemma 3.13, and K⟨i⟩ is clearly a subspace of eiS(w)
if i ≥ −1; and of e|i|S(w) if i ≤ −2. Thus, the property (a) has been proved, and the property
(b) follows from (a).

In the following observation, we fully use Lemma 3.12.
We begin the proof of (c)(i). First, we assume 2 ∈ V+, and set j := ρ(2).

• If 2 /∈ R, then w(j + 1) = c and w(j + 2) ≥ 3 hold, so we have (c, j) ∈ Γ1(w) and
(−c, j) /∈ Γ (w).
• If 2 ∈ R, then w(j + 1) = 2 holds, so we have (c, j), (−c, j) /∈ Γ (w).

These imply

α1⟨2⟩ = α1p(2, j, l) = p(c, j, l) + p(−c, j, l) =

{
⟨c⟩ (2 /∈ R)

0 (2 ∈ R)
.

Second, let i ∈ V+ \ {maxV+} and i ≥ 2, and set j := ρ(i+ 1). Then,

αi⟨i+ 1⟩ = αip(i+ 1, j, l) = p(i, j, l) =

{
⟨i⟩ (if i+ 1 /∈ R, since (i, j) ∈ Γ1(w))

0 (if i+ 1 ∈ R, since (i, j) /∈ Γ (w))
.

Since l = ±1, we have r ≥ 1. Thus, we have proved (c)(i).
Next, we begin the proof of (c)(ii). Let i ∈ V+ \ {maxV+}, and set j := ρ(i). Then,

β|i|+1⟨i⟩ = β|i|+1p(i, j, l) = p(|i|+ 1, j + 1, l)

=

{
0 (if i+ 1 /∈ R, since (|i|+ 1, j + 1) /∈ Γ (w))

⟨|i|+ 1⟩ (if i+ 1 ∈ R, since (|i|+ 1, j + 1) ∈ Γ1(w))
.

Since r ≥ 1, this implies (c)(ii).
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Before continuing the proof, we remark the following: every i ∈ V− satisfies |i| < r, since
l = ±1. Thus, if i ∈ V−, then |i|+ 1 /∈ R is equivalent to −(|i|+ 1) ∈ R.

We proceed to the proof of (c)(iii). First, assume −c ∈ V− \ {minV−}, and set j := ρ(−2).
• If −2 /∈ R, then w(j + 1) = c and w(j + 2) = 2 hold, so we have (c, j) ∈ Γ1(w) and
(−c, j) /∈ Γ (w).
• If −2 ∈ R, then w(j + 1) ≤ −2 and w(j + 2) = c hold, so we have (−c, j) ∈ Γ1(w) and
(c, j) /∈ Γ (w).

Thus,

α1⟨−2⟩ = α1p(2, j, l) = p(c, j, l) + p(−c, j, l) =

{
⟨c⟩ (−2 /∈ R)

⟨−c⟩ (−2 ∈ R)
.

Second, let i ∈ V− \ {minV−} and |i| ≥ 2, and set j := ρ(−(|i|+ 1)). Then,

α|i|⟨−(|i|+ 1)⟩ = α|i|p(|i|+ 1, j, l) = p(|i|, j, l)

=

{
⟨|i|⟩ = ⟨−i⟩ (if |i|+ 1 ∈ R, since (|i|, j) ∈ Γ1(w))

⟨−|i|⟩ = ⟨i⟩ (if |i|+ 1 /∈ R, since (|i|, j) ∈ Γ2(w))
.

These observations yield (c)(iii).
The remaining task is to check (c)(iv). Assume i ∈ V−, and set j := ρ(i). Then,

β|i|+1⟨i⟩ = β|i|+1p(i, j, l) = p(|i|+ 1, j + 1, l)

=

{
⟨−(|i|+ 1)⟩ (if |i|+ 1 ∈ R, since (|i|+ 1, j + 1) ∈ Γ2(w))

⟨|i|+ 1⟩ (if |i|+ 1 /∈ R, since (|i|+ 1, j + 1) ∈ Γ1(w))
.

Thus, we have obtained (c)(iv).
Now, all the desired properties have been proved. □

We next assume that the type l is not ±1. We can restate Proposition 2.11 as follows.

Lemma 3.15. Let w ∈ j-irrW be a join-irreducible element of type l ̸= ±1, and set c as in
Theorem 3.7. If w(l+1) ≤ 1, then set m := max{k ∈ [l+1, n] | w(k) ≤ 1} and ε := (−1)m−(l+1)c;
otherwise, set ε := 1.

(1) Assume (i, j) ∈ Γ [l]. Then, pε(i, j, l) /∈ I(w) holds if and only if
i ≥ w(j + 1) (w(j + 1) ≥ 2)

i ≥ 2 or i = w(j + 1) (w(j + 1) = ±1)
i ≥ w(j + 1) + 1 (w(j + 1) ≤ −2)

.

(2) Consider the subset Γ (w) ⊂ Γ [l] consisting of the elements (i, j) ∈ Γ [l] with pε(i, j, l) /∈
I(w). Then, the set {pε(i, j, l) | (i, j) ∈ Γ (w)} induces a K-basis of J(w).

To express S(w), we define the following set for k ≥ 1:

Γk(w) := {(i, j) ∈ Γ (w) | min{x ≥ 1 | (i, j + x) /∈ Γ (w)} = k}.

Moreover, we extend the definition of the path pε(i, j, l) to Γ̃ [l] := {(i, j) ∈ ±Q0×Z | i ≤ j ≥ l}
by setting pε(i, j, l) := 0 if j ≥ n, and define w(k) := k if k ≥ n+ 1.

Then, straightforward calculation yields the relation

p−ε(i, j, l) = −pε(i, j, l) + pε(|i|, j + |i| − 1, l)(3.4)

for (i, j) ∈ Γ̃ [l] with i ≤ −2.

Lemma 3.16. Let w ∈ j-irrW be a join-irreducible element of type l ̸= ±1. Set R, a, b, r, c as
in Theorem 3.7, and ε as in Lemma 3.15.
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(1) Consider the endomorphisms

f1 := (·pε(l, l + 1, l)) : J(w)→ J(w) and f2 := (·pε(−l, l, l)) : J(w)→ J(w).

Then, S(w) = Ker f1 ∩ Ker f2 holds.
(2) Let (i, j) ∈ Γ (w). Then, p−ε(i, j, l) ∈ Ker f1 holds if and only if (i, j) ∈ Γ1(w).
(3) The set {p−ε(i, j, l) | (i, j) ∈ Γ1(w)} induces a K-basis of Ker f1.
(4) Set Λ1(w) := {(i, j) ∈ Γ1(w) | a− 1 ≥ i}. The set {p−ε(i, j, l) | (i, j) ∈ Λ1(w)} induces a

K-basis of S(w).
(5) Assume b ≤ −2 and r ≥ 1, and let (i, j) ∈ Γ1(w) with −2 ≥ i ≥ b + 1. Then,

p−ε(|i|, j + |i| − 1, l) /∈ Ker f1 holds if and only if |i| ≤ r. In this case, (|i|, j + |i| − 1)
belongs to Γ2(w).

(6) The submodule Ker f1 ∩ Ker f2 has a basis formed by
– pε(i, j, l) for each (i, j) ∈ Λ1(w) with i ≥ −1 and −r − 1 ≥ i; and
– p−ε(i, j, l) for each (i, j) ∈ Λ1(w) with −2 ≥ i ≥ −r.

Proof. The part (1) is clear.
The proofs of (2) and (3) are similar to Lemma 3.5. We remark that f1(p−ε(i, j, l)) = pε(i, j+

1, l) holds in Π.
(4) Let (i, j) ∈ Γ1(w). We show that p−ε(i, j, l) ∈ Ker f2 holds if and only if i ≤ w(l)− 1.
We first assume that i ≥ 2. In this case, f2(p−ε(i, j, l)) = p−ε(i, j, l)pε(−l, l, l) = pε(−i, l +

j − i, l) hold. Thus, f2(p−ε(i, j, l)) = 0 in J(w) holds if and only if pε(−i, l + j − i, l) ∈ Π
belongs to I(w). This is equivalent to w(l + j − i + 1) + 1 > −i by Lemma 3.15, and also to
#(R ∩ [−n,−i− 1]) < j − i+ 1.

On the other hand, (i, j) ∈ Γ1(w) gives w(j + 2) − 1 ≥ i ≥ w(j + 1), because i ≥ 2. This
implies that #(R ∩ [−n, i]) = j + 1− l.

Therefore, f2(p−ε(i, j, l)) = 0 in J(w) holds if and only if #(R∩ [−i, i]) > i− l. This condition
is equivalent to that #(w([1, l])∩ [−i, i]) < l. This exactly means that there exists some k ∈ [1, l]
such that |w(k)| > i, and it is equivalent to a > i.

Now, the proof for i ≥ 2 is complete.
Next, we assume that i = ±1. We must show p−ε(i, j, l) ∈ Ker f2. In this case,

f2(p−ε(i, j, l)) = p−ε(i, j, l)pε(−l, l, l) = αipε(2, j, l)pε(−l, l, l) = αipε(−2, l + j − 2, l)

=

{
pε(i, l + j − 1, l) (i = ε(−1)j)
0 (i = −ε(−1)j)

,

since pε(−2, l + j − 2, l) factors through ε(−1)j−1.
Thus, we may assume i = ε(−1)j . First, pε(i, l + j − 1, l) ∈ I(w) is equivalent to that

(w(l + j) ≥ 2 or w(l + j) = −i) by Lemma 3.15. On the other hand, (i, j) ∈ Γ1(w) implies that
w(j + 2) ≥ 2 or w(j + 2) = −i. Since l ≥ 2, we have (w(l + j) ≥ 2 or w(l + j) = −i), and
pε(i, l + j − 1, l) ∈ I(w).

Consequently, i = ±1 implies that p−ε(i, j, l) ∈ Ker f2.
Finally, we assume that i ≤ −2. Then, p−ε(i, j, l) ∈ Ker f2 holds, because the path p−ε(i, j, l)

has p−ε(1, j, l) or p−ε(−1, j, l) in its ending.
Now, we have proved that p−ε(i, j, l) ∈ Ker f2 holds if and only if i ≤ a−1, and obtained that

f2(p−ε(i, j, l)) = pε(−i, l + j − i, l) ̸= 0 in J(w) if (i, j) ∈ Γ1(w) and i ≥ a.
Thus, the set {f2(p−ε(i, j, l)) | (i, j) ∈ Γ1(w) \ Λ1(w)} is linearly independent in J(w), so

{p−ε(i, j, l) | (i, j) ∈ Λ1(w)} generates Ker f1 ∩Ker f2. This set is clearly linearly independent in
J(w). Therefore, we obtain the assertion from (1).

(5) Let (i, j) ∈ Γ1(w) with −2 ≥ i ≥ b+ 1.
For the first statement, it is easy to see that f1(p−ε(|i|, j + |i| − 1, l)) = pε(|i|, j + |i|, l) in

Π, so p−ε(|i|, j + |i| − 1, l) /∈ Ker f1 precisely means pε(|i|, j + |i|, l) /∈ I(w) in Π. Lemma 3.15
yields that this holds if and only if w(j + |i| + 1) ≤ |i|, because |i| ≥ 2. It is equivalent to
#(R ∩ [−n, |i|]) ≥ j + |i|+ 1− l.
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On the other hand, (i, j) ∈ Γ1(w) gives w(j + 2) ≥ i = −|i| ≥ w(j + 1) + 1, because i ≤ −2.
This implies that #(R ∩ [−n,−|i| − 1]) = j + 1− l.

Therefore, f1(p−ε(|i|, j + |i| − 1, l)) ̸= 0 in J(w) holds if and only if #(R ∩ [−|i|, |i|]) ≥ |i|.
This exactly means [1, |i|] ⊂ ±R. By the definition of the number r, it is equivalent to |i| ≤ r.
In this case, #(R ∩ [−|i|, |i|]) = |i|.

The first statement has been proved.
Next, we show the second statement, so we assume |i| ≤ r. It suffices to prove (|i|, j +

|i|) ∈ Γ (w) and (|i|, j + |i| + 1) /∈ Γ (w). We already have #(R ∩ [−|i|, |i|]) = |i|, and by the
argument above, this yields #(R ∩ [−n, |i|]) = j + |i|+ 1− l. Thus, we have w(j + |i|+ 1) ≤ |i|
and w(j + |i| + 2) > |i|. Since |i| ≥ 2, Lemma 3.15 implies that (|i|, j + |i|) ∈ Γ (w) and
(|i|, j + |i|+ 1) /∈ Γ (w). Thus, (|i|, j + |i| − 1) belongs to Γ2(w).

(6) In (4), p−ε(i, j, l) = pε(i, j, l) holds for each (i, j) ∈ Λ1(w) with i ≥ −1.
On the other hand, let (i, j) ∈ Λ1(w) with i < −r and i ≤ −2. Clearly, p−ε(i, j, l) ∈ Ker f1.

By (5), we have p−ε(|i|, j + |i| − 1, l) ∈ Ker f1.
If p−ε(|i|, j + |i| − 1, l) ̸= 0 in J(w), then #(R ∩ [−|i|, |i|]) ≥ |i| − 1 follows from similar

argument to the proof of the first statement of (5). This implies |i| < a, since l ≥ 2. We have
(|i|, j + |i| − 1, l) ∈ Λ1(w). Thus, in the K-basis of Ker f1 ∩ Ker f2 given in (4), we can replace
p−ε(i, j, l) to pε(i, j, l) to obtain another K-basis of S(w).

If p−ε(|i|, j + |i| − 1, l) = 0 in J(w), then p−ε(i, j, l) = pε(i, j, l) holds.
We repeat this procedure, and get that the elements in the statement form a K-basis of

Ker f1 ∩ Ker f2. □

The next assertion follows from the definition of Λ1(w).

Lemma 3.17. Let w ∈ j-irrW be a join-irreducible element of type l ̸= ±1. Then, there exists
a bijection Λ1(w)→ V given by (i, j) 7→ i.

Proof. The well-definedness can be checked by Lemma 3.16.
We clearly have max{k ∈ [l + 1, n] | w(k) < k} − 1 ≥ a − 1. Then, Lemma 3.15 and the

definition of V yield that, for any i ∈ V , there exists some j such that (i, j) ∈ Γ (w). Thus, the
definition of Λ1(w) and i ≤ a − 1 imply that there uniquely exists j such that (i, j) ∈ Λ1(w).
This means that the map Λ1(w)→ V is bijective. □

Now, we show Theorem 3.7 in the case l ̸= ±1.

Proof. By Lemma 3.16, we can define a map ρ : V → Q0 as follows: ρ(i) is the unique element
j ∈ Q0 such that (i, j) ∈ Γ1(w). Set ⟨i⟩ := p(i, ρ(i), l) for each i ∈ V . It suffices to show that
(⟨i⟩)i∈V satisfies the properties (a), (b), and (c), since the three properties are enough to define
a Π-module.

First, (⟨i⟩)i∈V is a K-basis of S(w) by Lemma 3.17, and K⟨i⟩ is clearly a subspace of eiS(w)
if i ≥ −1; and of e|i|S(w) if i ≤ −2. Thus, the property (a) has been obtained, and the property
(b) follows from (a).

In the rest, we fully use Lemma 3.15.
We begin the proof of (c)(i). First, we assume 2 ∈ V+, and set j := ρ(2).

• If 2 /∈ R and r ≥ 1, then w(j + 1) = c. Thus, (c, j) ∈ Λ1(w) and (−c, j) /∈ Γ (w) follow.
• If 2 /∈ R and r = 0, then w(j + 1) ≤ −2. Thus, (c, j), (−c, j) ∈ Λ1(w) follows.
• If 2 ∈ R, then w(j + 1) = 2. Thus, (c, j), (−c, j) /∈ Γ (w) follows.

Therefore,

α1⟨2⟩ = α1pε(2, j, l) = pε(c, j, l) + pε(−c, j, l) =


⟨c⟩ (2 /∈ R, r ≥ 1)

⟨c⟩+ ⟨−c⟩ (2 /∈ R, r = 0)

0 (2 ∈ R)

.
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Second, we assume i ∈ V+ \ {maxV+} and i ≥ 2, and set j := ρ(i+ 1). Then,

αi⟨i+ 1⟩ = αipε(i+ 1, j, l) = pε(i, j, l) =

{
⟨i⟩ (if i+ 1 /∈ R, since (i, j) ∈ Γ1(w))

0 (if i+ 1 ∈ R, since (i, j) /∈ Γ (w))
.

Thus, we have the property (c)(i).
We begin the proof of (c)(ii). First, let c ∈ V+ \ {maxV+}, and set j := ρ(c). In this case,

w(j + 1) ≤ 1, w(j + 2) ≥ 2, and ε = (−1)j−lc hold, so the path pε(−2, j, l) factors through −c.
We observe the following properties.

• If −2 /∈ R and r = 0, then (−2, j) ∈ Λ1(w); otherwise (−2, j) /∈ Γ (w).
• If 2 ∈ R, then (2, j + 1) ∈ Λ1(w); otherwise (2, j + 1) /∈ Γ (w).

Thus, we have

β2⟨c⟩ = β2pε(c, j, l) = p−ε(−2, j, l) = −pε(−2, j, l) + pε(2, j + 1, l) = η−c ⟨−2⟩+ η+c ⟨2⟩.

Second, let i ∈ V+ \ {maxV+} and i ≥ 2, and set j := ρ(i). Then,

β|i|+1⟨i⟩ = β|i|+1pε(i, j, l) = pε(|i|+ 1, j + 1, l)

=

{
0 (if i+ 1 /∈ R, since (|i|+ 1, j + 1) /∈ Γ (w))

⟨|i|+ 1⟩ (if i+ 1 ∈ R, since (|i|+ 1, j + 1) ∈ Γ1(w))
.

These observations imply the property (c)(ii).
We next consider the elements in V−. In order to observe the actions of the arrows to ⟨−i⟩

(i ∈ [2, r]), we define sets Ω(w) and Λ2(w) as

Ω(w) := {(i, j) ∈ Λ1(w) | i ∈ [−r,−2]}, Λ2(w) := {(i, j) ∈ Γ2(w) | i ∈ [2, r]}.

The element ⟨−i⟩ is equal to the path p−ε(i, j, l) with (i, j) ∈ Ω(w), but we want to deal with the
paths of the form pε(i

′, j′, l). In the formula (3.4), p−ε(i, j, l) is a linear combination of pε(i, j, l)
and pε(|i|, j + |i| − 1, l). By Lemma 3.16 (5), (|i|, j + |i| − 1) belongs to Λ2(w). Moreover,
φ : Ω(w) ∋ (i, j) 7→ (|i|, j + |i| − 1) ∈ Λ2(w) is a bijection.

In the figure for J(w) in Example 3.9, the squares with positive blue numbers are the elements
of Λ2(w), and that the squares with negative blue numbers are the elements of Ω(w).

Now, we begin the proof of (c)(iii). We first assume −c ∈ V− \ {minV−}, and set j := ρ(−2).
• If −2 ∈ R and r ≥ 2, then w(j+1) ≤ −3, w(j+2) = −2, w(j+3) = c, w(j+4) ≥ 3, and
ε = (−1)j+2−lc hold, so the path pε(−2, j, l) factors through −c, and (−c, j+1) ∈ Λ1(w)
follows. Thus,

α1⟨−2⟩ = α1p−ε(−2, j, l) = −α1pε(−2, j, l) + α1pε(2, j + 1, l)

= −pε(c, j + 1, l) + (pε(c, j + 1, l) + pε(−c, j + 1, l))

= pε(−c, j + 1, l) = ⟨−c⟩.

• If −2 ∈ R and r = 0, then w(j+1) ≤ −3, w(j+2) = −2, w(j+3) ≥ 3, and ε = (−1)j+1−lc
hold, so the path pε(−2, j, l) factors through c, and (−c, j + 1) ∈ Λ1(w) follows. Thus,

α1⟨−2⟩ = α1pε(−2, j, l) = pε(−c, j + 1, l) = ⟨−c⟩.

• If −2 /∈ R and r ≥ 2, then w(j+1) ≤ −3, w(j+2) = c, w(j+3) = 2, and ε = (−1)j+1−lc
hold, so the path pε(−2, j, l) factors through c, and (c, j + 1) ∈ Λ1(w) follows. Thus,

α1⟨−2⟩ = α1p−ε(−2, j, l) = −α1pε(−2, j, l) + α1pε(2, j + 1, l)

= −pε(−c, j + 1, l) + (pε(c, j + 1, l) + pε(−c, j + 1, l))

= pε(c, j + 1, l) = ⟨c⟩.
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• If −2 /∈ R and r = 1, then w(j+1) ≤ −3, w(j+2) = c, w(j+3) ≥ 3, and ε = (−1)j+1−lc
hold, so the path pε(−2, j, l) factors through c, and (−c, j + 1) /∈ Γ (w) follows. Thus,

α1⟨−2⟩ = α1pε(−2, j, l) = pε(−c, j + 1, l) = 0.

• If −2 /∈ R and r = 0, then w(j + 1) ≤ −3, w(j + 2) ≥ 2, and ε = (−1)j−lc hold, so the
path pε(−2, j, l) factors through −c, and (c, j + 1) /∈ Γ (w) follows. Thus,

α1⟨−2⟩ = α1pε(−2, j, l) = pε(c, j + 1, l) = 0.

Second, we assume i ∈ V−\{minV−} and |i| ≥ 2, and take the unique j such that (−(|i|+1), j) ∈
Λ1(w), and observe the action of the arrow αi for ⟨−(|i|+ 1)⟩ ∈ S(w).

• If |i| < r, then (−(|i|+1), j) ∈ Ω(w) and φ(−(|i|+1), j) = (|i|+1, j+ |i|) ∈ Λ2(w) hold,
and

α|i|⟨−(|i|+ 1)⟩ = α|i|p−ε(−(|i|+ 1), j, l) = −α|i|pε(−(|i|+ 1), j, l) + α|i|pε(|i|+ 1, j + |i|, l)
= −pε(−|i|, j + 1, l) + pε(|i|, j + |i|, l)

=

{
⟨−|i|⟩ (if −(|i|+ 1) ∈ R, since (−|i|, j + 1) ∈ Ω(w))

pε(|i|, j + |i|, l) (if −(|i|+ 1) /∈ R, since (−|i|, j + 1) /∈ Γ (w))

=

{
⟨i⟩ (if −(|i|+ 1) ∈ R)

⟨−i⟩ (if −(|i|+ 1) /∈ R, since |i|+ 1 ∈ R and (|i|, j + |i|) ∈ Λ1(w))
.

• If |i| ≥ r, then

αi⟨−(|i|+ 1)⟩ = αipε(−(|i|+ 1), j, l) = pε(−|i|, j + 1, l)

=

{
⟨−|i|⟩ = ⟨i⟩ (if −(|i|+ 1) ∈ R, since (−|i|, j + 1) ∈ Λ1(w))

0 (if −(|i|+ 1) /∈ R, since (−|i|, j + 1) /∈ Γ (w))
.

These observations and the definition of r tell us that (c)(iii) holds.
Finally, we would like to show the property (c)(iv). First, we assume −c ∈ V−, and set

j := ρ(−c).
• If r ≥ 2, then w(j + 1) ≤ −2, w(j + 2) = c, w(j + 3) ≥ 2, and ε = (−1)j+1−lc hold, so
the path pε(−2, j, l) factors through c. Thus,

β2⟨−c⟩ = β2pε(−c, j, l) = −pε(−2, j, l) + pε(2, j + 1, l)

=

{
pε(2, j + 1, l) (if −2 ∈ R, since (−2, j) /∈ Γ (w))

p−ε(−2, j, l) (if −2 /∈ R)

=

{
⟨2⟩ (if −2 ∈ R, since 2 /∈ R and (2, j + 1) ∈ Λ1(w))

⟨−2⟩ (if −2 /∈ R, since (−2, j) ∈ Ω(w))
.

• If r = 1, the path pε(−2, j, l) factors through c by the same reason. Since r = 1, we have
−2, 2 /∈ R, so (−2, j), (2, j + 1) ∈ Λ1(w). Thus,

β2⟨−c⟩ = β2pε(−c, j, l) = −pε(−2, j, l) + pε(2, j + 1, l) = −⟨−2⟩+ ⟨2⟩.

• If r = 0, then w(j+1) ≤ −2, w(j+2) ≥ 2, and ε = (−1)j−lc hold, so the path pε(−2, j, l)
factors through −c. Thus,

β2⟨−c⟩ = β2pε(−c, j, l) = pε(−2, j, l)

=

{
0 (if −2 ∈ R, since (−2, j) /∈ Γ (w))

⟨−2⟩ (if −2 /∈ R, since (−2, j) ∈ Λ1(w))
.

Second, we assume i ∈ V−, |i| ≥ 2, and set j := ρ(2). We observe the action of the element β2
for ⟨−i⟩ ∈ S(w).
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• If |i| < r, then (i, j) ∈ Ω(w) and φ(i, j) = (|i|, j + |i| − 1) ∈ Λ2(w) hold, so

β|i|+1⟨i⟩ = β|i|+1p−ε(i, j, l) = −β|i|+1pε(i, j, l) + β|i|+1pε(|i|, j + |i| − 1, l)

= −pε(−(|i|+ 1), j, l) + pε(|i|+ 1, j + |i|, l)

=

{
pε(|i|+ 1, j + |i|, l) (if −(|i|+ 1) ∈ R, since (−(|i|+ 1), j) /∈ Γ (w))

p−ε(−(|i|+ 1), j, l) (if −(|i|+ 1) /∈ R)

=

{
⟨|i|+ 1⟩ (if −(|i|+ 1) ∈ R, since |i|+ 1 /∈ R and (|i|+ 1, j + |i|) ∈ Λ1(w))

⟨−(|i|+ 1)⟩ (if −(|i|+ 1) /∈ R, since (−(|i|+ 1), j) ∈ Ω(w))
.

• If |i| = r, then (i, j) ∈ Ω(w) and φ(i, j) = (|i|, j + |i| − 1) ∈ Λ2(w) hold. Since |i| = r,
we have −(|i|+ 1), |i|+ 1 /∈ R, so (|i|+ 1, j + |i|), (−(|i|+ 1), j) ∈ Λ1(w) hold. Thus,

β|i|+1⟨i⟩ = β|i|+1p−ε(i, j, l) = −β|i|+1pε(i, j, l) + β|i|+1pε(|i|, j + |i| − 1, l)

= −pε(−(|i|+ 1), j, l) + pε(|i|+ 1, j + |i|, l) = −⟨−(|i|+ 1)⟩+ ⟨|i|+ 1⟩.

• If |i| > r, then

β|i|+1⟨i⟩ = β|i|+1pε(i, j, l) = pε(−(|i|+ 1), j, l)

=

{
0 (if −(|i|+ 1) ∈ R, since (−(|i|+ 1), j) /∈ Γ (w))

⟨−(|i|+ 1)⟩ (if −(|i|+ 1) /∈ R, since (−(|i|+ 1), j) ∈ Λ1(w))
.

The property (c)(iv) follows from these observations and the definition of r.
Now, all the proof is complete. □

4. Description of semibricks

4.1. Canonical join representations in Coxeter groups. Let ∆ be a Dynkin diagram
An or Dn, and Π and W be the corresponding preprojective algebra and the Coxeter group,
respectively. We obtained a canonical bijection S(?) : W → sbrickΠ in Proposition 2.2. The aim
of this section is to give the explicit description of this map. In the previous section, this aim has
been achieved for the restricted bijection S(?) : j-irrW → brickΠ. To extend this to all elements
in W , it is enough to determine the canonical join representations in W for ∆ = An,Dn.

It would be difficult to prove that a set of join-irreducible elements gives a canonical join
representation of a given element in W by directly checking the conditions in Definition 1.7.
Fortunately, Reading [Rea] has obtained a nice property characterizing canonical join represen-
tations in finite Coxeter groups. To explain this, we prepare some notation.

Let ∆0 be the vertices set of ∆. Then, W has the canonical generators {si | i ∈ ∆0}. For
each w ∈ W , set des(w) and cov(w) as the set of descents and the set of cover reflections of w,
respectively: that is,

des(w) := {i ∈ ∆0 | wsi < w}, cov(w) := {wsiw−1 | i ∈ des(w)}.

There exists a natural bijection des(w) → cov(w) defined by i 7→ wsiw
−1. By using the set

cov(w), we can write the canonical join representation of w as follows.

Proposition 4.1. [Rea, Theorem 10-3.9] Let w ∈ W . For each t ∈ cov(w), the set {v ∈ W |
v ≤ w, t ∈ inv(v)} has a unique minimal element wt. Moreover,

∨
t∈cov(w)wt is the canonical

join representation of w.

Hence, we have the following way to find canonical join representations.

Proposition 4.2. Let w ∈W . Assume that, for each d ∈ des(w), there exists a join-irreducible
element wd ∈ j-irrW satisfying wd ≤ w and cov(wd) = {wsdw−1}. Then,

∨
d∈des(w)wd is the

canonical join representation of w.
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Proof. Let d ∈ des(w) and set t := wsdw
−1 ∈ cov(w). By Proposition 4.1, it suffices to show

that wd is a minimal element of V := {v ∈ W | v ≤ w, t ∈ inv(v)}. We assume that v ∈ V
satisfies v < wd and deduce a contradiction. Take the unique descent d′ of wd ∈ j-irrW , then
t = wdsd′w

−1
d holds.

Since wdsd′ = twd and d′ ∈ des(wd), we get l(t · wdsd′) = l(t · twd) = l(wd) > l(wdsd′). Thus,
t /∈ inv(wdsd′).

On the other hand, the inequality v ≤ wdsd′ holds, since wd is a join-irreducible element with
its unique descent d′. Thus, we have inv(v) ⊂ inv(wdsd′). By assumption, t belongs to inv(v), so
t must be in inv(wdsd′).

These two results contradict to each other. Thus, there exists no v ∈ V such that v < wd.
This exactly means that wd is a minimal element of V . □

Before proceeding to the next subsection, we give an example of canonical join representations.
We recall that the Hasse quiver of W is defined as follows.

• The vertices are the elements of W .
• For any w,w′ ∈ W , we write an arrow w → w′ if and only if w > w′ holds and there
exists no v ∈W such that w > v > w′.

Example 4.3. Let ∆ = A3. Then, the Hasse quiver of W is

(1, 2, 3, 4)

(2, 1, 3, 4)(1, 3, 2, 4)(1, 2, 4, 3)∗

(2, 3, 1, 4)(3, 1, 2, 4)∗(2, 1, 4, 3)(1, 3, 4, 2)(1, 4, 2, 3)∗

(2, 3, 4, 1)(3, 2, 1, 4)(3, 1, 4, 2)∗(2, 4, 1, 3)(1, 4, 3, 2)∗(4, 1, 2, 3)∗

(3, 2, 4, 1)(2, 4, 3, 1)(3, 4, 1, 2)∗(4, 2, 1, 3)(4, 1, 3, 2)∗

(3, 4, 2, 1)(4, 2, 3, 1)(4, 3, 1, 2)∗∗

(4, 3, 2, 1)
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.

We determine the canonical join representation of the element w := (4, 3, 1, 2) from the Hasse
quiver. In this case, we have des(w) = {1, 2} and cov(w) = {(4 3), (3 1)}. Thus, we consider
the following sets:

• {v ∈W | v ≤ w, (4 3) ∈ inv(v)}, whose elements are indicated by ∗; and
• {v ∈W | v ≤ w, (3 1) ∈ inv(v)}, whose elements are indicated by ∗.

These sets have (1, 2, 4, 3) and (3, 1, 2, 4) as their unique minimum elements, respectively. By
Proposition 4.1, the canonical join representation of w is (1, 2, 4, 3)∨ (3, 1, 2, 4). We also remark
that cov((1, 2, 4, 3)) = {(4 3)} and cov((3, 1, 2, 4)) = {(3 1)} hold.

4.2. Type An. Let ∆ = An. For each element w in j-irrW of type l, we set

L(w) := w([1, l]), R(w) := w([l + 1, n+ 1]).

It is easy to see that the correspondence w 7→ R(w) is injective.
The following procedure gives the canonical join representation of a given element of the

Coxeter group W . This coincides with [Rea, Theorem 10-5.6].
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Proposition 4.4. Let w ∈ W , and set ad := w(d), bd := w(d + 1) for each d ∈ des(w).
Then, the canonical join representation of w is

∨
d∈des(w)wd, where wd ∈ j-irrW is the unique

join-irreducible element such that R(wd) coincides with Rd defined as follows:

Xd := w([d+ 1, n+ 1]), Rd := ([bd, ad − 1] ∩Xd) ∪ [ad + 1, n+ 1].

Proof. Let d ∈ des(w). It is easy to see that there uniquely exists wd ∈ j-irrW with R(wd) = Rd.
Then, L(wd) = [1, bd − 1] ∪ ([bd + 1, ad] \Xd). From this, we can straightforwardly check that
inv(wd) ⊂ inv(w), which is equivalent to wd ≤ w. Moreover, the unique cover reflection of wd is
(ad bd), and it is equal to wsdw

−1. Therefore, the assertion follows from Proposition 4.2. □

Example 4.5. Let n := 8 and w := (4, 9, 3, 6, 2, 8, 5, 1, 7). Then, we have des(w) = {2, 4, 6, 7}.
The canonical join representation of w is

∨
d∈des(w)wd, where wd is given as follows for each

d ∈ des(w).

d ad bd R(wd) wd

2 9 3 {3, 5, 6, 7, 8} (1, 2, 4, 9, 3, 5, 6, 7, 8)
4 6 2 {2, 5, 7, 8, 9} (1, 3, 4, 6, 2, 5, 7, 8, 9)
6 8 5 {5, 7, 9} (1, 2, 3, 4, 6, 8, 5, 7, 9)
7 5 1 {1, 6, 7, 8, 9} (2, 3, 4, 5, 1, 6, 7, 8, 9)

Combining Corollary 3.3 and Proposition 4.4, we can obtain the semibrick S(w) directly.

Theorem 4.6. Let w ∈ W . Then, the semibrick S(w) is
⊕

d∈des(w) Sd, where Sd is the brick

whose abbreviated description as in Corollary 3.3 is given as follows.

• Set Rd as in Proposition 4.4, and ad := w(d), bd := w(d+ 1), Vd := [bd, ad − 1].
• The brick Sd has a K-basis (⟨i⟩d)i∈Vd

, where ⟨i⟩d belongs to eiSd.
• For each i ∈ Vd, place a symbol i denoting the K-vector subspace K⟨i⟩d.
• For each i ∈ Vd \ {maxVd}, we write exactly one arrow between i and i + 1, and the
orientation is i→ i+ 1 if i+ 1 ∈ Rd and i← i+ 1 if i+ 1 /∈ Rd.

Proof. For each d ∈ des(w), let wd be the join-irreducible element in the canonical join represen-
tation given in Proposition 4.4. Then, we can check that the abbreviated description of S(wd)
in Corollary 3.3 coincides with the statement. □

In Theorem 4.6, we remark that Rd can be replaced by Rd ∩ Vd = [bd, ad − 1] ∩Xd.

Example 4.7. Let n := 8 and w := (4, 9, 3, 6, 2, 8, 5, 1, 7) as in Example 4.5. Then, the semibrick
S(w) is the direct sum of the following bricks:

S2 = 3← 4→ 5→ 6→ 7→ 8,

S4 = 2← 3← 4→ 5 ,

S6 = 5← 6→ 7 ,

S7 = 1← 2← 3← 4 .

4.3. Type Dn. Let ∆ = Dn. For each element w in j-irrW of type l, we set

L(w) := {|w(k)| | k ∈ [1, |l|]}, R(w) := w([|l|+ 1, n]).

As in the case of type An, it is easy to see that the correspondence w 7→ R(w) is injective.
The canonical join representations of the elements of the Coxeter group W are given by the

following procedure.

Proposition 4.8. Let w ∈W , and set ad := w(d), bd := w(|d|+1), Xd := w([|d|+1, n]) for each
d ∈ des(w). Then, the canonical join representation of w is

∨
d∈des(w)wd, where wd ∈ j-irrW is

the unique join-irreducible element such that R(wd) coincides with Rd defined as follows.
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(A) If ad + bd < 0 and w([1, |d|]) ⊂ ±[ad, n], then

Rd =

{
{−ad} ∪ (±[1, ad − 1] ∩Xd) ∪ ([ad + 1,−bd − 1] \ (−Xd)) ∪ [−bd + 1, n] (ad > 0)

([−ad,−bd − 1] \ (−Xd)) ∪ [−bd + 1, n] (ad < 0)
.

(B) Otherwise,

Rd =

{
([bd, ad − 1] ∩Xd) ∪ [ad + 1, n] (ad + bd > 0)

([bd, ad − 1] ∩Xd) ∪ ([ad + 1,−bd − 1] \ (−Xd)) ∪ [−bd + 1, n] (ad + bd < 0)

Proof. The proof is similar to the one for type An. In this case, the set L(wd) is given as follows.

(A) If ad + bd < 0 and w([1, |d|]) ⊂ ±[ad, n], then

L(wd) =

{
[ad + 1,−bd] ∩ (−Xd) (ad > 0)

[1,−ad − 1] ∪ ([−ad + 1,−bd] ∩ (−Xd)) (ad < 0)
.

(B) Otherwise,

L(wd) =


[1, bd − 1] ∪ ([bd + 1, ad] \Xd) (bd > 0)

([1,−bd − 1] \ (±Xd)) ∪ ([−bd + 1, ad] \Xd) (bd < 0, ad + bd > 0)

[1, ad] \ (±Xd) (ad + bd < 0)

.

By using these, we can check wd ≤ w and cov(wd) = {wsdw−1}. □
In the rest, the symbols (A) and (B) mean the conditions (A) and (B) in Proposition 4.8,

respectively.

Example 4.9. Let n := 9 and w := (5, 3,−7, 4,−6,−8, 9,−1, 2). Then, we have des(w) =
{1, 2, 4, 5, 7}. The canonical join representation of w is

∨
d∈des(w)wd, where wd is given as follows

for each d ∈ des(w).

d ad bd (A) or (B) R(wd) wd

1 5 3 (B) {3, 4, 6, 7, 8, 9} ( 1, 2, 5, 3, 4, 6, 7, 8, 9)
2 3 −7 (A) {−3,−1, 2, 4, 5, 8, 9} ( 6, 7,−3,−1, 2, 4, 5, 8, 9)
4 4 −6 (B) {−6,−1, 2, 5, 7, 8, 9} ( 3, 4,−6,−1, 2, 5, 7, 8, 9)
5 −6 −8 (A) {6, 7, 9} ( 1, 2, 3, 4, 5, 8, 6, 7, 9)
7 9 −1 (B) {−1, 2} (−3, 4, 5, 6, 7, 8, 9,−1, 2)

Now, by combining Corollary 3.10 and Proposition 4.8, we can obtain the semibrick S(w)
from w ∈W directly. We need to define a few notations: for integers a > b and c = ±1, we set

(V−(a, b, c), V+(a, b, c)) :=


(∅, [b, a− 1]) (b ≥ 2)

(∅, {c} ∪ [2, a− 1]) (b = ±1)
([b+ 1,−2] ∪ {−c}, {c} ∪ [2, a− 1]) (b ≤ −2)

.

Theorem 4.10. Let w ∈ W . Then, the semibrick S(w) is
⊕

d∈des(w) Sd, where Sd is the brick

whose abbreviated description as in Corollary 3.3 is given as follows.

• Set Rd as in Proposition 4.8, and ad := w(d), bd := w(d+ 1),

rd := max{k ≥ 0 | [1, k] ⊂ ±Rd}, cd :=

{
w−1(|w(1)|) (rd ≥ 1)

1 (rd = 0)
,

((V−)d, (V+)d) :=

{
(V−(−b,−a, c), V+(−b,−a, c)) ((A))

(V−(a, b, c), V+(a, b, c)) ((B))
, Vd := (V+)d ⨿ (V−)d.

• The brick Sd has a K-basis (⟨i⟩d)i∈Vd
, where ⟨i⟩d belongs to eiSd if i ≥ −1, and e|i|Sd if

i ≤ −2.
• For each i ∈ Vd, place a symbol i denoting the K-vector subspace K⟨i⟩d.
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• We write the following arrows.
(i) For each i ∈ (Vd)+ \ {max(Vd)+}, draw an arrow i → |i| + 1 if |i| + 1 ∈ Rd; and

i← |i|+ 1 otherwise.
(ii) For each i ∈ (Vd)− \ {min(Vd)−}, draw an arrow i ← −(|i| + 1) if −(|i| + 1) ∈ Rd;

and i→ −(|i|+ 1) otherwise.
(iii) If rd ≥ 1, then for each i ∈ (Vd)− with |i| ≤ rd, draw an arrow −i ← −(|i| + 1) if

|i|+ 1 ∈ Rd; and i→ |i|+ 1 otherwise.
(iv) If rd = 0, then draw an arrow −c← 2 if c← 2 exists in (i), and an arrow c→ −2

if −c→ −2 exists in (ii).

Proof. Apply Corollary 3.10 to the element wd ∈ j-irrW defined in Proposition 4.8 for each
d ∈ des(w). □

Example 4.11. Let n := 9 and w := (5, 3,−7, 4,−6, 8, 9,−1, 2) as in Example 4.9. Then, the
semibrick S(w) is the direct sum of the following bricks:

S1 = 3 4// ,

S2 =
1 −2

−1 2 3 4 5 6// oo // // oo

//

||zzz
zz

""D
DD

DD
D

,

S4 =

1 −2 −3 −4 −5

−1 2 3// oo

//

����
��
��

//

��?
??

??
?

// //

,

S5 = 6 7// ,

S7 = −1 2 3 4 5 6 7 8// oo oo oo oo oo oo .

Appendix A. Example: The bricks over the preprojective algebra of type D5

In this section, we give the list of bricks over the preprojective algebra of type D5.
For the preparation, we first define two notions denoted by σ(w) and χ(w) associated to

each join-irreducible element w ∈ j-irrW in the Coxeter group W = W (Dn) of type Dn (it
is not needed to assume n = 5 here), and then list all the join-irreducible elements and the
corresponding bricks by using these notions in the case n = 5.

First, we define σ(w). Recall that we have defined the integers a, b, r in Subsection 3.2 for w.
By using these integers, we define σ(w) of w as the triple (a, b, r′) ∈ Z3, where

r′ :=

{
0 (b ≥ −1)
min{r, |b| − 1} (b ≤ −2)

,

and call σ(w) the shape of w. For any σ ∈ Z3, we write (j-irrW )σ ⊂ j-irrW for the subset of
elements in j-irrW whose shapes are σ. It is easy to see that (j-irrW )σ ̸= ∅ if and only if σ is a
triple (a, b, r′) satisfying one of the following conditions (a), (b), (c):

(a) 2 ≤ a ≤ n, −1 ≤ b < a, b ̸= 0, r′ = 0; or
(b) 2 ≤ a ≤ n, −a < b ≤ −2, 0 ≤ r′ ≤ |b| − 1; or
(c) 2 ≤ a ≤ n, −n ≤ b < −a, 0 ≤ r′ ≤ |a| − 2.

Next, we define the other notion χ(w) by using R defined in Subsection 3.2 for w. We set
χ(w) as the sequence (x(1), x(2), . . . , x(n)) ∈ {0, 1, 2}n whose terms are given by

x(i) :=


0 (−j, j /∈ R)

1 (−j ∈ R)

2 (j ∈ R)

.



75

We have a map χ : j-irrW → {0, 1, 2}n, which is clearly injective. For σ = (a, b, r′) satisfying the
condition above, we can straightforwardly check χ((j-irrW )σ) =

∏n
i=1Xi, where Xi is defined

as follows in each of the three cases (a), (b), and (c):

(a)
i i < |b| i = |b| |b| < i < a i = a i > a
Xi {0} {1} if b = −1; {2} otherwise {0, 2} {0} {2} ,

(b)
i i ≤ r′ i = r′ + 1 ̸= |b| r′ + 1 < i < |b| i = |b| |b| < i < a i = a i > a
Xi {1, 2} {0} {0, 1, 2} {1} {0, 2} {0} {2} ,

(c)
i i ≤ r′ i = r′ + 1 r′ + 1 < i < a i = a a < i < |b| i = |b| i > a
Xi {1, 2} {0} {0, 1, 2} {0} {1, 2} {1} {2} .

Therefore, by setting x := max{a, |b|} and y := min{a, |b|}, we have

#(j-irrW )σ =

{
2x−y−1 (b ≥ −1)
2r

′ · 3max{y−r′−2,0} · 2x−y−1 (b ≤ −2)
.

From now on, we consider D5, so let n := 5. For σ satisfying the condition above, the
following lists show all the elements w in (j-irrW )σ and the corresponding bricks S(w) over the
preprojective algebra Π of type D5. The elements in (j-irrW )σ are arranged so that w comes
before w′ if and only if χ(w) < χ(w′) in the lexicographical order of {0, 1, 2}n, and each w is
shortly denoted by a string j1j2 · · · jn, where ji := w(i) if w(i) > 0; ji := w(i) if w(i) < 0.

For example, 12534 means (−1, 2,−5, 3, 4). The join-irreducible elements and the bricks are
explicitly described as follows by Corollary 3.10:

• σ = (2,−5, 0) (4 elements):

S(12543) =
1

−1 −2 −3 −4// oo oo99rrrr , S(12534) =
1

−1 −2 −3 −4// oo //99rrrr ,

S(12543) =
1

−1 −2 −3 −4// // oo99rrrr , S(12534) =
1

−1 −2 −3 −4// // //99rrrr ;

• σ = (2,−4, 0) (2 elements):

S(12435) =
1

−1 −2 −3// oo99rrrr , S(12435) =
1

−1 −2 −3// //99rrrr ;

• σ = (2,−3, 0) (1 element):

S(12345) =
1

−1 −2//99rrrr ;

• σ = (2,−1, 0) (1 element):

S(21345) = −1 ;

• σ = (2, 1, 0) (1 element):

S(21345) = 1 ;

• σ = (3,−5, 0) (6 elements):

S(12354) =
1 2

−1 −2 −3 −4

oo

// // ooeeLLLL
99rrrr , S(12354) =

1 2

−1 −2 −3 −4

oo

// // //eeLLLL
99rrrr ,

S(13542) =
1 2

−1 −2 −3 −4

oo

oo // ooeeLLLL , S(13524) =
1 2

−1 −2 −3 −4

oo

oo // //eeLLLL ,

S(13542) =
1 2

−1 −2 −3 −4

//

// // oo99rrrr , S(13524) =
1 2

−1 −2 −3 −4

//

// // //99rrrr ;
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• σ = (3,−5, 1) (4 elements):

S(23541) =
−1 2

1 −2 −3 −4

oo

// // oo

%%LL
LLL , S(23514) =

−1 2

1 −2 −3 −4

oo

// // //

%%LL
LLL ,

S(23541) =
1 2

−1 −2 −3 −4

oo

// // oo

%%LL
LL , S(23514) =

1 2

−1 −2 −3 −4

oo

// // //

%%LL
LL ;

• σ = (3,−4, 0) (3 elements):

S(12345) =
1 2

−1 −2 −3

oo

// //eeLLLL
99rrrr , S(13425) =

1 2

−1 −2 −3

oo

oo //eeLLLL ,

S(13425) =
1 2

−1 −2 −3

//

// //99rrrr ;

• σ = (3,−4, 1) (2 elements):

S(23415) =
−1 2

1 −2 −3

oo

// //

%%LL
LLL , S(23415) =

1 2

−1 −2 −3

oo

// //

%%LL
LL ;

• σ = (3,−2, 0) (1 element):

S(13245) =
1 2

−1

oo
eeLLLL ;

• σ = (3,−2, 1) (2 elements):

S(32145) =
−1 2

1

oo %%LL
LLL , S(32145) =

1 2

−1

oo %%LL
LL ;

• σ = (3,−1, 0) (2 elements):

S(23145) = −1 2oo , S(31245) = −1 2// ;

• σ = (3, 1, 0) (2 elements):

S(23145) = 1 2oo , S(31245) = 1 2// ;

• σ = (3, 2, 0) (1 element):

S(13245) = 2 ;

• σ = (4,−5, 0) (9 elements):

S(12345) =
1 2 3

−1 −2 −3 −4

oo oo

// // //eeLLLL
99rrrr , S(12453) =

1 2 3

−1 −2 −3 −4

oo oo

// oo //eeLLLL
99rrrr ,

S(12453) =
1 2 3

−1 −2 −3 −4

oo //

// // //eeLLLL
99rrrr , S(13452) =

1 2 3

−1 −2 −3 −4

oo oo

oo // //eeLLLL ,

S(14532) =
1 2 3

−1 −2 −3 −4

oo oo

oo oo //eeLLLL , S(14523) =
1 2 3

−1 −2 −3 −4

oo //

oo // //eeLLLL ,

S(13452) =
1 2 3

−1 −2 −3 −4

// oo

// // //99rrrr , S(14532) =
1 2 3

−1 −2 −3 −4

// oo

// oo //99rrrr ,

S(14523) =
1 2 3

−1 −2 −3 −4

// //

// // //99rrrr ;



77

• σ = (4,−5, 1) (6 elements):

S(23451) =
−1 2 3

1 −2 −3 −4

oo oo

// // //

%%LL
LLL , S(24531) =

−1 2 3

1 −2 −3 −4

oo oo

// oo //

%%LL
LLL ,

S(24513) =
−1 2 3

1 −2 −3 −4

oo //

// // //

%%LL
LLL , S(23451) =

1 2 3

−1 −2 −3 −4

oo oo

// // //

%%LL
LL ,

S(24531) =
1 2 3

−1 −2 −3 −4

oo oo

// oo //

%%LL
LL , S(24513) =

1 2 3

−1 −2 −3 −4

oo //

// // //

%%LL
LL ;

• σ = (4,−5, 2) (4 elements):

S(34521) =
−1 2 3

1 −2 −3 −4

oo oo

oo // //

%%LL
LLL

%%LL
LL , S(34512) =

−1 2 3

1 −2 −3 −4

// oo

// // //
yyrrr %%LL

LL ,

S(34521) =
1 2 3

−1 −2 −3 −4

oo oo

oo // //

%%LL
LL

%%LL
LL , S(34512) =

1 2 3

−1 −2 −3 −4

// oo

// // //

yyrrr
r

%%LL
LL ;

• σ = (4,−3, 0) (3 elements):

S(12435) =
1 2 3

−1 −2

oo oo

//eeLLLL
99rrrr , S(14325) =

1 2 3

−1 −2

oo oo

ooeeLLLL ,

S(14325) =
1 2 3

−1 −2

// oo

//99rrrr ;

• σ = (4,−3, 1) (2 elements):

S(24315) =
−1 2 3

1 −2

oo oo

//

%%LL
LLL , S(24315) =

1 2 3

−1 −2

oo oo

//

%%LL
LL ;

• σ = (4,−3, 2) (4 elements):

S(43215) =
−1 2 3

1 −2

oo oo

oo

%%LL
LLL

%%LL
LL , S(43125) =

−1 2 3

1 −2

// oo

//
yyrrr %%LL

LL ,

S(43215) =
1 2 3

−1 −2

oo oo

oo

%%LL
LL

%%LL
LL , S(43125) =

1 2 3

−1 −2

// oo

//

yyrrr
r

%%LL
LL ;

• σ = (4,−2, 0) (2 elements):

S(13425) =
1 2 3

−1

oo oo
eeLLLL , S(14235) =

1 2 3

−1

oo //
eeLLLL ;

• σ = (4,−2, 1) (4 elements):

S(34215) =
−1 2 3

1

oo oo%%LL
LLL , S(42135) =

−1 2 3

1

oo //%%LL
LLL ,

S(34215) =
1 2 3

−1

oo oo%%LL
LL , S(42135) =

1 2 3

−1

oo //%%LL
LL ;

• σ = (4,−1, 0) (4 elements):

S(23415) = −1 2 3oo oo , S(24135) = −1 2 3oo // ,

S(34125) = −1 2 3// oo , S(41235) = −1 2 3// // ;

• σ = (4, 1, 0) (4 elements):

S(23415) = 1 2 3oo oo , S(24135) = 1 2 3oo // ,

S(34125) = 1 2 3// oo , S(41235) = 1 2 3// // ;

• σ = (4, 2, 0) (2 elements):

S(13425) = 2 3oo , S(14235) = 2 3// ;
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• σ = (4, 3, 0) (1 element):

S(12435) = 3 ;

• σ = (5,−4, 0) (9 elements):

S(12354) =
1 2 3 4

−1 −2 −3

oo oo oo

// //eeLLLL
99rrrr , S(12543) =

1 2 3 4

−1 −2 −3

oo oo oo

// ooeeLLLL
99rrrr ,

S(12543) =
1 2 3 4

−1 −2 −3

oo // oo

// //eeLLLL
99rrrr , S(13542) =

1 2 3 4

−1 −2 −3

oo oo oo

oo //eeLLLL ,

S(15432) =
1 2 3 4

−1 −2 −3

oo oo oo

oo ooeeLLLL , S(15423) =
1 2 3 4

−1 −2 −3

oo // oo

oo //eeLLLL ,

S(13542) =
1 2 3 4

−1 −2 −3

// oo oo

// //99rrrr , S(15432) =
1 2 3 4

−1 −2 −3

// oo oo

// oo99rrrr ,

S(15423) =
1 2 3 4

−1 −2 −3

// // oo

// //99rrrr ;

• σ = (5,−4, 1) (6 elements):

S(23541) =
−1 2 3 4

1 −2 −3

oo oo oo

// //

%%LL
LLL , S(25431) =

−1 2 3 4

1 −2 −3

oo oo oo

// oo

%%LL
LLL ,

S(25413) =
−1 2 3 4

1 −2 −3

oo // oo

// //

%%LL
LLL , S(23541) =

1 2 3 4

−1 −2 −3

oo oo oo

// //

%%LL
LL ,

S(25431) =
1 2 3 4

−1 −2 −3

oo oo oo

// oo

%%LL
LL , S(25413) =

1 2 3 4

−1 −2 −3

oo // oo

// //

%%LL
LL ;

• σ = (5,−4, 2) (4 elements):

S(35421) =
−1 2 3 4

1 −2 −3

oo oo oo

oo //

%%LL
LLL

%%LL
LL , S(35412) =

−1 2 3 4

1 −2 −3

// oo oo

// //
yyrrr %%LL

LL ,

S(35421) =
1 2 3 4

−1 −2 −3

oo oo oo

oo //

%%LL
LL

%%LL
LL , S(35412) =

1 2 3 4

−1 −2 −3

// oo oo

// //

yyrrr
r

%%LL
LL ;

• σ = (5,−4, 3) (8 elements):

S(54321) =
−1 2 3 4

1 −2 −3

oo oo oo

oo oo

%%LL
LLL

%%LL
LL

%%LL
LL , S(54213) =

−1 2 3 4

1 −2 −3

oo // oo

oo //

%%LL
LLL

yyrrr
r

%%LL
LL ,

S(54312) =
−1 2 3 4

1 −2 −3

// oo oo

// oo
yyrrr %%LL

LL
%%LL

LL , S(54123) =
−1 2 3 4

1 −2 −3

// // oo

// //
yyrrr yyrrr

r
%%LL

LL ,

S(54321) =
1 2 3 4

−1 −2 −3

oo oo oo

oo oo

%%LL
LL

%%LL
LL

%%LL
LL , S(54213) =

1 2 3 4

−1 −2 −3

oo // oo

oo //

%%LL
LL

yyrrr
r

%%LL
LL ,

S(54312) =
1 2 3 4

−1 −2 −3

// oo oo

// oo

yyrrr
r

%%LL
LL

%%LL
LL , S(54123) =

1 2 3 4

−1 −2 −3

// // oo

// //

yyrrr
r

yyrrr
r

%%LL
LL ;

• σ = (5,−3, 0) (6 elements):

S(12453) =
1 2 3 4

−1 −2

oo oo oo

//eeLLLL
99rrrr , S(12534) =

1 2 3 4

−1 −2

oo oo //

//eeLLLL
99rrrr ,

S(14532) =
1 2 3 4

−1 −2

oo oo oo

ooeeLLLL , S(15324) =
1 2 3 4

−1 −2

oo oo //

ooeeLLLL ,

S(14532) =
1 2 3 4

−1 −2

// oo oo

//99rrrr , S(15324) =
1 2 3 4

−1 −2

// oo //

//99rrrr ;
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• σ = (5,−3, 1) (4 elements):

S(24531) =
−1 2 3 4

1 −2

oo oo oo

//

%%LL
LLL , S(25314) =

−1 2 3 4

1 −2

oo oo //

//

%%LL
LLL ,

S(24531) =
1 2 3 4

−1 −2

oo oo oo

//

%%LL
LL , S(25314) =

1 2 3 4

−1 −2

oo oo //

//

%%LL
LL ;

• σ = (5,−3, 2) (8 elements):

S(45321) =
−1 2 3 4

1 −2

oo oo oo

oo

%%LL
LLL

%%LL
LL , S(53214) =

−1 2 3 4

1 −2

oo oo //

oo

%%LL
LLL

%%LL
LL ,

S(45312) =
−1 2 3 4

1 −2

// oo oo

//
yyrrr %%LL

LL , S(53124) =
−1 2 3 4

1 −2

// oo //

//
yyrrr %%LL

LL ,

S(45321) =
1 2 3 4

−1 −2

oo oo oo

oo

%%LL
LL

%%LL
LL , S(53214) =

1 2 3 4

−1 −2

oo oo //

oo

%%LL
LL

%%LL
LL ,

S(45312) =
1 2 3 4

−1 −2

// oo oo

//

yyrrr
r

%%LL
LL , S(53124) =

1 2 3 4

−1 −2

// oo //

//

yyrrr
r

%%LL
LL ;

• σ = (5,−2, 0) (4 elements):

S(13452) =
1 2 3 4

−1

oo oo oo
eeLLLL , S(13524) =

1 2 3 4

−1

oo oo //
eeLLLL ,

S(14523) =
1 2 3 4

−1

oo // oo
eeLLLL , S(15234) =

1 2 3 4

−1

oo // //
eeLLLL ;

• σ = (5,−2, 1) (8 elements):

S(34521) =
−1 2 3 4

1

oo oo oo%%LL
LLL , S(35214) =

−1 2 3 4

1

oo oo //%%LL
LLL ,

S(45213) =
−1 2 3 4

1

oo // oo%%LL
LLL , S(52134) =

−1 2 3 4

1

oo // //%%LL
LLL ,

S(34521) =
1 2 3 4

−1

oo oo oo%%LL
LL , S(35214) =

1 2 3 4

−1

oo oo //%%LL
LL ,

S(45213) =
1 2 3 4

−1

oo // oo%%LL
LL , S(52134) =

1 2 3 4

−1

oo // //%%LL
LL ;

• σ = (5,−1, 0) (8 elements):

S(23451) = −1 2 3 4oo oo oo , S(23514) = −1 2 3 4oo oo // ,

S(24513) = −1 2 3 4oo // oo , S(25134) = −1 2 3 4oo // // ,

S(34512) = −1 2 3 4// oo oo , S(35124) = −1 2 3 4// oo // ,

S(45123) = −1 2 3 4// // oo , S(51234) = −1 2 3 4// // // ;

• σ = (5, 1, 0) (8 elements):

S(23451) = 1 2 3 4oo oo oo , S(23514) = 1 2 3 4oo oo // ,

S(24513) = 1 2 3 4oo // oo , S(25134) = 1 2 3 4oo // // ,

S(34512) = 1 2 3 4// oo oo , S(35124) = 1 2 3 4// oo // ,

S(45123) = 1 2 3 4// // oo , S(51234) = 1 2 3 4// // // ;

• σ = (5, 2, 0) (4 elements):

S(13452) = 2 3 4oo oo , S(13524) = 2 3 4oo // ,

S(14523) = 2 3 4// oo , S(15234) = 2 3 4// // ;
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• σ = (5, 3, 0) (2 elements):

S(12453) = 3 4oo , S(12534) = 3 4// ;

• σ = (5, 4, 0) (1 element):

S(12354) = 4 .
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[BBD] A. A. Bĕılinson, J. Bernstein, P. Deligne, Faisceaux pervers (French), Analysis and Topology on Singular
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