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Abstract

Many laser experiments report that repeated irradiation of ultrahigh intensity short pulse lasers can

self-organizationally form periodic nanograting structures, whose interspace is less than the laser

wavelength, on material surfaces even any perturbations as a seed for such structures do not exist.

The formation mechanisms of such structures were suggested, but they are still not verified due

to difficulty in temporal-spatial resolved measurements and it is not fully understood yet. On the

other hand, as the laser fluence must be greater than the ablation threshold to form the structure,

interactions between the laser and ablation plasmas could play an important role in the formation.

Therefore, two-dimensional relativistic electromagnetic Particle-In-Cell code is used to simulate laser-

plasma interactions and investigate the formation mechanism of the periodic nanograting structure.

In the case of relativistic laser intensity, high density plasma with 10 times critical density is assumed

as the target and under critical density plasma is placed in front of the target as ablated plasma.

As a consequence of simulations, it is shown that small tips are periodically formed on the surface

of high density plasma and they grow to form the periodic nanograting structure whose wavenumber

vector is parallel to the laser polarization direction. Detail analysis of simulation data reveals that

high energy electrons, that are generated by relativistic laser-plasma interactions, propagate into the

high density plasma region, inducing the Weibel instability, and the typical Weibel structure of the

electron current and the magnetic field leads to form the periodic nanograting structure.

When the target plasma is irradiated by the nonrelativistic intensity laser, the periodic nanograting

structure with the shorter interspace than the laser wavelength is found on the expanded plasma

surface which is diffused from the high density plasma even the Weibel instability is not induced due

to low laser intensity. Using electron density profiles in simulations and the theoretical model, it is

revealed that surface plasma waves are excited and propagate to upper and lower direction along the

plasma surface, composing the standing wave, and small periodic perturbations are formed by the

Ponderomotive force of this standing wave. As the plasma irradiated by the laser is under unstable

conditions for the oscillating two-stream instability, those perturbations can grow and this situation

is verified by theoretically evaluating the growth rate of the oscillating two-stream instability to be

large enough to form the periodic nanograting structure in our case.
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Chapter 1

Motivation and Outline

1.1 Motivation and background

Studying the nanostructure shows different linear optical properties and nonlinear optical properties

in nano-composite materials [6]. Intensive theoretical, simulation and experimental studies for under-

standing the mechanism of formation the periodic nanograting structure have already published [7–9].

The generation of the periodic nanograting structures on metal surfaces after irradiating metal’s sur-

face with a laser beam in laboratories is still a kind of mystery in science and has been of much interest

to the scientific community. Formation of the periodic nanograting structure can be considered as

one type of the laser materials processing field which has a high intention especially after the laser

got developed to a short pulses laser. Lasers used as one of an efficient and qualified tools for many

application. The studying of the periodic nanograting structures and their formation mechanism are

in continuous progress, the way of creating the periodic nanograting structure and how it grows up

and reaches the stable level to be used in the industrial applications is one of the main worthwhile

problems of modern science [10–12].

The researchers who tried to explain the formation of the periodic nanograting structure find that the

creation of these structures in the different materials are relevant to some of the physical phenomena

which were well understood in the early science steps. The electrostatic waves and the electromagnetic

wave in the ionized medium can cause the periodic nanograting structure [9, 13]. The parametric

instability and second harmonic generation are also used as other different physical phenomena to

explain the formation mechanism [7, 11, 14]. Additional physical phenomena used to explain the

formation mechanism, such as laser intensity modulation and excitation of Surface Plasmon Polarition

model[7, 8].

Since 1999, self-organized periodic nanograting structures have been reported after irradiating the solid

material surfaces with an ultrafast laser beam. Many researchers introduced the formation of periodic

nanograting structures on surfaces of some material such as insulators [12, 15, 16], semiconductors

[17], and metals [18, 19] as a way for advanced applications. Researchers show the orientation of the

periodic structure is taking different direction whether perpendicular to the polarization direction of

1
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the laser beam or parallel [11, 20]. As a result of getting self-organized periodic nanograting structures

by using a laser beam, Many applications released in different fields such as functional biomaterials

[21, 22], tribology for friction reduction [23, 24], protein folding [25], and metal coloring [26, 27]. Those

previous applications show their results after irradiating material surfaces by laser beam. The laser

beam has been considered as a leading tool for material processing such as drilling, grooving, and

cutting into the metal [11]. Moreover, laser beam recorded wide applications in many other different

fields of science not only precise material processing but also in nuclear fusion [28], medical surgery

[29], photo-chemistry [30], laser scanner, surveying and ranging [31], images [32], and etc. Different

laser types (picosecond, nanosecond, femtosecond) have been used in material processing field with

different characteristic. For example, irradiation of material with nanosecond laser produces a heat

zone transfer to the metal workpiece. Using of nanosecond laser leads to form molten metal, vapor,

and plasma in a sequence leads to change of the structure morphology and limits the quality of

the periodic structure that formed on the metal surfaces. considerable advantages for the periodic

structure formation by using femtosecond laser in comparison with the nanosecond lasers [11]. The

advantages of using femtosecond laser is based on rapid formation of plasma phase without passing on

the liquid phase, such femtosecond laser characteristic will help to avoid the morphological damage.

It was found that the periodic nanostructures lie whether perpendicular and/or parallel to the laser

electric field while, in the simulations studies, the periodic structure is parallel to the polarization

direction only [13, 20].

For further development of the periodic nanograting structure and their applications by using fem-

tosecond laser, it is important to discuss some basic understanding to the formation mechanism of the

periodic nanograting structure. The periodic structures can be divided into two types (i) resonant

structures, this type of structure is correlated with laser wavelength. thus the so-called low spatially

frequency LIPSS (LSFL) belongs to the resonant structures [7]. (ii) non-resonant structures, this

type of structure are not correlated to both wavelength and the coherent of the femtosecond laser.

In case of non-resonant structure of large size parallel ripples of several micrometers, many pulses

are required to produce the structure. For femtosecond laser pulse, the production of plasma is still

in close contact with the solid state matter. The plasma produced by laser expands at sonic speed

cs =
√
kBTe/Mi (KB, Te, and Mi are the Boltzmann constant, the electron temperature, and the ion

mass, respectively). The plasma scale length is of the order of csτ where τ is the pulse duration and it

is sufficiently short to allow plasma to form a new surface formed from plasma. Therefore, the pulse

can interact with the surface formed by plasma rather than with the bulk plasma.

Fig. 1.1 shows the repeated irradiation of short pulse lasers can form periodic nanostructure on a

metal surface. The interspace of the copper thin film (solid circles) observed in the experiment [1] was

in good agreement with the interspaces observed from the previous experiment (the open circles) for

the same research group. The solid line is representing the results that have been calculated by using

parametric decay model while the dotted line represents the direct calculation of the surface plasma
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.

Figure 1.1: Shows the effect of the laser fluence J/cm2 on the grating interspace nm in case of
irradiating the copper thin film with the femtosecond laser beam of wavelength λL= 800 nm [1].

wave that produced directly by the laser. Surface morphologies of thin Cu films at laser fluences of

(b) 0.089 J/cm2 and (c) 0.35 J/cm2 are shown. The scale bar in the photos corresponds to 1 µm.

1.2 Outline

This Ph.D. thesis can be considered as a simulation study for investigating the formation mechanism

of periodic nanograting structures. Forming periodic nanograting structure is a one of the contempo-

rary science issues that gained much attention in the last 20 years due to their vast usage in industrial

applications. Our thesis presented two studied cases that contributed to explaining the formation

mechanism. The first case aims to study the formation mechanism of the periodic nanograting struc-

ture by irradiating plasma with a laser beam of intensity 1018 W/cm2-µm2. The results of irradiating

the plasma with relativistic laser beam show that Weibel instability can explain the formation mech-

anism within the relativistic regime of a laser beam. On the contrary, for the nonrelativistic laser

beam, irradiating the plasma with a laser intensity of 1016 W/cm2-µm2 shows that the surface plasma

wave (SPW) along with the oscillating two-stream (OTS) instability act as the formation mechanism

for the second method.

The calculation of the formation mechanisms for creating periodic nanograting structures has been

done using the particle in cell code (FISCOF2). The calculation of the interspace size and the accom-

panying plasma phenomena during the formation mechanism, such as magnetic field, electron current

density, electric field, and electron density, were successfully investigated with the particle in cell code

(FISCOF2).
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This thesis contains five chapter used to explain our work. Chapter 1 provides a brief description of

the motivation and background of our thesis. In chapter 1, the reader will get a summary of the other

researcher work and some of the assumed models for studying the formation mechanism of periodic

nanograting structure. Chapter 2 shows some basics of plasma physics science, which will help the

reader to understand some basics of the thesis work.

Chapter 3 explains the mechanism of forming periodic nanograting structure by using FISCOF2

when the two regions of plasma interacting with the relativistic laser pulses of intensity I = 1018

W/cm2−µm2. We find a consistent between the z-component of the enhanced magnetic field Bz and

x-component of the electron current density Jxe in forming the structure.

The Weibel instability theory has explained how the magnetic field is enhanced with time evolution

and how the enhanced magnetic field share in forming the periodic structure. The Weibel instability

can be considered as the first contribution to explain the periodic nanograting structure under effect

of the relativistic laser beam. The structure has been observed as a self-organized structure along the

boundary between the mimic-target plasma at t = 200 fs. The periodic nanograting structures at t

= 250 fs is formed 13 tips along y-axis from -3.0 to 3.0 µm, the interspace size of 0.46 µm is shorter

than the laser wavelength.

The periodic nanograting structures observed at y = -0.8, -0.6, -0.2, 0.3, and 0.9 µm in the electron

density profile where the positive x-component of electron the current density Jxe exist. Furthermore,

the positive and the negative z-component values of the enhanced magnetic field Bz are shown in

between above positions. For example at y = 0.3 µm, the positive z-component of Bz exists at y =

0.5 µm while the negative z-component of Bz exists at y = 0.1 µm. The above description shows

the consistence between the enhanced magnetic field and the electron current density which leads to

producing periodic nanograting structure and confirm the existence of Weibel instability and its role

in the formation mechanism.

In chapter 4, forming the periodic nanograting structures by nonrelativistic laser pulses has been

studied by using a simulation of its growth using a 2D PIC code (FISCOF2). The SPW and the

OTS phenomena have the essential role to explain the formation mechanism. When the laser beam

irradiates boundary between the vacuum-plasma interface, the generation mechanism of SPW is con-

sidered.

Based on the collective behavior of the excited electrons in the y-direction due to the electric field

component of the laser beam. The bidirectional collective behavior of the electrons in both positive

and negative y-direction, leads to form SPW and leads its propagation near to the interface, thus

produce the so-called standing wave. The ponderomotive force of the standing wave FSPW plays

a significant role in forming seeds or tips for the development of periodic nanograting structures.

The OTS instability affects the formed tips and grows them up to form complete structure from the

periodic nanograting.
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The electron density profile successfully showed growth enhancement over time. At t = 500 fs, periodic

nanograting structures form at the interface of the sparse–intermediate area, with an interspace size

of 0.5 µm. The interspaces sizes were found to agree with the theoretical results.

Chapter 5 shows a summary of the results and conclusions of chapters 3, 4.



Chapter 2

Properties of Plasma Physics and

Particle in Cell Code

2.1 History of plasma physics

The American scientist, Irving Langmuir, at the beginning of 20th century, proposed the term of

plasma physics after he found a similarity between the electrons, ions, and neutrons in an ionized gas

to the fluid medium [33]. Between the 1920’s and the 1930’s some researchers have begun to study

plasma physics term individually for solving some particular problems such as (i) studying the effect

of ionospheric plasma on long distance shortwave radio propagation and (ii) gaseous electron tubes

used for rectification, switching and voltage regulation in the pre-semiconductor era of electronics [4].

In the 1940’s Alfvén suggested the existence of electromagnetic-hydro magnetic waves inside a con-

ducted liquid after placing it in a static magnetic field. Alfvén finds that every motion of the conducted

liquid gave rise to the electromagnetic force which gave rise to the electric current. Due to the effected

of the static magnetic field, these electric currents gave mechanical force which changes the state of

motion of the conducting liquid. These mechanical force and the raised electromagnetic force is what

called electromagnetic-hydro magnetic waves or what is recently known as Alfven wave. The Alfvén

wave has been used to explain many phenomena in astrophysics plasma [34]. In the early 1950’s

large-scale plasma physics based on magnetic fusion, energy research started in a different country.

This type of research was an offshoot of thermonuclear weapon research. The progress of the fusion

research was plodding through most of the 1960’s. At the end of that decade, the Russian tokamak

began producing plasma with much better results than the previous results during the previous two

decades [35]. International agreement was established in the early 21st century to construct the in-

ternational thermonuclear experiment reactor (ITER) designed to produce 500 Megawatts of fusion

output power. Besides, inertial confinement schemes were also developed in which high power laser

bombard millimeter diameter pallets of thermonuclear fuel [36].

By the 1980’s a significant effort has been exerted by the researchers in order to use plasma in

many practical applications. Plasma has been used as a medium with its particular characteristics

6
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to explain many of the physical phenomena in the recent decade such as the formation mechanism of

the periodic nanograting structures that have been observed on the material surfaces after irradiating

the medium with a laser beam [9]. Besides, plasma physics also helped in destructing of toxic and

harmful materials, creating of new materials. The thermal plasma can be used to destroy the solid,

liquid and gaseous thermal barriers, antiwear coatings, while cold plasmas can be used for surface

modifications of materials, ranging from the simple topographical changes to the creation of surface

chemistries and coatings [37].

2.2 Criteria for the plasma state

First and foremost, plasma considers as a quasi-neutral gas with collective behavior [4]. After heating

gas to high enough temperature, the atoms collide with each other and release their electrons and the

plasma forms after a certain ratio of ionization. See Fig. 2.1. There are three parameters characterize

plasma as fundamental parameters:

1. Number of the charged particle with density (n) (measured in particles per cubic cm for both

electrons and ions).

2. The temperature Tj of each species (j represents electron or ion, measured in eV, where 1eV=

11,605 K).

3. The steady state magnetic field B (measured in tesla).

.

Figure 2.1: Schematic graph for the phase transition from the solid state to the plasma state with
considering the required energy for the transition process [2].

Many plasma parameters can derive from the above three fundamental parameters (e.g., Deby length,

Larmor radius, plasma frequency, cyclotron frequency, thermal velocity). The transition between a

very weakly ionized gas and plasma occurs when the following conditions are satisfied:

1- The Debye length λD : is an essential parameter in plasma physics, and it is used as the scale over

which electric fields are investigated out by a redistribution of the electrons is shown in the following
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equation as follows:

λD =

√
kBTe

4πe2ne
, (2.1)

the condition of any plasma system is that λD � L, where L is the system dimension.

Please consider that Eq. 2.1 is depends on kBTe electron temperature which is measured in Kelvin,

ne electron density.

2- The number of charged particles inside the specific region must be more than one, i.e., ND � 1,

where

ND =
nλ3D
3εo

. (2.2)

3- The frequency of the plasma oscillations (ω) must be greater than the collision frequency with a

neutral atom (ν)

ω > ν. (2.3)

Fig. 2.2 shows plasma formation in relation to density and temperature. Plasma temperatures and

densities ranging from cool and tenuous (like aurora) to very hot and dense (like the central core of

a star).

Figure 2.2: Shows naturally occurring and laboratory plasma in a relation between the plasma
temperature and the density [3].

2.3 Theoretical description of the plasma physics

Plasma physics can define as the fourth case of matter, and it forms from an ionized medium-full

with the separate charge (electrons and ions) in addition to the neutralized particles. For describing

the plasma behavior due to the electric field and the magnetic field effects, one can use some models

which depends on simple mathematical methods. We can summarize the most famous models that

have been used to describe the plasma physics as follows:
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2.3.1 Single particle model

2.3.2 Fluid model

2.3.3 Kinetic model and MHD model

2.3.1 Single particle model

In the single particle model, the motion of a single charged particle due to the effect of electric and

magnetic fields has been studied. In this model, dealing with large numbers of charged particles can

be quite tricky. Studying of the dynamic of the charged particles by using single-particle model will

depend on analyzing the equation of motion for the charged particles in case of homogeneous and

nonhomogeneous magnetic field. By calculating the value of the plasma particles velocities under the

effect of the electric and magnetic field, we can understand the charge behavior. For example, the

case of considering the equation of motion for a single particle under the effect of a static magnetic

field with zero electric fields E = 0 is shown as follows;

m
dv

dt
= q(

1

c
v ×B), (2.4)

where v, q, and m are the velocity, charge, and mass of the charged particles while B is the static

magnetic field. This reveals a circular orbit of a charged particle with the gyrofrequency or cyclotron

frequency (ωc) ωc = qBz/mc where the magnetic field B = Bzk is along the z-axis in the Cartesian

coordinate system and c is the light speed. We have observed that the angular gyrofrequency (ωc)

depends on the charge, mass and the magnetic field. In a case we studied the ions gyration, we found

that the ions are gyrate from the clockwise while the electrons gyrate from the counterclockwise. See

Fig. 2.3.

Figure 2.3: Shows the effect of the magnetic field motion on ions and electrons respectively [4].

Since the mass of the ions is 1836 times the electrons mass (e.g.Hydrogen), the ions would gyrate

slower than the electrons. In this case, the particles would gyrate in a circular orbit across the

external magnetic field with a constant velocity. The Larmor radius is given by rL = v⊥/ωc , where

the velocity v⊥ =
√
v2x + v2y is perpendicular to the external magnetic field. We next consider a

constant electric field E, in addition to the magnetic field B, we found that the gyrating motion is
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combined with a drift of the guiding center, given by vE = c(E × B)/B2 which is perpendicular to

both E and B fields, and is independently of the charge and mass of the plasma physics. This is called

E×B drift. Note that the above result breaks down in the case where the magnetic field is so small

that E ×B drift becomes relativistic. In general, the charged particles response to the electric field

and magnetic field in different drifts (e.g., the polarization drift, the curvature drift, the curvature

drift, the Grad B, etc. [4]).

2.3.2 Fluid model

In this model, the plasma physics treats as a fluid with neglecting the re-combination and ionization

effects. By studying the continuity equation (∂nj/∂t) + (∇njvj) = 0, where j indicate plasma species

(electrons or ions) we can derive the zeroth velocity moment of the Vlasov equation and can calculate

the non-relativistic momentum equation by multiplying the Vlasov equation with (mv) as follows;

mjnj [
∂vj

∂t
+ (vj · ∇)vj],= qjnj(E +

1

c
vj ×B)−∇Pj (2.5)

where (E+ 1
cvj×B) is the electromagnetic force and Pj =

∫
mvvfjd

3V is the pressure tensor, and we

neglect the collisions between the plasma species. The common assumption is to replace the divergence

of the pressure tensor with the gradient of the scalar pressure. Most scientists use the pressure equation

from the ideal gas law P = nkBT and let temperature define by an adiabatic equation of state with

T proportional to nγ where γ is the ratio of specific heats. The Poisson equation can be used to close

the relationship between the continuity equation and the momentum equation. The collisionless are

valid when the electron-ion frequency is less than the plasma frequency. Such situations can happen

in many physical phenomena: the earth magnetosphere, the pulsar magnetospheres, solar physics,

and astrophysics [4].

2.3.3 Kinetic model and MHD model

Using of the single particle model is not always the effective model for describing the full plasma

behaviour under the effect of the different parameters (e.g. electromagnetic fields, pressure, temper-

ature, collision,..etc). It will be very simple and useful to understand the average description of the

large number of plasma particles due to the collective behavior, using the kinetic theory with the sin-

gle distribution function fj(r,v, t) we can define the dynamics of all identical particles inside plasma.

The distribution function for the charged particles can be defined by the number of particles per cm3

at position r = xi + yj + zk and time t, with velocities v = vxi + vyj + vzk in a small volume dV of

six-dimensional phase space. The plasma density can be described as: n(r, t) =
∫
fj(r,v, t)d

3V .
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In order to consider the time evolution, the Vlasov equation can be used as follows;

∂fj
∂t

+ vj · ∇fj +
qj
m

(E +
1

c
vj ×B) · ∇pfj = 0, (2.6)

where qj ,vj, fj the charges, perturbed velocities, and the normalized distribution function for different

plasma species j. The electric field and the magnetic field inside the plasma can be calculated using

the Maxwell equations as follows;

∇×B =
1

c
(4πJ +

∂E

∂t
), (2.7)

∇×E = −1

c

∂B

∂t
, (2.8)

∇ ·E = 4πe(ni − ne), (2.9)

∇ ·B = 0. (2.10)

Besides, for the non- relativistic kinetic theory, the charge and the current densities in plasma are also

defined by:

ρ =
∑
j

qjnj =
∑
j

qj

∫
fjd

3V, (2.11)

J =
∑
j

qjnjvj =
∑
j

qj

∫
fjvd

3V. (2.12)

Kinetic theory cannot be used for all cases especially when we want to deal with permeation charge

fluids, the electron, and the ion fluid since the discrete particles must be neglected. Therefore, we

used the fluid model to describe the plasma in such cases [4].

The magnetohydrodynamic (MHD) model can be used to describe a single charged particle fluid in

which the electrons or ions are correlative and approximately have the same velocity. The MHD

plasma model based on the electron gyro-frequency ωc = eBz/mec is much larger than 2π/T , where

T is the characteristic time-scale of the low–frequency phenomena. The MHD model can help in

reducing the number of variables and removing the fast dynamical timescale. On the other hand, the

fluid model can provide a system of calculation for the different charge fluid with different variables

while MHD can be very helpful for the complicated nonlinear and inhomogeneous systems.

The mass density, mass flow velocity, the current density and the total pressure for a single particle

fluid can be introduced as:

ρ =
∑
j

mjnj = mene +mini = n(me +mi) ≈ nmi, (2.13)

v = [meneve +minivi]/ρ = [meve +mivi]/[me +mi] ≈ vi, (2.14)
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J =
∑
j

qinjvj ≈ en(vi − ve), (2.15)

P = Pe + Pi ≈ nkB(Te + Ti), (2.16)

for the low frequency phenomena in plasma and when the ion plasma frequency is larger than the

gyrofrequency and when the temperature is constant we can find that ne = ni = n [4].

2.4 Waves in plasma physics

Plasma considers as the fourth state of matter which consists of separate charged particles with high

electric conductivity. Plasma physics strongly respond to the electromagnetic fields. Both electrostatic

and electromagnetic waves of different frequencies can propagate inside the plasma. For describing

the linear wave phenomena in a homogeneous plasma, calculating the dispersion relation is mandatory

since the frequency ω is associated with the wavenumber k. The phase velocity and the group velocity

can be defined in term of k and ω as follows;

Vph =
ω

k
=
dx

dt
, (2.17)

Vg =
∂ω

∂k
, (2.18)

the phase velocity can help in determining the speed and the direction of the wavefront or phase since

the phase velocity is directed parallel to k. The group velocity can help in determining the direction

of the energy flow and also provide us with information contained in the wave [4].

2.5 Electrostatic waves in unmagnetized plasma

The space charge waves are the compression and rarefaction waves of the charged particles. The

phase velocity of the electrostatic waves ranges from the electron thermal speed vte to infinity. Some

particles in the plasma can be in resonance with the space charge waves when the Doppler shifted

frequency equal ω − k · v = 0. In that case, the charged particles can be efficiently accelerated/

decelerated by the wave.

Consider an electrostatic wave with form;

E = Asin(ωt− kx) i,

the electrostatic wave which moves with the phase velocity will have the shape of:

E = Asin(k ·∆ · t) i,
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the electron velocity in the x- direction will be known as for resonant electrons;

∆ = vx − ω/k.

When ∆ is less than the phase velocity ∆ � ω/k, we can divide the resonant electrons into two

groups:

(A) ∆ > 0 and (B) ∆ < 0,the electrons that have same group velocity and uniform distribution along

x- axis can be accelerated since vx > ω/k.

To move faster into the decelerating zones and retarding in the decelerating zones to spend more time,

there is a bunch of group A electrons transferring energy to the wave. The slower moving electrons

vx < ω/k tend to bunch in the accelerating zones, gaining energy from the wave.The slope of the

velocity distribution function at vx = ω/k.

whether the wave is going to grow or damp. Using the kinetic theory, in this case, is very useful to

study the response of the plasma particles to the electrostatic field [4]. There are two waves related

to the electrostatic wave: Langmuir wave and the ion acoustic wave. For studying this waves, we will

depend on solving the Vlasov equation for the response of the electrons in the presence of a Langmuir

wave in a collisionless plasma. Vlasov equation can be used to study the response of the ions in the

ion acoustic wave.

2.6 Particle in Cell code

Particle in cell (PIC) code is a technique placed for solving some groups of partial differential equations

by tracking of charged particles in constant electromagnetic (or electrostatic) fields. Also, PIC code

tracing the charged particle on a fixed mesh in a Eulerian frame in continuous phase space [38]. The

densities and currents of the charged particles are computed simultaneously on Eulerian (stationary)

mesh points. PIC code gained a lot of scientists attraction especially for plasma physics simulation

since late of the 1950s and early of 1960s by Buneman, Dawson, Hockney, Birdsall, Morse, and others.

Even before the first FORTRAN compilers were available, PIC methods were already in use [39]. The

general idea for using the PIC code depends on the study the plasma behavior for the real case with

decreasing of a number of charged particle inside simulation systems. Number of charged particles

can be calculated by using the following equation;

ND = nλ3D. (2.19)

The intention to study the collective behavior of the collisionless plasma in any systems is due to it

is longer than Debye length. We can alter the simulation by using smaller ND in PIC code so that we

can keep the essential plasma behavior. PIC code can measure the motion of charged particles within

two steps:
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Firstly, we will calculate the electromagnetic field by using Maxwell’s equations by using the initial

currents and charge densities. Secondly, we use the calculated electromagnetic fields from the previous

step within Newton equation to move the charged particles for a short distance. Therefore, we are

going to recalculate the electromagnetic fields from new particle positions and charge density. Re-

peating the above steps within the simulation time and simulate particle movement in the mean field

surrounding them help in getting the output results. The physical volume of the simulation system

was divided into cells by using parallel lines to the boundary for the seek of decreasing and avoiding

errors. This can be done by calculating the equation of motions and Maxwell’s fields in a continuous

space and time. At the intersections of these lines, we present a set of points which will be defined as

mesh points or grid points. The calculation of the charge fields is placed within these mesh points,

and relative to these points we move the particles [40, 41]. The charged particles with their spatial

coordinates are continuous and can occupy position anywhere within the mesh. Simulation work as we

mentioned above is done in two major steps and some internal sub-steps. First step based on reading

the initial conditions, particle positions and velocities. In second step weighting has to be done for

charged particles because the calculation of charge density in the mesh grid point depends on the dis-

tance of the particle from that point. After getting charge densities, we conduct with the integration

of field equations, and then we weight how the field in individual mesh grid point impact each particle.

The last step is integrating the equation of motion, charge position, and velocity of particles. Then we

repeat the procedure until we obtain the wanted result. The computation cycle can be seen in Fig. 2.4.

Figure 2.4: Computation cycle source [5].

The calculation of the PIC code depends mainly on using both Maxwell equation from Eq. 2.7 and

the relativistic equations of motion for providing the required details of the fields E, B and the current

density J for each charged particle as follows;

m
du

dt
= q(E +

1

c
v ×B), (2.20)

dx

dt
= v =

u

γ
, (2.21)
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γ =
1√

1− (vc )2
=

√
1 + (

u

c
)2, (2.22)

where E, B are the electric field and Magnetic Field, respectively. and u, γ are the velocity vector

and the relativistic factor, respectively.

2.7 Conclusion

The plasma physics considers as the fourth state of matter. Several models have been assumed to study

plasma physics from a different point of views such as; Single particle model, Fluid model, Kinetic

model, and MHD model. Those model helped to explain and analysis many of physical phenomena.

Particle in Cell code has been used to study plasma physics in simulation system and has contributed

to give details of the internal interaction of the plasma system by tracing its particle velocities, fields,

and current densities.
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Formation Mechanism of Periodic

Nanograting Structure by Weibel

Instability

3.1 Introduction

Since 1999, self-organized periodic nanograting structures have been reported after irradiating the solid

material surfaces with an ultrafast laser beam. Many researchers introduced the periodic nanograt-

ing structures on surfaces of some material such as insulators [12, 15, 16], semiconductors [17], and

metals [18, 19] as a way for advanced applications. Researchers show the orientation of the periodic

structure is perpendicular and/or parallel to the polarization direction of the laser beam [11, 20]. The

repeated irradiation of ultrafast laser on the material surfaces has a great advantage in creating peri-

odic nanograting structures and for upgrading the material properties. Advanced material properties

have been designed on a macroscopic scale. Nowadays, several applications come up with the help of

periodic nanograting structures in different fields e.g of functional bio-materials [21, 22], tribology for

friction reduction [23], Chemistry for protein folding [25], and engineering for metal coloring [26].

In this chapter we are going to introduce how the periodic nanograting structures can be formed by

using relativistic laser beam of the parameters of I = 1018 W/cm2 − µm2, λL = 800 nm, rise time

τ = 15fs, and plane wave. Laser beam irradiated continuously onto the target at a normal incidence

angle. We have used hydrogen plasma as the target plasma to study the formation mechanism in

order to decrease the calculation time in the simulation systems. We have used FISCOF2 (PIC

code) to investigate and analyze our formation mechanism, FISCOF2 is able to deal with different

type of materials that have higher atomic number and mass number than hydrogen for the reality

calculations. The Weibel instability shows major role to explain our formation mechanism for the

case of the relativistic laser beam.

16
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Sections 3.2 and 3.3 show the simulation system and the simulation results. Section 3.4 shows general

idea about the Weibel instability and the role of the Weibel instability in the explaining the formation

mechanism. Section 3.5 is a conclusion of this chapter.

3.2 Simulation framework

We have studied the dynamics of laser-plasma interaction in our simulation framework by using

FISCOF2. In the mimic-target plasma interface, the framework is formed from two regions which are

surrounded by vacuum everywhere. The first region defined as mimic plasma with assumed electron

density of value nmimic of 0.7 ncr, where ncr is the critical density. The mimic plasma resizes along

x-axis from 0 to 2 µm and along the y-axis from -3.6 to 3.6 µm as shown in Fig. 3.1. The second area

defined as (dense) target plasma with the assumed electron density of value ntarget of 10 ncr. The

target plasma resides on the x-axis in the range 2 to 12 µm and on the y-axis in the range – 3.6 to

3.6 µm. The mimic plasma’s thickness is about 2 µm along the x-direction of the (x, y) plane, while

the target plasma is about 10 µm along the x-direction of the (x, y) plane. The laser beam injected

onto the surface from the left side in a plane wave as indicated by the black arrow.

3.6

-3.6

Y

X
20 12

Figure 3.1: A schematic drawing of the simulation framework. The schematic shows the target
plasma with dimension x = 2 ∼ 12 µm, y = −3.6 ∼ 3.6 µm and density ntarget = 10 ncr and mimic
plasma with dimension x = 0 ∼ 2 µm, y = −3.6 ∼ 3.6 µm and density nmimic = 0.7 ncr. The vacuum
area surround the simulation framework from all sides. The laser beam is being irradiated continuously

for about 500 fs from the left hand side of the system.

The laser beam intensity of I = 1018 W/cm2 − µm2, laser wavelength of λL = 800 nm, and laser

rise time of τ= 15 fs is irradiated continuously onto the target plasma at normal incidence. In

our simulation, the laser parameters are used together with the hydrogen plasma to produce periodic

nanograting structure. The plasma characterizes by electron temperature Te= 1 keV, ion temperature

Ti = 0.1 keV, and the ion electron mass ratio Mi/me = 1836. The periodic nanograting structure

has been clearly self-organized at the boundary between mimic plasma and target plasma at t = 250

fs, as shown in Fig. 3.2. At t = 250 fs, 13 tips from the periodic nanograting structure are formed

along y-axis from -3.0 to 3.0 µm, and the average interspace size of 0.46 µm is shorter than the laser

wavelength of 0.8 µm.
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Figure 3.2: Electron density profile in the x-y plane at snapshot t = 250 fs. The electron density
profile shows the effect of the time evolution on the periodic nanograting structure. The periodic
nanograting structure observed as self-organized structure along the boundary between mimic plasma
and target plasma at t = 250 fs. 13 tips from the periodic nanograting structure are formed along y-
axis from -3.0 to 3.0 µm, and the average interspace size of 0.6 µm is shorter than the laser wavelength

of 0.8 µm.

3.3 Simulation results

Figs. 3.3, 3.4 and 3.5 show the magnetic field profile in the z-direction ( Bz), the electron current

density profile in the x-direction (Jxe), and the electron density profile in snapshots, respectively at

time (a) t = 150 fs and (b) t = 200 fs. By referring to the negative value of the x-direction component

of the current density Jxe around the point y = 0 µm in Fig. 3.4 (b), we didn’t observe any periodic

nanograting structure in the electron density profile by referring to the same point y = 0 µm in Fig.

3.5(b). The negative value and the positive value of the z- direction component of the magnetic field

Bz is found above and below y= 0 µm in Fig. 3.3.

Around the point y = 0.3 µm we can observe the periodic nanograting structure in Fig. 3.5 (b). in

Fig 3.4 (b), the positive x-component of the electron current density Jxe around point y = 0.3 µm

is consistent with the enhanced magnetic field Bz in Fig. 3.3 (b). The positive z-component of the

magnetic field Bz observed in Fig. 3.3 (b) is shown above of the point y = 0.3 µm approximately at

y= 0.5 µm while the negative component of Bz is shown below of the point y = 0.3 µm approximately

at y= 0.1 µm. The positive component of the electron current density Jxe in Fig. 3.4 (b) is consistent

with increasing of the electron density and forming of the tips at the boundary between the mimic

and the target plasma in Fig. 3.5 (b). These tips are essential for forming the periodic nanograting

structures. We can observe the same phenomena in Fig. 3.5 (b) at the locations y = - 0.8, - 0.6, -0.2,

0.3, 0.9 µm. These locations are clear evidence to prove the formation of the periodic nanograting

structure by the Weibel instability.
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Figure 3.3: Simulation results for the magnetic field Bz in the x-y plane at snapshots (a) t = 150 fs,
(b) t = 200 fs. The simulation results show the growth of the magnetic field Bz with time evolution.
The white lines around y = 0 µm and around y = 0.3 µm which is shown in (b) are used to explain
the growth of the magnetic field Bz according to the growth of the current field Jxe. The observed
growth of Bz between snapshots (a) and (b) explains the reason of forming the Weibel instability.
The enhanced Bz between snapshots (a) and (b) are considered as the reason of forming periodic

nanograting structure.

Figure 3.4: Simulation results for the electron current density Jxe in the x-y plane at snapshots (a)
t = 150 fs, (b) t = 200 fs. The electron current density Jxe simulation results show the growth of
electron current density Jxe with time evolution and this is reason of creating the periodic nanograting
structure. The white lines around y = 0 µm and y = 0.3 µm which are shown in (b) are used to explain
the growth of the electron current density Jxe with time evolution. Around y = 0 µm the negative
component of Jxe can be observed while the positive component of the electron current density Jxe is
seen around y = 0.3 µm. At the locations y = - 0.8, - 0.6, -0.2, 0.3, 0.9 µm, the positive component
of Jxe have been recorded. These values of the positive Jxe are reasons of increasing the growth of Bz

which will followed by the growth of the periodic nanograting structure as will observe in the electron
density profile.
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(b)

Figure 3.5: Electron density profile in x-y plane at snapshots (a) t = 150 fs, (b) t= 200 fs. The
white lines around y = 0 and 0.3 µm are used to show the growth of periodic nanograting structure
with time evolution. We cannot observe periodic nanograting structure around y = 0 µm while it can
be observe clearly around y = 0.3 µm. The positive component of the electron current density Jxe
is consistent with forming the periodic nanograting structure. Moreover, the enhanced magnetic field
Bz has a major role in increasing the concentration of the electrons in some points which will form

later the periodic nanograting structure.
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3.4 Weibel instability

Weibel instability is one type of a plasma instability that can be observed and recorded after the

interaction of the high intensity laser ( relativistic intensity) with the homogeneous and inhomogeneous

plasma due to anisotropy in velocity and temperature difference between different species inside the

plasma. In 1959, Weibel [42] has succeeded for the first time to calculate the transverse waves which

spontaneously grown in a plasma with anisotropic velocity distribution. The mechanism of instability

is mainly shown in the curvature of the electrons due to magnetic field that causes a momentum flux

which in turn effects < v > (and hence < J >) in such a way as to increase the fluctuation field [43].

Weibel instability has a broad range of applications in astrophysical plasma, as shown in [44], as well

as in laboratory plasma [45, 46]. Also, Weibel instability can explain the generation of a magnetic

field in the vicinity of gamma-ray burst sources, supernovae and galactic cosmic rays [47, 48]. In

the simple case of unmagnetized plasma, Weibel instability has been extensively studied in both

relativistic and nonrelativistic regimes [49, 50]. Within this thesis, Weibel instability has been used

to explain the formation mechanism of the periodic nanograting structure by using relativistic laser

intensity (I = 1018 W/cm2 − µm2) [9].

Within our simulation case, The enhancement of magnetic field due to the Weibel instability inside

plasma is used to explain the formation mechanism of the periodic nanograting structures. We have

assumed low density mimic plasma in front of the target plasma instead of initially preformed plasma

in the experimental area. Under the effect of the laser beam on plasma, two counter streams of the

electron have been formed. The red arrows represent the fast electron streams which are produced

due to (J×B) heating mechanism by the laser [51] , as shown in Fig. 3.6 (a). Assume that there is

an electron at rest on the mimic plasma.

After irradiation, the electron is accelerated in a direction perpendicular to the laser beam propagation

direction. Under the effect of the Lorentz force (v ×B), the electron is bent and is injected into the

target plasma. Due to laser reflection, the electrons moves freely to the right-hand side of the target

plasma without any laser beam effect. Fig. 3.6 (b) shows the formation of the blue arrows which

is called the return electron streams. The return electron streams are produced due to the current

neutrality. Due to the current neutrality, the return electron streams will be dragged in a direction

opposite to the fast electrons. The return electron streams are much thicker than the fast electrons

because the number of the returned electrons is much larger than the number of the fast electrons. In

Fig. 3.6 (c), we assume the existence of the perturbed magnetic field with periodicity. In Fig. 3.6 (d),

the magnetic field causes the curvature of the fast and return electrons. The degree and the direction

of bending can be easily analyzed by using Lorentz force. For the return electron streams arrows,

they have bent more than the fast electron arrows due to their low velocity. This bending produces

net electron density currents which will be represented as black arrows. The black arrows enhance

the initial magnetic field as seen in Fig. 3.6 (e). Once the return electron concentration increase near

to the plasma boundary, the tips form and spread at regular interspace in Fig. 3.6 (f). These tips
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Figure 3.6: A schematic drawing of the Weibel instability role in forming of the periodic nanograting
structure in the target plasma. The formation mechanism process has been graphically drawn step by
step beginning from laser irradiated the surface of the mimic-target plasma interface at Fig. 3.6 (a)
and ending with the formation of the periodic nanograting structure at Fig. 3.6 (f). Weibel instability
phenomenon has been recorded in Fig. 3.6 (e) as a result of the enhancement of the magnetic field

with time evolution due to the net electron current density (the black arrows) in Fig. 3.6 (d).

lead to form of the periodic nanograting structure. The growth of the magnetic field and in the net

current density is what well-known as the Weibel instability.

Figs. 3.7 and 3.8 shows the effect of the time evolution on both of the electron current density Jxe

and the magnetic field Bz, respectively. The growth of the magnetic field Bz and the electron current

density Jxe are clearly shown with time evolution. Thus, the growth is presented substantial evidence

of occurring the Weibel instability and then the formation of the periodic nanograting structure is

followed.
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Figure 3.7: Plotting for time enhancement of the electron current density Jxe . The electron current
density Jxe with blue diamonds and red squares indicate maximum and minimum values, respectively.
This growth of the Jxe with time evolution is the reason of growth of the Weibel instability and forming

of the periodic nanograting structure.

Figure 3.8: Plotting for time enhancement of the magnetic field Bz .The magnetic field Bz with
blue diamonds and red squares indicate maximum and minimum values, respectively. The growth of

Bz over time is what well known as Weibel instability.

3.5 Conclusion

This chapter explains the formation mechanism of the periodic nanograting structure by using a

relativistic laser beam. The Weibel instability has been introduced in this chapter as the related

physics to clarify the reasons of this phenomenon. The laser beam of intensity 1018 W/cm2 − µm2,

and the wavelength of 800 nm, and rise time τ = 15 fs used to excite the periodic nanograting structure

along the interface between the mimic-target plasma. The enhanced magnetic field, together with the

electron current density and the electron density, has been calculated by the particle in cell code

(FISCOF2) with time evolution. The periodic nanograting structures at t = 250 fs is formed 13 tips

along y-axis from -3.0 to 3.0 µm, the interspace size of 0.46 µm is shorter than the laser wavelength.

The periodic nanograting structures observed at y = -0.8, -0.6, -0.2, 0.3, and 0.9 µm in the electron

density profile where the positive x-component of the electron current density Jxe exist. Furthermore,
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the positive and the negative z-component values of the enhanced magnetic field Bz are shown in

between above positions. For example at y = 0.3 µm, the positive z-component of Bz exists at y =

0.5 µm while the negative z-component of Bz exists at y = 0.1 µm. The above description shows

the consistence between the enhanced magnetic field and the electron current density which leads to

producing periodic nanograting structure and confirm the existence of Weibel instability and its role

in the formation mechanism.
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Formation Mechanism of Periodic

Nanograting Structures by Surface

Plasma Waves

4.1 Introduction

The mechanism of periodic nanograting structures can be considered as a contemporary topic in

science. Many researchers have attempted to explain the formation mechanism of periodic nanograting

structure by assuming different growth model [10, 52–56]. In this chapter, we explain how periodic

nanograting structure are formed in the case of irradiating plasma with nonrelativistic laser beam

using a vacuum-plasma interface simulation framework. Plasma physics and its related phenomena

are evoked to explain the mechanisms behind this pattern formation, including the Surface Plasma

Wave (SPW) and the effect of the Oscillating Two Stream Instability (OTS) in the target plasma. The

ripples on the metallic surfaces have been observed in many experiments after multi-pulses femtosecond

laser beam [7]. Our simulation results reveal that an irradiation period of the laser beam of 500 fs is

required to obtain the periodic structure.

In sections 4.2 and 4.3 the simulation framework and results are provided, respectively. An elaborate

description on how the periodic nanograting structure begins and how is SPW used to explain the

phenomena is provided in section 4.4. In section 4.5 OTS has been used to complete the explanation

of the formation mechanism. Finally, Section 4.6 provides a brief conclusion.

4.2 Simulation framework

In the vacuum-target plasma interface, the framework of the present simulation system is formed by

one limited region which is surrounded by vacuum everywhere. This area contains (dense) target

plasma with the assumed electron density of value ntarget of 10 ncr, where ncr is the critical density.

25



Chapter 4 26

The target plasma resides on the x-axis in the range 2 to 12 µm and on the y-axis in the range – 10 to 10

µm. We consider a nonrelativistic laser beam with flat-top profile shape being continuously irradiated

onto the target at normal incidence for about 500 fs See Fig. 4.1. The laser beam parameters are

defined in our simulation framework as follows ; intensity of I = 1016 W/cm2−µm2, wavelength of λL

= 800 nm, full wave half maximum of φFWHM = 10 µm, and rise time τ= 5 fs. In the 2D simulation

framework, we chose a p-polarized laser beam to form the periodic nanograting structure. Since there

is no periodic nanograting structure has been observed when we choose an s-polarized laser beam.

10

- 10

Y

X
20 12

Figure 4.1: A schematic drawing of the simulation framework. The schematic shows one region
called target plasma and placed in the x-and y-dimension x = 2 ∼ 12 µm, y = −10 ∼ 10 µm. The
target plasma density is ntarget = 10 ncr. The vacuum area are surrounding the target plasma from
everywhere. The laser beam of intensity I = 1016 W/cm2 − µm2 irradiated from the left hand side of

our simulation framework.

Using the present framework for simulation, the hydrogen plasma properties are defined based on an

electron temperature Te of 1 keV, ion temperature Ti of 0.1 keV, and a mass ratio Mi/me of 1836/16,

where Mi and me are the ion and the electron mass, respectively. The chosen mass ratio value aims to

reduce the time required for calculation. The formation mechanism was studied using the 2D Particle

In Cell code FISCOF2 [41].

4.3 Simulation results

The simulation results for the periodic nanograting structure have been generated by FISCOF2.

The electron density profile shows the formation of the periodic nanograting structures with time

evolution Fig. 4.2. Snapshots at different times shown in Figs. 4.2 (a)- 4.2 (h) can provide details on

the sequential formation mechanism of periodic nanograting structures. At t=150 fs in Fig. 4.2(a),

we observe that a small intermediate area of density ninter is formed. This intermediate area can be

formed naturally due to plasma expansion [57] and its size grows with the time evolution accordingly.

In the Fig. 4.2 (a) t= 150 fs, (b) t= 200 fs, (c) t=250 fs, (d) = 300 fs, (e) t= 350 fs, (f) t= 400 fs, (g)

t= 450 fs, and (h) t= 500 fs show a series of the snapshots used to illustrate formation of the periodic
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nanograting structure with time evolution. With plasma expansion and time evolution, the vacuum

in front of the target plasma region no longer exists since there are small density values surrounding

the target plasma begin to be recorded (hereinafter referred to as sparse density nsparse).

(a) (b)

X(µm)

Y(
µm
)

X(µm)

Y(
µm
)

(c) (d)

X(µm)

Y(
µm
)

(c)(e) (f)

To explain how the periodic nanograting structure can be formed after irradiating the vacuum-plasma

interface with laser beam of intensity I = 1016 W/cm2 − µm2, and wavelength of λL = 800 nm

for about 500 fs, SPW and OTS will be used to explain the formation mechanism of the periodic

nanograting structures in our simulation framework. With the help of FISCOF2, we were able to

check the details of nanograting structures over time. Beginning with t = 150 fs, we observed a
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Figure 4.2: The electron density profile in the x-y plane in snapshots taken at (a) t =150 fs, (b) t
=200 fs, (c) t = 250 fs, (d) t = 300 fs,(e) t = 350 fs,(f) t = 400 fs, (g) t = 450 fs, and (h) t = 500
fs. Fig. 4.2 shows a series of the snapshots used to illustrate formation of the periodic nanograting
structure with time evolution. With plasma expansion and time evolution, the vacuum in front of the
target plasma region no longer exists since there are small density values surrounding the target plasma
begins to be recorded. The size of the periodic nanograting structures change with time evolution.
At the early time tips or seeds of the periodic nanograting is clearly seen, with time evolution we can

observe a full periodic nanograting structure.

clear periodic structure, but the structure was of a small size. With time evolution, the structure

began to grow up, and self-organize along the interface between two new regions: sparse region and

intermediate area. To show the effect of the time evolution on the growth rate of periodic nanograting

structures, we need to measure the electron densities in both sparse and intermediate areas. A high

degree of accuracy should be considered through the calculation of the electron densities nsparse and

ninter values.

The average electron densities (ne/ncr) were estimated using FISCOF2 and are shown in the Fig. 4.3,

as relational graphs with x-axis. The average electron densities show increasing concentration in the

intermediate area as time evolves. The average electron density at times t = 200, 300, 450, and 500

fs are shown by the blue, purple, green, and orange curves, respectively. In Fig. 4.4 the same data is

shown within the limited region between x = 1 and 2 µm, where the initial transition from vacuum

to sparse is marked by an abrupt increment in the average electron density value.

The calculated interspace size increases with time in our simulation system. Fig. 4.5 shows a plot of

interspace size µm versus time fs. At t = 150 - 500 fs , the interspace size vary from 0.19 to 0.5 µm

and this is indicating the growth of the periodic nanograting structure with time evolution.
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Figure 4.3: Average electron density ne/ncr versus distance x µm with different density at (a) t =
200, (b) t = 300, (c) t = 400, and (d) t = 500 fs. The blue, purple, green, and orange curves represent
the value calculated at (a) t = 200, (b) t = 300, (c) t = 400, and (d) t = 500 fs, respectively. This
graph shows how is the electron density is increase with time increasing in the intermediate area. The
recorded growth in the intermediate area are the reason for forming the periodic nanograting structure

under the effect of the physical phenomena in this area.
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Figure 4.4: Average electron density ne/ncr versus distance x µm within the specific region from x
= 1 µm to 2 µm. Curves in blue, purple, green, and orange graphs, represent the average densities
at (a) t = 200, (b) t = 300, (c) t = 400, and (d) t = 500 fs, respectively. Through this graph we can

record the initial transition from vacuum to sparse.

4.4 Surface plasma wave and its roles in formation mechanism

SPWs were first described by J. Zenneck in 1907 [58]. In general, SPWs exist along the boundary be-

tween two different medium that can be either isotropic or anisotropic (in our case sparse-intermediate

plasma interface). Moreover, SPWs can be confined to narrow areas and travel along the interface of

the two medium also it decay exponentially in a direction perpendicular to the boundary of the two

medium. The dispersion relation is the most important techniques used to determine the required

conditions to form SPWs.
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Figure 4.5: measured interspace versus time. At t = 200, 250, 300, 350, 400, 450, and 500 fs, the
measured interspace equals 0.26, 0.33, 0.33, 0.36, 0.4, 0.45, and 0.5 µm, respectively. We can calculate

the measured interspace directly from the electron density profile.

To this end, two conditions must be met [59]. The dielectric constants of the sparse and the interme-

diate areas ( εsparse and εinter, respectively) must satisfy the following conditions:

εsparse · εinter < 0, (4.1)

εsparse + εinter < 0. (4.2)

An additional condition assumed in our study to enable the electrons at the surface of the interface

to be oscillate with the frequency of the laser electric field is;

ωsp = ωL (4.3)

where ωsp is the frequency of surface plasma wave while ωL is the laser frequency. Herein, we study

the real values of the dispersion relation of the SPW. The dielectric constant of the sparse area εsparse

is assumed to range from 0.9 to 0.1 when nsparse ranging from 0.1 to 0.9. whereas, the dielectric

constant of the intermediate area will always be εinter < 1 because ninter is greater than 1. Since the

dielectric constant is well known as a function of the electron density as following:

ε = 1−
ω2
pe

ω2
L

= 1− ne
ncr

. (4.4)

The derivation of the dispersion relation of the SPW is provided separately in the Appendix A. The

well known SPW dispersion relation is given as follows:

ksp = kL

√
εsparse · εinter
εsparse + εinter

, (4.5)

where kL is the wavenumber of the laser beam.
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The wavelength of the SPW can be easily calculated as a function of the electron density as follows;

λsp
λL

=

√
[2− (

nsparse + ninter
ncr

)]/[(1− nsparse
ncr

)(1− ninter
ncr

)]. (4.6)

The normalized wavelength of SPW given by Eq. 4.6 increases with the increment of ninter and

nsparse. In Fig. 4.6, a relational graph has been drawn to explain the effect of both nsparse and ninter

on the normalized wavelength λsp/λL.
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Figure 4.6: Wavelength of SPW with different density values. The graph is drawn for the range
nsparse = 0 ∼ 0.9 ncr and ninter = 1 ∼ 5 ncr.

To understand how is the SPW acts on the periodic nanograting structure formation mechanism,

we have to recall the ponderomotive force FSPW effect behind the SPW. The mechanism of SPW

generation is based on the collective behavior of the excited electrons in the y-direction due to the

electric field component of the laser beam. The bidirectional collective behavior of the electrons in

both positive and negative y-axis, leads to SPW propagation near to the interface, producing the

so- called standing wave. The standing wave’s FSPW plays a major role in forming seeds or tips

for the development of periodic nanograting structures at early stages since it is repeated each λsp/2

according to Eq. 4.7. A complete explanation on how to derive FSPW in the Eq. 4.7 is given in

Appendix B. The ponderomotive force of the SPW is shown as follows:

FSPW = −
ω2
pe

ω2
sp

kspεoEo
2 sin(2kspy). (4.7)

To find the interface position, we need to calculate the balanced density nba from the laser pressure

PL and the plasma pressure PPlasma .

PL = 2IL/c = 6.67IL[1016W/cm2][Mbar], (4.8)

Pplasma = 1.79
nba
ncr

Te[keV ]/λ2L[µm][Mbar]. (4.9)
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The balance of pressure PL = Pplasma [60, 61] allows us to find nba = 2.384 ncr. With the help of

electron density (ne/ncr), we can accurately determine the position at which nba is along x-axis and

consider it as the interface location. Fig. 4.7 is a graph showing two data sets for the electron density

(ne/ncr) distribution along the x-axis at time t = 500 fs. With this information, we can find the

interface position xi.
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Figure 4.7: Schematic graph showing the electron density distribution along the x-axis at time t =
500 fs. We used this graph to show the position of the interface.

The relation between the interface position and the time is illustrated in Fig. 4.8. Based on relation

interface position with time from 200 to 500 fs, we can observe that the interface position expands

towards the left-hand side of the x-axis in a very slow rate, i.e., ∼ 0.186 µm per 300 fs. Besides, the

relation in Fig. 4.8 will help in our future nsparse and ninter calculation.
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Figure 4.8: Interface position through x-axis versus time. The points represent the position of the
interface on the x-axis with time evolution for average density.

Next, we show a mean of obtaining nsparse and ninter from our simulation system to further confirm

the existence of the SPW. The basic principle for obtaining the electron densities nsparse and ninter

relies on the corrected place to pick up the required densities. According to the theory of the SPW
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Table 4.1: Shows the time effects on , ninter/ncr, nsparse/ncr, λsp/λL, theoretical interspace λsp/2,
and the measured interspace respectively. Using of ninter/ncr and nsparse/ncr are helping in calculating
the dispersion relation of SPW and the theoretical interspace λsp/2. We compared between the
theoretical interspace and the measured interspace in order to confirm the validity of our calculation.

Time (fs) ninter/ncr nsparse/ncr λsp/λL λsp/2(µm) measured interspace (µm)

200 4.58 0.10 0.91 0.36 0.26

300 4.83 0.14 0.95 0.38 0.33

400 5.26 0.17 0.98 0.39 0.40

500 5.51 0.19 1.00 0.40 0.50

[62], the required densities nsparse and ninter should be measured along the interface between sparse-

intermediate media.

The procedure for calculating nsparse/ncr and ninter/ncr is proposed as follows:

1. Based on the electron density raw data from FISCOF2 we will begin to calculate ninter/ncr and

nsparse/ncr.

2. The noise in the data need to be eliminated before calculating ninter/ncr and nsparse/ncr. We will

smooth the raw data by using the moving average method of order 3 [63].

3. After smoothing the electron density data, we find the position of interface xi via the analysis

shown in Fig. 4.7. for example at t = 500 fs, there are 213 curves and that mean there are 213 value

of xi since i = 1, 2, 3,..,etc.

4. After determining xi, we can determine xsparse as the first local minima on the left hand side and

xinter as the first local maxima on the right hand side of xi.

5. Using xsparse and xinter, we can find ninter and nsparse over all raw data.

6. After finding all ninter and nsparse values, we can calculate the average values of ninter and nsparse we

can use them to calculate the inverse of dispersion relation ( wavelength of SPW) λsp/λL , theoretical

interspace ( half of the SPW wavelength) λsp/2, and the measured interspace.

Table 4.1 summarizes the effect of time on ninter/ncr, nsparse/ncr, and λsp/λL, theoretical interspace

λsp/2, and the measured interspace respectively.

Fig. 4.9 Shows a comparative graph between the theoretical and the measured interspace size. We can

observe two colored lines; the blue and the purple represent the theoretical and measured interspace

with time variation, respectively. Fig. 4.9 shows that at t = 200, 300, 400, and 500 fs the theoretical

interspace = 0.36, 0.38, 0.40, and 0.40 µm while the calculated interspace = 0.26, 0.33, 0.4, and

0.50 µm . The previous results show a great consistent between the theoretical and the calculated

interspace.
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Figure 4.9: Comparison between the theoretical (continuous line), and the measured interspace
(dashed line) with time evolution.

4.5 Oscillating two stream instability and its roles in the formation

mechanism

OTS instability is a process by which a long wavelength pump wave excites short electrostatic waves

accompanied by increasing density perturbation. OTS instability can occur when ωL < ωpe where ωL

is the laser frequency while, ωpe is the electron plasma frequency [4]. To explain how is SPW acts

together with OTS instability in the growth of periodic nanograting structures, we should explain the

effect of OTS instability growth rate γots/ωL on the periodic nanograting structure in details.

Since there is a density perturbation in the intermediate area of the plasma due to the FSPW of SPW

and because the system is under the effect of the laser electric field EL on the interface between the

sparse-intermediate area, the electrons will move in a direction opposite to the EL, producing nonlinear

electric field E1. In contrast, ions do not move on a similar time scale of ωL and density ripples causes

a charge separation. The electrostatic charges create a field E1 that oscillates at frequency ωL. A

new nonlinear ponderomotive force related to OTS FNL governs the total field EL + E1, as pointed

out by Eq. 4.10 as follows

FNL = −
ω2
pe

ω2
L

εo

〈
(EL + E1)2

〉
2

, (4.10)

FNL never cancelled since E1 changes its sign according to EL. However, FNL cancels only at the

tips and troughs of n1 and it is large where ∇n1 is large. This spatial distribution causes FNL to push

the electrons from a low density region to a high density region. The resulting DC electric field drags

the ions along also, and the density perturbation grows. The threshold value of FNL is the value just

sufficient to overcome the pressure ∇ni1(kTe + kTi) which tends to smooth the density. This is called

OTS because the sloshing electrons have a time-averaged distribution function which is double peaked

the electron density regions and this is the reason for growing up the tips.
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L

Figure 4.10: Schematic shows the oscillating two stream instability process according to reference
[4].

Eq. 4.11 was employed to calculate the growth rate of OTS instability (γots/ωL). The process of

the OTS see Fig. 4.10 is explained in several textbooks, and the details on the derivative to find the

equation of (γots/ωL) is all collected in Appendix C.

Assume Q = ω2 , since; ω = ωreal + iγots we used the imaginary part of ω to define the growth rate

γots/ωL. The plasma and laser parameters which affects on γots/ωL can be expressed as follows:

Q3 − (2 + ω̂2
pe)Q

2 + (1 + 2ω̂2
pe − 2k̂2spa

2
o

me

Mi
)Q− (ω̂2

pe + 2k̂2spa
2
o

me

Mi
) = 0, (4.11)

where ao is the laser parameter and it equals to ao = eEL/mecωL = 0.85λL
√
IL (IL is the laser

intensity in [1018W/cm2] ). k̂sp =
ksp
kL

and ω̂2
pe = ninter

ncr
are the normalized wavenumber and the

normalized electron plasma frequency by the laser frequency, respectively. Please note that, ω̂2
pe and

k̂sp can be calculated from table 4.1. The electron to ion mass ratio is defined as me
Mi

and it is equal

0.0087.

In Fig. 4.11 the behavior of the growth rate γots/ωL versus the normalized electron plasma frequency

ω̂pe can be analyzed. With increasing the electron density, the growth rate begins to decrease gradually

after reaching its maximum at a period from 1 to 2 ncr. We can recall the density at which the γots/ωL

recorded its highest value at (ncon).

At t = 300 fs γots/ωL is equal to 0.0034 and it decreases as time increases. The existence of γots/ωL

helped the growth of the periodic nanograting structure. For instance, by assuming γots T = 1 (where

T: is the required time to observe growth rate of OTS), if γots/ωL = 0.004, then T equals 100 fs, that

means the grow rate γots/ωL is occur within the simulation time of our case.
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Figure 4.11: Growth rate γots/ωL versus density ω̂2
pe. The growth rate increases as the electron

density increase up until it reaches its maximum followed by a decrement with increasing the density.

Table 4.2: Shows the time effects on ω̂2
pe, k̂

2
sp, and γots/ωL respectively. The normalized electron

plasma frequency (ω̂2
pe) is increasing over time while the normalized wavenumber k̂2sp and the growth

rate (γots/ωL ) are decreasing with time evolution

Time(fs) ω̂2
pe k̂2sp γots/ωL

200 4.58 1.0989 0.0037

300 4.83 1.0526 0.0034

400 5.26 1.0204 0.0031

500 5.51 1.0000 0.0030

Table 4.2 shows the effect of time with the measured values of ω̂2
pe k̂

2
sp, and γots/ωL, respectively. We

can observe that the density ω̂2
pe is increasing with time evolution, while the wavenumber k̂2sp and

growth rate γots/ωL decreases with time.

In Fig. 4.12 the behavior of the growth rate γots/ωL over time shows a decreasing values of the growth

rate but it never reaches zero within the time frame considered. The periodic nanograting structure

enlarges with time due to existence of the OTS.

4.6 Conclusion

In chapter 4, the formation mechanism of the periodic nanograting structures by non-relativistic laser

pulses is studied by using a simulation of its growth using a 2D PIC code (FISCOF2). The SPW and

the OTS phenomena have a significant role in explaining the formation mechanism. When the laser
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Figure 4.12: Variation in growth rate γots/ωL versus time evolution. We can observe that γots/ωL

is decreasing over time t but it never reaches zero.

beam irradiates boundary between the vacuum-plasma interface, the mechanism of SPW generation

is considered.

Based on the collective behavior of the excited electrons in the y-direction due to the electric field

component of the laser beam. The bidirectional collective behavior of the electrons in both positive

and negative y-axis, leads to SPW propagation near to the interface, producing the so-called standing

wave. The standing wave’s FP plays a significant role in forming seeds or tips for the development of

periodic nanograting structures. The OTS instability affects the formed tips and grows them up to

form complete structure from the periodic nanograting.

The electron density profile successfully showed growth enhancement over time. At t = 500 fs, periodic

nanograting structures form at the interface of the sparse–intermediate area, with an interspace size

of 0.5 µm. The measured interspaces sizes were found to agree with the theoretical interspace.



Chapter 5

Summary

This thesis presents an ample study on the formation mechanism of the periodic nanograting structure

by using Particle In Cell code (FISCOF2). This thesis contains five chapters. The first and the second

chapters describe the motivation and background of the work in addition to the main plasma physics

models, which are used to introduce and describe plasma physics from different points of view such

as the kinetic model, the single-particle mode, the fluid model, and the MHD model.

In Chapter 3, the formation mechanism of the periodic nanograting structure is studied by using

FISCOF2. The laser beam with an intensity of 1018 W/cm2 − µm2 irradiates the mimic target’s

plasma interface for about 500 fs. The Weibel instability theory explains the enhancements of the

magnetic field and electron current density in our interface with time evolution. Later, the Weibel

instability theory shows how the magnetic field, together with the electron current density, creates the

periodic nanograting structure with time evolution. The simulation framework in Chapter 3 is formed

from two regions: The first region is the so-called mimic plasma, which resizes along with the x-axis

from 0 to 2 µm and along the y-axis from -3.6 to 3.6 µm. Electron density in the mimic plasma is

assumed to be 0.7 ncr, where ncr is the critical density for a laser wavelength of 800 nm. The second

region is the so-called target plasma with a density of 10 ncr that resides behind the mimic plasma

and expands along the x-axis from 2 to 12 µm and along the y-axis from -3.6 to 3.6 µm. The mimic

plasma’s thickness is about 2 µm while the target plasma is about 10 µm along the x-direction of

x-y plane. The laser beam is injected onto the surface from the left side of the simulation system.

The laser beam’s intensity of I = 1018 W/cm2 − µm2, laser wavelength of λL = 800 nm, and laser

rise time of τ= 15 fs irradiates continuously onto the mimic-target interface at normal incidence.

We used hydrogen plasma with electron temperature Te = 1 keV, ion temperature Ti = 0.1 keV,

and the ion-electron mass ratio Mi/me = 1836 in order to accelerate the simulation process. The

periodic nanograting structure has been clearly self-organized at the boundary between the mimic-

target plasma interface at t = 200 fs, as shown in Fig. 3.2. At t = 250 fs, 13 tips from the periodic

nanograting structure are formed along the y-axis from -3.0 to 3.0 µm, and the average interspace size

of 0.46 µm is shorter than the laser wavelength. The periodic nanograting structures are observed at
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y = -0.8, -0.6, -0.2, 0.3, and 0.9 µm in the electron density profile where the positive x-component

of the electron current density Jxe exists. Furthermore, the positive and the negative z-component

values of the enhanced magnetic field Bz are shown in between the above positions. For example at y

= 0.3 µm, the positive z-component of Bz exists at y = 0.5 µm while the negative z-component of Bz

exists at y = 0.1 µm. The above description shows the consistency between the enhanced magnetic

field and the electron current density, which leads to producing a periodic nanograting structure and

confirming the existence of Weibel instability.

In chapter 4, the formation mechanism of the periodic nanograting structure is studied by using

FISCOF2. The laser beam of intensity 1016 W/cm2 − µm2 irradiates the plasma for about 500 fs.

The surface plasma wave and the oscillating two-stream instability have been considered the formation

mechanism of the periodic nanograting structure. The framework in chapter 4 is slightly different from

chapter 3. In the vacuum-target plasma interface, the framework of the present simulation system is

formed by one limited region, which is surrounded by vacuum everywhere. This area contains (dense)

target plasma with the assumed electron density of value ntarget of 10 ncr, where ncr is the critical

density of the laser beam of wavelength 800 nm. The target plasma resides on the x-axis in the range

2 to 12 µm and on the y-axis in the range – 10 to 10 µm. We consider a nonrelativistic laser beam

with a flat-top profile shape being continuously irradiated onto the target at a normal incidence for

about 500 fs. The laser beam parameters are defined in our simulation framework as follows: intensity

of I = 1016 W/cm2−µm2, wavelength of λL = 800 nm, full wave half maximum of φFWHM = 10 µm,

and rise time τ = 5 fs. Based on the collective behavior of the excited electrons in the y-direction due

to the electric field component of the laser beam. The bidirectional collective behavior of the electrons

in both positive and negative y-axis leads to form SPW and propagation near the interface, producing

the so-called standing wave. The ponderomotive force of the standing wave plays a significant role in

forming seeds or tips. For enlarging the periodic nanograting structures, the oscillating two stream

instability shows a role in growing the tips up to form the periodic nanograting structure. At t =

500 fs, periodic nanograting structures form at the interface of the sparse-intermediate area, with an

interspace size of 0.5 µm, which agrees with the theoretical model.



Appendix A

Derivative of Dispersion Relation of

Surface Plasma Wave

Consider that εsparse , εinter: are the permittivity of the sparse and the intermediate plasma, respec-

tively in our simulation system. The electric field laser beam is a p-polarized wave propagates in the

y-direction. There is no z dependence. We describe the fields in the media (1) and (2) as follows;

x > 0 H2 = (0, 0, Hz2) exp i(k2x− ωt) (A.1)

E2 = (Ex2, Ey2, 0) exp i(k2x− ωt) (A.2)

x < 0 H1 = (0, 0, Hz1) exp i(−k1x− ωt) (A.3)

E1 = (Ex1, Ey1, 0) exp i(−k1x− ωt). (A.4)

These fields have to fulfill Maxwell equations:

c∇×B = 4πJ +
∂E

∂t
, (A.5)

c∇×E = −∂B
∂t
, (A.6)

∇ ·E = 4πe(ni − ne), (A.7)

∇ ·B = 0. (A.8)

Together with the continuity relations
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Ex1 = Ex2, (A.9)

Hz1 = Hz2, (A.10)

ε1Ey1 = ε2Ey2. (A.11)

From Eq. A.9 and A.10 follows the continuity of

kx1 = kx2 = kx. (A.12)

Eq. A.5 gives

∂Hzi

∂x
= −εiEyi

ω

c
, or

kx1Hz1 =
ω

c
εiEy1, (A.13)

kx2Hz2 = − ω

c
εiEy2. (A.14)

Eq. A.13 together with Eqs. A.9 and A.10 yield

Hz1 −Hz2 = 0

kx1
ε1
Hz1 +

kx2
ε2
Hz2 = 0.

To obtain a solution, the determinant has to be zero

Do =
kx1
ε1

+
kx2
ε2

= 0.

This is the dispersion relation SPW in the system. Further we get Eqs. A.3, A.4, and A.11:

k2y + k2xi = εi

(ω
c

)2
.

And the final and common shape is :

ky =
(ω
c

)√
(ε1ε2)/(ε1 + ε2). (A.15)



Appendix B

Derivative of Ponderomotive Force of

Surface Plasma Wave

In physics, a ponderomotive force is a nonlinear force that a charged particle experiences in an in-

homogeneous oscillating electromagnetic field. The ponderomotive force has been derived in many

books [4, 36] after studying the equation of motion of the electrons in the oscillating electric field (E),

the ponderomotive force is well known as FSPW as follows:

FSPW = −
ω2
pe

ω2
L

εo
2
∇
〈
E2
〉
. (B.1)

We are able to define the effect of the ponderomotive force of the SPW and study how is this force

causes the formation of the seeds of the periodic nanograting structure. Let’s us assume that ET is

the total electric field along the interface between sparse and intermediate area as follows:

ET = Ep + En, (B.2)

where Ep and En are the bi–directional electric field through the positive and the negative y-direction

due to electron motion. We had to know that the electron motion are bounded to the boundary

between the spare-intermediate interface. The equation form of both Ep and En will be define as

follows:

Ep = Eo cos(ωspt− kspy), (B.3)

En = Eo cos(ωspt+ kspy + π). (B.4)
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By considering the phase difference equal π between En and Ep, ET will be redefine as follows:

ET = Eo cos(ωspt− kspy) + Eo cos(ωspt+ kspy + π),

ET = 2Eo sin(ωpst) sin(kspy),

E2
T = 2Eo

2 sin2(ωspt) sin2(kspy). (B.5)

The time average of the total electric field E2
T will be calculated as follows:

〈
E2
T

〉
=

4Eo
2

T

∫ t=T

t=0
sin2(ωspt) sin2(kspy)dt,

since sin2(ωspt) can be rewrite as [12 −
1
2 cos(2ωspt)]

〈
E2
T

〉
=

4Eo
2

2T
sin2(kspy)

∫ t=T

t=0
dt− 4Eo

2

2T
sin2(kspy)

∫ t=T

t=0
cos(2ωspt)dt,

〈
E2
T

〉
= 2Eo

2 sin2(kspy), (B.6)

or 〈
E2
T

〉
= Eo

2 − E2
o cos(2kspy),

by taking ∇ derivative to
〈
E2
T

〉
we will get:

FSPW = −
ω2
pe

ω2
sp

kspεoEo
2 sin(2kspy). (B.7)

From Eq. B.7 we can understand that the Fspw repeated itself each λsp/2 and that is the reason for

forming the seeds of the periodic structure in the early time within our simulation system.
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Derivative of Growth Rate for

Oscillating Two Stream Instability

Let us consider the temperature of electrons and ions be Te and Ti while the collision rate of the

electrons and ions be νe and νi. Assume that Te, Ti, νe and νi all vanish, the ion fluid then obeys the

low frequency equations as follows;

Mno

(
∂vil
∂t

)
= enoEL = FNL, (C.1)

∂nil
∂t

= no
∂vil
∂x

= 0, (C.2)

please consider that, in case of spatial homogeneous, we are able to analyze with Fourier in space and

replace ∂/∂x by ik.

where FNL is the ponderomotive force and it is well defined as ;

FNL = −
ω2
pe

ω2
L

εo

〈
EL + E1

〉2
2

. (C.3)

Therefore, the time derivative of Eq. C.2 together with Eq. C.3 gives:

∂2nil
∂t2

+
ik

M
FNL = 0. (C.4)

To find E1 from Eq. C.3, we must consider the electron equation of motion of the electrons which

given by;

m

(
∂ve
∂t

+ ve
∂

∂x
ve

)
= −e(EL + E1), (C.5)
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where E1 is the electron electric field under the effect of the laser electric field EL. It is found that

E1 related to the density by using Poisson’s equation as follows:

ikεoE1 = −evene (C.6)

Another understanding should be considered for the quantities E1, ve, and ne that each of them have

two parts: a high frequency part, in this case the electrons move independently of the ions. In case of

a low frequency part, electrons move along with the ions in a quasi-neutral manner. For lowest order,

the motion is a high-frequency one in response to the spatially uniform field EL as follows:

∂veo
∂t

= − e

me
(EL) = − e

me
(Eo cosωot), (C.7)

linearizing about this oscillating equilibrium, we have the next order of:

∂ve1
∂t

+ ikveove1 = − e

me
E1 = − e

me
(E1h + E1l), (C.8)

where the subscripts (h) and (l) denote the high and low frequency parts. The first term of the high

frequency velocity veh given by:

∂veh
∂t

= − e

me
E1h =

e2neh
ikmeεo

, (C.9)

where we have used Eq. C.6. The low frequency part of Eq C.8 is given by:

ikveoveh = −eE/me. (C.10)

The right hand side of the above Eq. C.10 represents the ponderomotive term used in Eq. C.3 to

derive the ion waves. The right hand side results from the low frequency beat between veo and veh

while the left hand side related to the electrostatic part of the ponderomotive force expression Eq.

C.3 . The electron continuity equation is defined by:

∂nel
∂t

+ ikveone1 + ikve1no = 0, (C.11)

since our consideration is in the high-frequency part of Eq. C.11, the middle term only shows the

low-frequency density nel which can beat with veo to give a high-frequency term. With rejecting

phenomena near 2ωL and higher harmonics, we can replace nel with nil due to quasi-neutrality so we

have:
∂neh
∂t

+ ikvehno + ikveonil = 0. (C.12)
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With applying time derivative, we neglect ∂ni1
∂t and we use Eqs. C.7 and C.9 to get:

∂2neh
∂t2

+ ω2
peneh =

ikenilEo
me

. (C.13)

Let neh vary as exp−iωt

(ω2
pe − ω2)neh =

ike

me
ni1Eo (C.14)

to solve the problem exactly we will use Eq. C.14 with the following equation;

∂2ni1
∂t2

=
k2e2

2Mime
neh

E2
oni1

ω2
pe − ω2

o

(C.15)

Eq. C.14 and Eq. C.15 will be considered as two harmonic oscillators to each other and will be handle

same as simple harmonic oscillator.

The equation of motion for a simple harmonic oscillator x1:

d2x1

dt2
+ ω2

1x1 = 0 (C.16)

where ω1 is the resonant frequency for oscillator 1.

If x1 is driven by a time–dependent force which is proportional to the product of the amplitude Eo of

the driver, or pump, and the amplitude x2 of the second oscillator, the equation of motion Eq. C.16

becomes:

d2x1

dt2
+ ω2

1x1 = c1x2Eo, (C.17)

where c1 is a constant indicating the strength of coupling. A similar equation holds for x2 as follows:

d2x2

dt2
+ ω2

2x2 = c2x1Eo (C.18)

Now, let x1 = x1cosωt, x2 = x2cosω′t and EL = Eo cosωot substitute in Eq. C.18 , then we get:

(ω2
2 − ω′2)x2 cosω′t = c2Eox1 cosωot cosωt,

(ω2
2 − ω′2)x2 cosω′t = c2Eox1

1

2
[cos[(ωo + ω)t] + cos[(ωo − ω)t]]. (C.19)
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The driving terms on the right can excite oscillators x2 with frequencies as shown in Eq. C.20:

ω′ = ωo ± ω (C.20)

In the absence of the nonlinear interactions, x2 can only have the frequency ω2, so we must have

ω′ = ω2 . However, the driving terms can cause a frequency shift so that ω′ is only approximately

equal to ω2 . Furthermore, ω′ can be complex, since there is damping (which has been neglected so

far for simplicity), or there can be growth (if there is an instability). In either case, x2 is an oscillator

with finite Q and can respond to a range of frequencies about ω2. If ω is small, one can see from

assumption Eq. C.20 that both choices for ω′ may lie within the bandwidth of x2, and one must allow

for the existence of the two oscillators x2(ωo ± ω).

Now let x1 = x1 cosω”t, and x2 = x2 cos[(ωo ± ω)]t insert into Eq. C.17:

(ω2
2−ω”2)x1 cosω”t = c1Eox2

1

2
[cos(ωo+(ωo±ω)t)+cos(ωo−(ωo±ω)t] = c1Eox2

1

2
[cos(2ωo±ω)t+cosωt],

(C.21)

The driving terms can excite not only the original oscillation x1(ω), but also new frequencies ω” =

2ωo±ω . We shall consider the case | ωo |�| ω1 | , So that 2ωo±ω lies outside the range of frequencies

to which x1 can respond, and x1(2ωo ± ω) can be neglected. We therefore have three oscillators

x1(ω),x1(ωo + ω) and x1(ωo − ω), which are coupled by Eqs. C.17and C.18:

(ω2
1 − ω2)x1(ω)− c1Eo(ωo)[x2(ωo − ω) + x2(ωo + ω)] = 0, (C.22)

[ω2
2 − (ωo − ω)2]x2(ωo − ω)− c2Eo(ωo)x1(ω) = 0, (C.23)

[ω2
2 − (ωo + ω)2]x2(ωo + ω)− c2Eo(ωo)x1(ω) = 0, (C.24)

The dispersion relation is given by setting the determinant of the coefficient equal to zero:
(ω2 − ω2

1) c1Eo c1Eo

c2Eo (ωo − ω)2 − ω2
2 0

c2Eo 0 (ωo + ω)2 − ω2
2

 = 0,

A solution with Im ω > 0 would indicate instability.
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By substitute the constants value according to our case ( c1 and c2) into the above determinant we

will get: 
(ω2
pe − ω2) (iek/Mi)Eo (iek/Mi)Eo

(−iek/Mi)Eo (ωo − ω)2 − ω2
2 0

(−iek/Mi)Eo 0 (ωo + ω)2 − ω2
2

 = 0,

by solving the above determinant we can obtain the following equation:

Q3 − (2 + ω̂2
pe)Q

2 + (1 + 2ω̂2
pe − 2k̂2spa

2
o

me

Mi
)Q− (ω̂2

pe + 2k̂2spa
2
o

me

Mi
) = 0. (C.25)

when Q = ω2, we are interesting in the imaginary part of ω which define the growth rate of the

oscillating two stream instability ω = ωreal + iγots. ao is the laser parameter and it equals to ao =

eEo/mecωL = 0.85λL
√
IL (IL is the laser intensity in [1018 W/cm2] ), k̂sp = ksp/kL is the normalized

wavenumber of the surface plasma wave to the laser wavenumber, ω̂pe = ninter/ncr is the normalized

electron plasma frequency by the laser frequency , and
(
me
Mi

)
= 0.0087 is the electron to ion mass

ratio.
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