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We performed protein-ligand docking simulations with a ligand T247, which has been reported as
a selective inhibitor of a histone deacetylase HDAC3, by the replica-exchange umbrella sampling
method in order to estimate the free energy profiles along ligand docking pathways of HDAC3-T247
and HDAC2-T247 systems. The simulation results showed that the docked state of the HDAC3-
T247 system is more stable than that of the HDAC2-T247 system although the amino-acid sequences
and structures of HDAC3 and HDAC2 are very similar. By comparing structures obtained from the
simulations of both systems, we found the difference between structures of hydrophobic residues at the
entrance of the catalytic site. Moreover, we performed conventional molecular dynamics simulations
of HDAC3 and HDAC2 systems without T247, and the results also showed the same difference of
the hydrophobic structures. Therefore, we consider that this hydrophobic structure contributes to the
stabilization of the docked state of the HDAC3-T247 system. Furthermore, we show that Tyr209, which
is one of the hydrophobic residues in HDAC2, plays a key role in the instability from the simulation
results of a mutated-HDAC2 system. Published by AIP Publishing. https://doi.org/10.1063/1.5019209

INTRODUCTION

Histone deacetylases (HDACs) regulate the gene tran-
scription by catalyzing deacetylation of acetylated lysines on
histone tails in eukaryotic cells.1,2 The acetylation levels of
histones are related to chromatin remodeling. For example,
deacetylation by HDACs leads to gene silencing. On the other
hand, histone acetylation activates gene transcription. These
are representative epigenetic control for gene expression. The
activities of HDACs also have correlation with some dis-
eases such as cancer and neurological diseases. Therefore,
HDACs are important targets of the drug design for these
diseases.3–5

There are 18 isozymes of mammalian HDACs. These
isozymes are divided into four classes by homology of the
amino-acid sequence.6 Thus, the structures of the HDACs
which belong to the same class are very similar (see Fig. 1).
There have been many efforts to discover isozyme selective
HDAC inhibitors because high isozyme selectivity is expected
to be effective for the discovery of drugs with low side-
effects.8–11 T247 is reported as an isozyme selective inhibitor11

(see Fig. 2). T247 can inhibit HDAC3 strongly but scarcely
inhibit other HDACs even those in the same class as HDAC3.
The purpose of this study is to elucidate the mechanism

of isozyme selectivity at the atomic level by generalized-
ensemble molecular dynamics (MD) simulations (for a review,
see, e.g., Ref. 12).

In order to verify the selectivity of T247, we calculated
the free energy profiles along the ligand binding pathway of
two systems, those of HDAC3 and HDAC2, as the potential
of mean force (PMF) about the distance between zinc bind-
ing groups of T247 and ligand binding sites of HDACs and
compared them. A zinc binding group is the region which is
expected to approach the catalytic sites of HDACs. One of
these two systems consists of HDAC3 and T247 (which is
referred to as the HDAC3-T247 system henceforth) and the
other system consists of HDAC2 and T247 (which is referred
to as the HDAC2-T247 system henceforth). HDAC3 is a target
enzyme of T247. HDAC2 is selected to compare with HDAC3
because both of them are the members of class I HDACs and
have very similar amino-acid sequences and three-dimensional
structures especially around the catalytic site. PMF shows the
relative stability of the states which have the specific reaction
coordinate. The smaller value of PMF the state has, the more
stable it is. In order to obtain the PMF, we applied the replica-
exchange umbrella sampling (REUS)13 method to molecular
dynamics (MD) simulations (for the applications of molec-
ular simulations to ligand docking, see, e.g., Refs. 14–20).
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FIG. 1. Structures of HDAC3 (left) and HDAC2 (right). Red stick models
indicate the residues around the catalytic site. Yellow stick models correspond
to hydrophobic residues about which are discussed in the main text. Both
HDACs belong to class I. The figures were created with VMD.7

FIG. 2. Selective HDAC inhibitor T247. This ligand inhibits the activities of
only HDAC3. The benzamide region, which is referred to as the zinc binding
group and enclosed by the red rectangle with dashed lines, is expected to bind
to the catalytic site of HDACs.

The REUS method is an efficient conformational sampling
technique to sample along a reaction coordinate across energy
barriers.

METHODS AND SIMULATION DETAILS

We explain the REUS method briefly. In this method,
we prepare M non-interacting replicas of the original system
which have umbrella potentials Vm(q), (m = 1, 2, . . ., M),
where q are the atomic coordinates of each replica. When
the ith replica has the mth umbrella potential Vm(q), the
Hamiltonian of this replica is given by

Hm

(
q[i], p[i]

)
= K

(
p[i]

)
+ E0

(
q[i]

)
+ Vm(q[i]), (1)

where K(p[i]) and E0(q[i]) are the kinetic energy and original,
non-biased potential energy of the ith replica, respectively,
and p[i] are the momenta of the replica. In this study, each
umbrella potential was defined by the following harmonic
potential:

Vm (q) = km(ξ (q) − dm)2, (2)

where ξ is a reaction coordinate, dm is the mid-point distance,
and km is the strength of the restraint. In the REUS method,
we try to exchange a pair of the replicas with “neighboring”
umbrella potentials during the simulations. For example, the
exchange of the ith replica with umbrella potential Vm and the
jth replica with Vn gives

X =
{
. . . , x[i]

m , . . . , x[j]
n , . . .

}
→

X ′ =
{
. . . , x[j]

m , . . . , x[i]
n , . . .

}
, (3)

where x[i]
m =

(
q[i], p[i]

)
m

is the state of the ith replica with
Vm and X stands for the state of the whole system. The
exchange probability ω

(
x[i]

m |x
[j]
n

)
is given by the Metropolis

criterion,

ω
(
x[i]

m
���x

[j]
n

)
=

{
1 (∆ ≤ 0)
exp(−∆) (∆ > 0)

, (4)

∆ = β
(
Vm

(
ξ
(
q[j]

))
+ Vn

(
ξ
(
q[i]

))
−Vm

(
ξ
(
q[i]

))
− Vn

(
ξ
(
q[j]

)))
. (5)

Each replica can move widely along the reaction coordinate
by replica exchange. Thus, we can sample conformations
effectively along the reaction coordinate.

To define reaction coordinates, we selected five residues
around the ligand-binding sites of each HDAC (Trp129,
Leu133, His135, Cys256, and Ala258 for HDAC3 and His145,
Ile178, Leu264, Leu303, and Gly306 for HDAC2) and defined
the reaction coordinates as distances between the geometric
center with respect to the heavy atoms of the main chain of
the five residues and the geometric center with respect to the
heavy atoms of T247’s zinc-binding group. Thus, the reaction
coordinates are comparable to the distance between the lig-
and binding site of HDACs and T247 zinc binding group. The
range of the restraining potential along the reaction coordinate
was defined as from 3.0 Å to 22.0 Å for the HDAC3-T247
system and from 5.0 Å to 24.0 Å for the HDAC2-T247 system
and the midpoints of harmonic restraints were distributed in
this range. The details about the parameters of the umbrella
potentials are shown in Table I.

For our MD simulations, we prepared two systems
(HDAC3-T247 system and HDAC2-T247 system). Initial pro-
tein structures of these systems were taken from the Protein
Data Bank (PDB). The PDB codes were 4a6921 for HDAC3
and 3max22 for HDAC2. Chain A of both structures was
used for simulations, and the molecules, except the chain
A protein and water molecules around the chain A pro-
tein, were removed. The AMBER ff99SB force field23 was
used for proteins, and the TIP3P water model24 was used
for the solvent. The CM Lennard-Jones parameter sets for
the TIP3P water model of divalent metal cations proposed
in Ref. 25 were adopted for Zn2+ and Ca2+ (the charges
for these ions were thus +2). Similar treatment of the force
fields including metals can also be found in Refs. 26 and
27. Charge parameters of the T247 were determined by the
Restrained Electrostatic Potential (RESP) method,28 and the
general amber force field (GAFF)29 was applied to the force
field parameters of T247. The docked structures predicted
by Molegro Virtual Docker (MVD) were used for initial lig-
and structures. T247 was fitted in the catalytic site of each
HDAC in both predicted docked structures. Both systems
were solvated in truncated octahedron TIP3P water boxes
with sides at least 12.0 Å from the protein surface and peri-
odic boundary conditions were imposed on both systems. The
numbers of water molecules were 11 700 for the HDAC3-
T247 system and 11 562 for the HDAC2-T247 system,
respectively.

Before our MD simulations, we performed relaxation
simulations of the two systems. At first, 5000-step energy
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TABLE I. Parameters of the umbrella potentials in Eq. (2) for the HDAC3-T247 system (upper) and HDAC2-T247
system (lower).a

dm (Å) km ( kcal

mol Å2 ) dm (Å) km ( kcal

mol Å2 ) dm (Å) km ( kcal

mol Å2 ) dm (Å) km ( kcal

mol Å2 )

3.0 1.0 7.0 1.0 11.0 1.0 15.0 1.0
3.5 1.0 7.5 1.0 11.5 1.0 16.0 0.5
4.0 1.0 8.0 1.0 12.0 1.0 17.0 0.5
4.5 1.0 8.5 1.0 12.5 1.0 18.0 0.5
5.0 1.0 9.0 1.0 13.0 1.0 19.0 0.5
5.5 1.0 9.5 1.0 13.5 1.0 20.0 0.5
6.0 1.0 10.0 1.0 14.0 1.0 21.0 0.5
6.5 1.0 10.5 1.0 14.5 1.0 21.0 0.5

dm (Å) km ( kcal

mol Å2 ) dm (Å) km ( kcal

mol Å2 ) dm (Å) km ( kcal

mol Å2 ) dm (Å) km ( kcal

mol Å2 )

5.0 1.0 9.0 1.0 13.0 1.0 17.0 1.0
5.5 1.0 9.5 1.0 13.5 1.0 18.0 0.5
6.0 1.0 10.0 1.0 14.0 1.0 19.0 0.5
6.5 1.0 10.5 1.0 14.5 1.0 20.0 0.5
7.0 1.0 11.0 1.0 15.0 1.0 21.0 0.5
7.5 1.0 11.5 1.0 15.5 1.0 22.0 0.5
8.0 1.0 12.0 1.0 16.0 1.0 23.0 0.5
8.5 1.0 12.5 1.0 16.5 1.0 24.0 0.5

aThe lowest dm values are defined as the points that are sufficiently small by considering steric effects. The highest values of dm

values are defined as the points in which the distances between the ligands and the binding sites of proteins are sufficiently large.

minimization with restraints on heavy atoms was done. We
then performed 7000-step energy minimization without the
restraints. In the energy minimizations, the steepest descent
method was used for the first 2000 (2500 for the second min-
imization) steps and the conjugate gradient method was used
for the rest. For each system, we then performed a heating
MD simulation for 150.0 ps from 0.0 K to 300.0 K and an
isothermal-isobaric MD simulation for 5.0 ns. After the relax-
ation, we performed a targeted MD simulation to pull out
the T247 from the catalytic site in order to make the ini-
tial structures of REUS-MD simulations independent of the
MVD predictions. Finally, we performed another targeted MD
to pull T247 back so that the ligand may stay around the
mid-point distances of each umbrella potential. We adopted
these structures as the initial structures for the REUS-MD
simulations.

After the above preparations, we performed the REUS-
MD simulations at 300.0 K for 120.0 ns. The data of last
80.0 ns (40.0 ns–120.0 ns) were used for data analyses. The
MD simulations in the production runs and preparation runs
were all canonical fixed-temperature simulations except for
the 5.0 ns isothermal-isobaric simulations in the preparation
runs.

Moreover, we also performed conventional MD simula-
tions with the HDAC3, HDAC2, and Y209F HDAC2 mutant
system. Unlike REUS-MD simulations, no ligands were
included in these simulations. Before production simulations,
we performed energy minimization, heating, and isothermal-
isobaric simulations like REUS-MD simulations. After the
above preparations, we performed the conventional MD sim-
ulations at 300.0 K for 150.0 ns. The MD simulations in the
production runs and preparation runs were all canonical fixed-
temperature simulations except for the isothermal-isobaric
simulations in the preparation runs.

For all computations in this article, the Particle Mesh
Ewald (PME) method30 was used for electrostatic interactions.
The cutoff distance for the direct space sum of PME and van
der Waals interactions was 12.0 Å. The AMBER14 program
package31 was used for all the computations. As for the MD
simulations, the temperature was controlled by the Langevin
thermostat32 and the pressure was controlled by the Berend-
sen barostat.33 The unit time step was set to 2.0 fs. The bonds
involving hydrogen atoms were constrained by the SHAKE
algorithm.34

RESULTS AND DISCUSSION

From the REUS-MD trajectories, we obtained PMF along
the reaction coordinate by the Multistate Bennett Acceptance
Ratio (MBAR) method,35 which is one of the reweighting
techniques (see Fig. 3). Because the reaction coordinates are
defined as distances between ligand binding sites of HDACs
and T247’s zinc binding group, the state which has a small
reaction coordinate corresponds to a docked state and that
which has a large reaction coordinate means an undocked
state. In the HDAC3-T247 system, the most stable state was
found at 5.5 Å, and there is a relatively high free energy bar-
rier (>4.0 kcal/mol) at 8.5 Å. Thus, the reaction coordinate
of the HDAC3-T247 system can stay for a long time around
5.5 Å. This means that T247 can keep the docked state with
HDAC3 long enough and have potential to inhibit the func-
tions of HDAC3 by blocking its catalytic site. On the other
hand, in the HDAC2-T247 system, the most stable state was
an undocked state (the reaction coordinate is around 23.0 Å).
Although the docked state of the HDAC2-T247 system exists
as a metastable state (the reaction coordinate is around 12.0 Å),
there is only a low energy barrier (∼1.5 kcal/mol) at 14.0 Å.
This result suggests that T247 is released easily from the
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FIG. 3. PMF along the reaction coordinates of the HDAC3-T247 system
(upper) and HDAC2-T247 system (lower). These were calculated from the
REUS-MD trajectories by the MBAR method. The reaction coordinate is
defined as the distance between the zinc binding group of T247 and catalytic
site of each HDAC. Error bars are the standard deviations for each bin.

binding site and T247 scarcely inhibits HDAC2. These results
qualitatively agree with the HDAC3 selectivity of T247 that
was found experimentally.11

We compared the docked structures of both systems to
elucidate the reasons for the difference of the two PMF. We
defined docked states as those where the reaction coordi-
nate is around 5.5 Å for the HDAC3-T247 system and where
the reaction coordinate is around 12.0 Å for the HDAC2-
T247 system. These states were selected as the regions which
have the lowest PMF in relatively small reaction coordinate
regions. We show these structures in Fig. 4. In the HDAC3-
T247 system, the linker region of T247 is surrounded by
and in direct contact with the hydrophobic structure of six
residues. This annular hydrophobic structure is placed between
the catalytic site of HDAC and the outside. It consists of a
histidine, a leucine, a glycine, and three phenylalanines for
HDAC3 (see Fig. 4). These residues are conserved in all of
the members of class I HDACs including HDAC2 (one of
the phenylalanines is replaced by a tyrosine for HDAC2 and
HDAC1). Because of the close contact among the six residues
and T247, there are strong hydrophobic interactions among
the hydrophobic linker region of T247 and the hydrophobic

FIG. 4. Docking structures of the HDAC3-T247 system (upper) and the
HDAC2-T247 system (lower). These structures were selected from those
where the reaction coordinate is 5.5 Å in the HDAC3-T247 system and 12.0 Å
in the HDAC2-T247 system. A blue stick model indicates T247 and red stick
models correspond to the six residues which make hydrophobic structures.
The figures were created with VMD.7

structure of HDAC3. These hydrophobic interactions make
the docked structure of this system stable and suppress releas-
ing of T247 from the catalytic site. Actually, in many docked
structures of class I HDACs with other ligands similar to
T247, which are uploaded in the Protein Data Bank (PDB),
this hydrophobic structure takes a closed structure and makes
a compact structure with the hydrophobic linker region of
the ligand. On the other hand, the hydrophobic structure is
open and separated from T247’s linker region in the docked
state of the HDAC2-T247 system. The hydrophobic interac-
tion is weakened under such conditions. Thus, T247 is not
able to stay stably in the catalytic site of HDAC2. There-
fore, this structural difference leads to the difference of PMF
between the HDAC3-T247 system and the HDAC2-T247
system.

In order to investigate the stability of the hydrophobic
structures in the states without ligands, we performed conven-
tional MD simulations of the HDAC3 system and the HDAC2
system in which T247 was removed. The initial structure was
selected from the crystal structures downloaded from PDB.
In these crystal structures, hydrophobic structures of both
enzymes are closed. The radii of gyration of the hydropho-
bic regions of each HDAC calculated from these simulation
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FIG. 5. Time series of the radius of gyration with respect to the six residues
which are shown as red stick models in Fig. 4 for wild-type HDAC3 (red) and
HDAC2 (green) and Y209F HDAC2 mutant (blue). The abscissa stands for
the simulation time of conventional MD.

trajectories were plotted in Fig. 5. In the HDAC3 system, the
radius of gyration kept small values (<7.0 Å). This means that
the hydrophobic structure of the HDAC3 system stayed closed,
even if there was no ligand in this simulation. The radius of
gyration in the HDAC2 system, on the other hand, kept rela-
tively small values (<8.0 Å) at first, but it rose up suddenly
at 60.0 ns and was fluctuating around high values (∼12.0 Å)
after that. This means that the hydrophobic structure of this
system was opened at this time and kept the opened structure
after that. These results mean that the hydrophobic structure
of HDAC2 is easy to open compared to that of HDAC3 even if
there is no influence of ligands. These results are in accord with
the difference of the hydrophobic structures obtained from the
REUS-MD simulations.

In order to find a key residue for the reason why
the hydrophobic structure of the HDAC2 system can open
easily, we performed a conventional MD simulation in a
mutated system. We focused on Tyr209 of HDAC2. The
sequence around Tyr209 of HDAC2 and the correspond-
ing sequence of HDAC3 are [KYGEXY209FPGTG] and
[KYGNYF199FPGTG], respectively (this region of HDAC2 is
shorter than that of HDAC3 by one residue and we put X for this
missing site). In HDAC3, a phenylalanine residue is inserted
in this region and a hydrophobic core is constructed. Because
phenylalanine has strong hydrophobicity, this hydrophobic
core contributes to make this inserted state stable. The tyrosine,
which has less hydrophobicity than phenylalanine, is thought
to be released relatively easily from the hydrophobic core. The
behavior of Tyr209 has potential to affect the hydrophobic
structure because this residue is the member of the hydropho-
bic structure and connects directly to Phe209 which is in
the hydrophobic structure of HDAC2. We mutated Tyr209 of
HDAC2 to phenylalanine and performed a conventional MD
simulation. In Fig. 5, the radius of gyration of the mutated
HDAC2 (blue curve) keeps low values during the simulation
time. This result suggests that this mutation has a potential
to keep the hydrophobic structure closed and that Tyr209 is
the key residue that causes the instability of the hydrophobic
structure. The reason for the instability of the hydrophobic

structures of the native HDAC2 may be due to the interactions
of Zn2+ and the Tyr209 sidechain. The distance between Zn2+

and the oxygen of the Tyr sidechain during the simulation
while the hydrophobic residues were tightly packed (before
50 ns) was indeed small (5.61–9.96 Å).

CONCLUSIONS

We performed two REUS-MD simulations and three
conventional MD simulations to reproduce and analyze the
HDAC3 selectivity of T247. From REUS-MD simulations, we
were able to reproduce the selectivity between the HDAC3-
T247 system and the HDAC2-T247 system. By comparing
each docked structure, we found that the hydrophobic residues
which are placed at the entrance of the catalytic site play a key
role in distinguishing between HDAC3 and HDAC2. Because
the difference of the hydrophobic structures was observed even
if the system does not contain a ligand, the difference comes
from the nature of each HDAC. This idea, thus, can be applied
to other ligands. Moreover, we found that Tyr209 of HDAC2
is important for the instability of the hydrophobic structure.
Finally, because HDAC1 also has a tyrosine at the same loca-
tion as Tyr209 in HDAC2, we conjecture that we may be able
to distinguish HDAC1 and HDAC3 by the same mechanism
that we showed above.
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Senff-Ribeiro, A. Ullah, L. S. da Silva, J. Chahine, R. K. Arni, and S. S.
Veiga, J. Cell. Biochem. 118, 726 (2017).

27A. Bernini, S. Galderisi, O. Spiga, G. Bernardini, N. Niccolai, F. Manetti,
and A. Santucci, Comput. Biol. Chem. 70, 133 (2017).

28C. I. Bayly, B. CiePlak, W. D. Cornell, and P. A. Kollman, J. Phys. Chem.
97, 10269 (1993).

29J. Wang, R. M. Wolf, J. W. Caldwell, P. A. Kollman, and D. A. Case,
J. Comput. Chem. 25, 1157 (2004).

30T. Darken, D. York, and L. Pederson, J. Chem. Phys. 98, 10089 (1993).
31D. A. Case, V. Babin, J. T. Berryman, R. M. Betz, Q. Cai, D. S.

Cerutti, T. E. Cheatham III, T. A. Darden, R. E. Duke, H. Gohlke, A. W.
Goetz, S. Gusarov, N. Homeyer, P. Janowski, J. Kaus, I. Kolossváry,
A. Kovalenko, T. S. Lee, S. LeGrand, T. Luchko, R. Luo, B. Madej, K. M.
Merz, F. Paesani, D. R. Roe, A. Roitberg, C. Sagui, R. Salomon-Ferrer,
G. Seabra, C. L. Simmerling, W. Smith, J. Swails, R. C. Walker, J. Wang,
R. M. Wolf, X. Wu, and P. A. Kollman, AMBER 14, University of California,
San Francisco, 2014.

32M. P. Allen and D. J. Tildesley, Computer Simulation of Liquids (Oxford
University Press, New York, 1987).

33H. J. C. Berendsen, J. P. M. Postma, W. F. van Gunsteren, A. DiNola, and
J. R. Haak, J. Chem. Phys. 81, 3684 (1984).

34J.-P. Ryckaert, G. Ciccotti, and H. J. C. Berendsen, J. Comput. Phys. 23,
327 (1997).

35M. R. Shirts and J. D. Chodera, J. Chem. Phys. 129, 124105 (2008).

https://doi.org/10.1002/jcc.21860
https://doi.org/10.1021/ct3008099
https://doi.org/10.1002/jcc.23427
https://doi.org/10.1021/ct500539u
https://doi.org/10.1021/ja511336z
https://doi.org/10.1038/nature10728
https://doi.org/10.1016/j.bmcl.2010.03.091
https://doi.org/10.1016/j.bmcl.2010.03.091
https://doi.org/10.1002/prot.21123
https://doi.org/10.1063/1.445869
https://doi.org/10.1021/ct400146w
https://doi.org/10.1021/ct400146w
https://doi.org/10.1002/jcb.25678
https://doi.org/10.1016/j.compbiolchem.2017.08.008
https://doi.org/10.1021/j100142a004
https://doi.org/10.1002/jcc.20035
https://doi.org/10.1063/1.464397
https://doi.org/10.1063/1.448118
https://doi.org/10.1016/0021-9991(77)90098-5
https://doi.org/10.1063/1.2978177

