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We propose a generalized-ensemble algorithm, which we refer to as the multicanonical-multioverlap algo-
rithm. By utilizing a non-Boltzmann weight factor, this method realizes a random walk in the multidimen-
sional, energy-overlap space and explores widely in the configurational space including specific configurations,
where the overlap of a configuration with respect to a reference state is a measure for structural similarity. We
apply the multicanonical-multioverlap molecular dynamics method to a penta peptide, Met-enkephalin, in
vacuum as a test system. We also apply the multicanonical and multioverlap molecular dynamics methods to
this system for the purpose of comparisons. We see that the multicanonical-multioverlap molecular dynamics
method realizes effective sampling in the configurational space including specific configurations more than the
other two methods. Furthermore, from the results of the multicanonical-multioverlap molecular dynamics
simulation, we obtain a local-minimum state of the Met-enkephalin system.
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I. INTRODUCTION

In order to understand the protein folding mechanisms, it
is essential that we investigate free-energy landscapes of pro-
tein systems. In experiments, however, to obtain the free-
energy landscapes of protein systems is very difficult. There-
fore, computer simulations are now widely used for
problems of the protein folding mechanisms. In computer
simulations, however, it is still difficult to obtain accurate
free-energy landscapes of protein systems. Accordingly,
many efforts are devoted to develop efficient simulation al-
gorithms.

In complex systems such as proteins, we must realize ef-
fective samplings in the configurational space. In usual
canonical-ensemble simulations �1–6�, however, it is difficult
to achieve this. This is because the usual canonical-ensemble
simulations tend to become trapped in a few of many local-
minimum states. To overcome these difficulties, the
generalized-ensemble algorithms have been proposed �for a
review, see, for instance, Ref. �7��.

The multicanonical algorithm �8–11� is one of the most
well-known methods among the generalized-ensemble algo-
rithms. In the multicanonical ensemble, we have a flat prob-
ability distribution of the potential energy. Therefore,
multicanonical-ensemble simulations realize free random
walks in the potential-energy space and have effective sam-
plings in the configurational space. The random walk in the
potential-energy space allows one to calculate various ther-
modynamic quantities as functions of temperature for a wide
temperature range from the results of a single simulation run
by the single-histogram reweighting techniques �12,13�. This
method is suitable to widely sample the configurational
space, but not to have samplings that focus on a specific
configuration because of the very nature of the algorithm.
Consequently, it is difficult to obtain an accurate free-energy

landscape around specific configurations in multicanonical
simulations, while we can obtain the free-energy landscape
over wide areas.

The multioverlap algorithm was recently proposed for the
Monte Carlo �MC� method �14� and the molecular dynamics
�MD� method �15,16� in order to investigate the stability of
specific configurations and transition states among specific
configurations. In the multioverlap ensemble, we have a flat
probability distribution in the overlap space. The method
aims at achieving effective samplings that focus on specific
configurations. Accordingly, we can obtain an accurate free-
energy landscape around the specific configurations and es-
timate correctly transition states among the specific configu-
rations. The multioverlap method is especially useful for
polymeric molecules such as proteins, and other similar
methods �17–19� are developed for research of the phase
transition of the crystalline system and applied to various
systems �20,21�. In the multioverlap method, however, we do
not have a random walk in the potential-energy space, and
hence, thermodynamic quantities can be obtained at tempera-
tures only near the simulation temperatures.

In this paper, we propose a simulation method, which we
refer to as the multicanonical-multioverlap method, to
sample widely the configurational space and effectively the
vicinity of specific conformations of a protein. We apply the
multicanonical-multioverlap MD method to Met-enkephalin
in vacuum and test the effectiveness of the method by com-
paring the results with those of the multicanonical MD
method and the multioverlap MD method.

In Sec. II we summarize the formulation of the
multicanonical-multioverlap algorithms. We present the de-
tails of the three simulations that we performed and their
results in Sec. III. Section IV is devoted to conclusions.

II. MULTICANONICAL-MULTIOVERLAP
ALGORITHMS

A. Definition of dihedral-angle distance

We introduce a dihedral-angle distance, which is a
complementary quantity of the overlap, as a reaction coordi-
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nate. The overlap O with respect to a reference configuration
is defined as follows �14,22�:

O = 1 − d , �1�

where d is the dihedral-angle distance given by

d =
1

n�
�
i=1

n

da�vi,vi
0� . �2�

Here, n is the total number of dihedral angles, vi is the dihe-
dral angle i, and vi

0 is the dihedral angle i of the reference
configuration. The distance da�vi ,vi

0� between two dihedral
angles is given by

da�vi,vi
0� = min��vi − vi

0�,2� − �vi − vi
0�� . �3�

If d=0, from Eq. �2�, all dihedral angles are coincident with
those of the reference configuration, and the two structures
are identical. The dihedral-angle distance is thus an indicator
of how similar the conformation is to the reference confor-
mation.

Sampling the vicinity of the reference configuration is
equivalent to sampling around d=0. In order to realize a
sampling that focuses on the reference configuration, there-
fore, we just have to sample the neighborhood of d=0. We
then would like to realize an effective sampling, which cov-
ers widely the configurational space and focuses on the ref-
erence configuration. In other words, we want to sample ef-
fectively and widely the configurational space, including
near d=0.

B. Effective sampling in the energy-overlap space

In the case of canonical ensemble at a constant tempera-
ture T0, the probability distribution Pc of potential energy E
is represented by the product of the density of states n�E� and
the Boltzmann weight factor Wc�E ;T0�:

Pc�E;T0� = n�E�Wc�E;T0� = n�E�e−�0E, �4�

where �0 is given by �0=1/kBT0 �kB is the Boltzmann con-
stant�. In the multicanonical ensemble at a constant tempera-
ture T0, by employing the non-Boltzmann weight factor
Wmuca�E�, which we refer to as the multicanonical weight
factor, a uniform probability distribution of potential energy
is obtained:

Pmuca�E� = n�E�Wmuca�E� = n�E�e−�0Emuca�E� � const, �5�

where Emuca�E� is the multicanonical potential energy. The
multicanonical weight factor, or the multicanonical potential
energy, is not a priori known and has to be determined by
short preliminary simulations. There exist many methods for
the determination of the weight factor �see, e.g., Refs.
�23–31��. Equation �5� implies that multicanonical simula-
tions realize a free random walk in the potential-energy
space and are able to effectively sample the configurational
space.

In the multioverlap ensemble at a constant temperature
T0, the probability distribution of dihedral-angle distances is
defined by

Pmuov�d1, . . . ,dN�

=� dEn�E;d1, . . . ,dN�Wmuov�E;d1, . . . ,dN�

=� dEn�E;d1, . . . ,dN�e−�0E+f�d1,. . .,dN� � const, �6�

where di is the dihedral-angle distance with respect to refer-
ence configuration i �i=1, . . . ,N�, n�E ;d1 , . . . ,dN� is the den-
sity of states, Wmuov�E ;d1 , . . . ,dN� is the multioverlap weight
factor, and f�d1 , . . . ,dN� is the “dimensionless free energy.”
The dimensionless free energy is not a priori known and has
to be determined by short preliminary simulations. This
method performs a random walk in the N-dimensional
dihedral-angle-distance space, in which the simulation visits
the N reference configurations often. We can thus obtain ac-
curate information about transition states among these N
states.

We want simulations to have effective and wide sam-
plings including near d=0 in the configurational space.
Therefore, we consider to carry out a simulation that per-
forms a random walk both in the potential-energy space and
in the dihedral-angle-distance space �energy-overlap space�.
In other words, the simulation needs to have a constant prob-
ability distribution in the energy-overlap space. In analogy
with the multicanonical ensemble in Eq. �5� or the multio-
verlap ensemble in Eq. �6�, by employing the non-Boltzmann
weight factor Wmco�E ,d1 , . . . ,dN�, which we refer to as the
multicanonical-multioverlap weight factor, a uniform prob-
ability distribution with respect to the potential energy and
dihedral-angle distances is obtained:

Pmco�E,d1, . . . ,dN� = n�E,d1, . . . ,dN�Wmco�E,d1, . . . ,dN�

� const. �7�

The multicanonical-multioverlap weight factor is not a priori
known and again has to be determined by short preliminary
simulations. The multicanonical-multioverlap weight factor
Wmco�E ,d1 , . . . ,dN� at a constant temperature T0 can be writ-
ten as

Wmco�E,d1, . . . ,dN� = e−�0Emco�E,d1,. . .,dN�, �8�

where Emco�E ,d1 , . . . ,dN� is the multicanonical-multioverlap
potential energy. We remark that by definition the multica-
nonical weight factor in Eq. �5� and the multicanonical-
multioverlap weight factor in Eq. �7� are independent of tem-
perature, whereas the multioverlap weight factor in Eq. �6�
depends on temperature.

C. Monte Carlo methods in the multicanonical-multioverlap
ensemble

Canonical MC simulations are performed with the Me-
tropolis criterion �1�. In the Metropolis criterion, the transi-
tion probability from state x with potential energy E to state
x� with potential energy E� is given by
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w�x → x�� = 	1, for �E � 0,

exp�− �0�E�, for �E � 0,
�9�

where

�E � E� − E . �10�

In multicanonical-multioverlap MC simulations, the tran-
sition probability from state x with potential energy E and
dihedral-angle distances d1 , . . . ,dN to state x� with potential
energy E� and dihedral-angle distances d1� , . . . ,dN� is corre-
spondingly given by

w�x → x�� = 	1, for �Emco � 0,

exp�− �0�Emco�, for �Emco � 0,

�11�

where Emco is the multicanonical-multioverlap potential en-
ergy in Eq. �8� and

�Emco � Emco� �E�,d1�, . . . ,dN� � − Emco�E,d1, . . . ,dN� .

�12�

We remark that another MC method, which realizes a ran-
dom walk in two-dimensional energy-order-parameter space,
was proposed by Wang and Landau �32�.

D. Equations of motion in the multicanonical-multioverlap
ensemble

Solving regular Newton’s equations of motion leads to the
microcanonical ensemble. There are several methods to real-
ize the canonical ensemble by the MD simulation �see, for
example, Refs. �2–6��. Here, we just consider one of these
methods, namely the Gaussian constraint method �2,3� �the
realization by other methods is also straightforward�. In the
Gaussian constraint method, the following equations of mo-
tion with Gaussian thermostat are solved:

q̇i =
dqi

dt
=

pi

mi
,

ṗi = Fi − �c pi, �13�

where mi, qi, and pi are the mass, coordinate vector, and
momentum vector of atom i. The force Fi acting on atom i is
given by

Fi = −
�E

�qi
, �14�

where E is the potential energy. The coefficient �c is chosen
so as to guarantee that the total kinetic energy is constant:

�c =

�
i

Fi · q̇i

2�
i

pi
2

2mi

. �15�

Correspondingly, the molecular dynamics algorithm in the
multicanonical-multioverlap ensemble naturally follows
from Eq. �8� �see Refs. �10,11� for the case of multicanonical

MD�. The multicanonical-multioverlap MD simulation is
carried out by solving the following modified equations of
motion with Gaussian thermostat:

q̇i =
dqi

dt
=

pi

mi
,

ṗi = Fi
mco − �mcopi. �16�

The “force” Fi
mco acting on atom i is calculated from

Fi
mco = −

�Emco

�qi
, �17�

where Emco is the multicanonical-multioverlap potential en-
ergy in Eq. �8�. The coefficient �mco is defined by

�mco =

�
i

Fi
mco · q̇i

2�
i

pi
2

2mi

. �18�

E. Reweighting techniques

The results of the multicanonical-multioverlap production
run can be analyzed by the reweighting techniques. Suppose
that we have determined the multicanonical-multioverlap po-
tential energy Emco at a constant temperature T0 and that we
have made a production run at this temperature. The expec-
tation value of a physical quantity A at any temperature T is
calculated from


A�T =

�
E,d1,. . .,dN

A�E,d1, . . . ,dN�n�E,d1, . . . ,dN�e−�E

�
E,d1,. . .,dN

n�E,d1, . . . ,dN�e−�E
,

�19�

where the best estimate of the density of states is given by
the single-histogram reweighting techniques �12,13� �see Eq.
�7��:

n�E,d1, . . . ,dN� =
Nmco�E,d1, . . . ,dN�
Wmco�E,d1, . . . ,dN�

, �20�

and Nmco�E ,d1 , . . . ,dN� is the histogram of the probability
distribution that was obtained by the multicanonical-
multioverlap production run. By substituting Eqs. �8� and
�20� into Eq. �19�, we have
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A�T =

�
E,d1,. . .,dN

A�E,d1, . . . ,dN�Nmco�E,d1, . . . ,dN�e�0Emco�E,d1,. . .,dN�−�E

�
E,d1,. . .,dN

Nmco�E,d1, . . . ,dN�e�0Emco�E,d1,. . .,dN�−�E
. �21�

We can also calculate the free energy �or, the potential of mean force� with appropriate reaction coordinates. For example,
the free energy F��1 ,�2 ;T� with reaction coordinates �1 and �2 at temperature T is given by

F��1,�2;T� = − kBT ln Pc��1,�2;T� , �22�

where Pc��1 ,�2 ;T� is the reweighted canonical probability distribution of �1 and �2 and given by �see Eq. �21��

Pc��1,�2;T� =

�
E,d1,. . .,dN

Nmco��1,�2;E,d1, . . . ,dN�e�0Emco�E,d1,. . .,dN�−�E

�
�1,�2,E,d1,. . .,dN

Nmco��1,�2;E,d1, . . . ,dN�e�0Emco�E,d1,. . .,dN�−�E
, �23�

and Nmco��1 ,�2 ;E ,d1 , . . . ,dN� is the histogram of the prob-
ability distribution that was obtained from the
multicanonical-multioverlap production run.

These reweighting techniques are valid only in the range
of variable where we have a sufficient number of nonzero
entries in the histograms. Beyond this range, the density of
states such as the one in Eq. �20� is not accurate and the
average values thus calculated are not reliable. The larger the
range that are covered by the simulation is the larger the
applicability range of the reweighting techniques becomes.
This gives a quantitative measure for the improvement of
simulation algorithms.

III. APPLICATION TO MET-ENKEPHALIN
IN GAS PHASE

A. Computational details

In order to demonstrate the effectiveness of the
multicanonical-multioverlap MD method, we compare a
multicanonical-multioverlap MD simulation with multica-
nonical and multioverlap MD simulations. We apply the
three simulations to the system of Met-enkephalin in
vacuum. Met-enkephalin is one of the simplest peptides and
has the amino-acid sequence Tyr-Gly-Gly-Phe-Met. This
peptide is often adopted as a test system in biomolecular
simulations. In our simulations the N-terminus and the
C-terminus were blocked with the acetyl group and the
N-methyl group, respectively. This is because we wanted the
total charge of the Met-enkephalin system to be neutral. The
force field that we adopted is the CHARMM �Chemistry at
Harvard Molecular Mechanics� param 22 parameter set �33�.
Leap-frog algorithm �34� was employed for the numerical
integration and the time step was taken to be 0.2 fs. The
reason for using such a small time step is to perform simu-
lations with high accuracy. In leap-frog algorithm, statistical
errors are proportional to the square of a step size. Therefore,
we can realize high-accuracy simulations if a step size is
small.

In the multicanonical-multioverlap MD simulation, we
must have a reference conformation. Therefore, we adopted

the conformation in Fig. 1 as the reference conformation and
set N=1 in Eqs. �7� and �8�. This conformation was obtained
by the simulated annealing MD method �35� as follows: Dur-
ing the simulated annealing run, the temperature was de-
creased linearly from 1000 K to 100 K with an increment of
50 K, and the canonical MD simulations were performed for
200 ps at each temperature. This simulated annealing MD
run was repeated 10 times with different initial random num-
bers. The obtained final conformations were further mini-
mized by the conjugate gradient method, and we finally ob-
tained two conformations from the results of these
minimizations. One of the two conformations was the refer-

FIG. 1. �Color online� Reference configuration that was used in
the multicanonical-multioverlap MD simulation. The dotted lines
denote the hydrogen bonds. The N-terminus and the C-terminus are
on the right-hand side and on the left-hand side, respectively. The
figure was created with the computer program RASMOL �40�.
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ence conformation in Fig. 1. From our previous results of the
multioverlap MD simulations �15,16�, we see that this refer-
ence conformation is one of the conformations in a local-
minimum state and another conformation obtained by the
results of these minimizations is the global-minimum state
with the CHARMM param 22 parameter set.

The backbone dihedral angles are of three types: the ro-
tation angle around the N-C	 bond of the backbone �
�, that
around the C	-C bond ���, and that around the peptide bond
C-N ���. Our multicanonical-multioverlap MD simulation
was performed using the all-atom model, but we used only 

and � angles in the definition of the dihedral-angle distances
in Eq. �2�. This is because the dihedral angles of the back-
bone � have almost the fixed value of 180° for the peptide
bond C-N. Furthermore, by using only the backbone dihedral
angles �and not side-chain dihedral angles� as the elements of
the dihedral-angle distances, we focused on the backbone
structures of Met-enkephalin. In Eq. �2�, consequently, the
number n of the elements of the dihedral-angle distances is
ten because Met-enkephalin has five pairs of 
 and �.

For the purpose of comparisons, we also performed a
multicanonical MD simulation and a multioverlap MD simu-
lation for 9 ns at T0=300 K. We determined the multicanoni-
cal weight factor in Eq. �5� as follows. We carried out ca-
nonical MD simulations at eight temperatures between
300 K and 1000 K with equal increments of 100 K and ob-
tained ensemble averages of the potential energy at each
temperature. From the ensemble averages of the potential
energy, we calculated the derivative of the multicanonical
potential energy �29–31�:

��
�Emuca�E�

�E
�

E=Eave

=
T0

T�Eave�
, �24�

with

Eave = 
E�T�Eave�. �25�

We integrated the derivative of the multicanonical potential
energy and obtained the multicanonical weight factor. We
adopted a random-coil conformation for the initial conforma-
tion of the multicanonical MD simulation production run.

In the multioverlap MD simulation, we employed the
two-dimensional version of this method. In other words, we
used two reference conformations in the multioverlap MD
simulation and N=2 in Eq. �6�. One of the two reference
conformations was the conformation in Fig. 1, and the other
one is shown in Fig. 2. This reference conformation in Fig. 2
is one of the conformations in the global-minimum state with
the CHARMM param 22 parameter set �see Ref. �15,16��.
We determined the multioverlap weight factor in Eq. �6� by
the following process �23,24�. Suppose that we have the di-
mensionless free energy f = f �l� in the lth iteration of the short
multioverlap MD simulation. In the l+1th iteration of the
short multioverlap MD simulation, f �l+1� is calculated from

f �l+1��d1,d2� = f �l��d1,d2� − ln N�l��d1,d2� , �26�

where d1 and d2 are the dihedral-angle distance for reference
conformation 1 �RC1� in Fig. 1 and reference conformation 2
�RC2� in Fig. 2, respectively. N�l��d1 ,d2� in Eq. �26� is the

histogram obtained from the results of the lth iteration. For
this calculation, the dihedral-angle distances were discretized
with a bin size of 0.01. Moreover, we interpolated the dimen-
sionless free energy by a polynomial, following the tech-
niques that were introduced in Ref. �36� �see Eq. �94� there�.
The initial value was set as follows:

f �1��d1,d2� = 0. �27�

In the first iteration, therefore, we performed a short usual
canonical MD simulation. We stopped the iterations after
seven short multioverlap MD simulations each for 1.8 ns and
we obtained the multioverlap weight factor. The initial con-
formation for the multioverlap production run was a confor-
mation equilibrated at 300 K by the canonical simulation.
Since the multioverlap weight factor has temperature depen-
dence, it is appropriate that we employ this initial conforma-
tion.

The multicanonical-multioverlap MD simulation was car-
ried out at T0=300 K. We first have to determine the
multicanonical-multioverlap weight factor Wmco�E ,d1� in Eq.
�8� to obtain a flat probability distribution in the energy-
overlap space �E ,d1�. For this purpose we used a similar
procedure to that in Eq. �26�. Namely, suppose that we have
Emco=Emco

�l� in the lth iteration of the short multicanonical-
multioverlap MD simulation. In the l+1th iteration of the
short multicanonical-multioverlap MD simulation, Emco

�l+1� is
calculated from

Emco
�l+1��E,d1� = Emco

�l� �E,d1� + kBT0 ln N�l��E,d1� , �28�

where N�l��E ,d1� is the histogram obtained from the results
of the lth iteration. For this calculation, the potential energy
and the dihedral-angle distance were discretized with a bin
size of 1.0 kcal/mol and a bin size of 0.01, respectively. We
also interpolated the multicanonical-multioverlap potential
energy by the polynomial. The initial value was set as fol-
lows:

FIG. 2. �Color online� The other reference configuration that
was used in the multioverlap MD simulation. See also the caption
of Fig. 1.
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Emco�E,d1� = Emuca�E� , �29�

where Emuca�E� is the multicanonical weight factor that was
determined as above. We then performed three iterations of
the multicanonical-multioverlap MD simulations in Eq. �16�
for 3 ns. The multicanonical-multioverlap weight factor
Emco�E ,d1� was updated by Eq. �28� after each
multicanonical-multioverlap MD simulation. Finally, the
multicanonical-multioverlap MD production run was then
performed with this weight factor for 9 ns after equilibration
of 1 ns. For the initial conformation of the multicanonical-
multioverlap MD simulation production run, we also adopted
a random-coil conformation. We remark that the CPU costs
are not much different among the three production runs. The
CPU time for each of the three production runs was about 6
hours on a Xeon 3.20 GHz machine.

B. Comparisons of the three simulations

We first compare the time series of the potential energy
and the dihedral-angle distance obtained from the multica-
nonical, multioverlap, and multicanonical-multioverlap MD
simulations. Figure 3 shows the time series of the potential
energy of the three simulations. The multicanonical and
multicanonical-multioverlap MD simulations cover widely
the potential-energy space, as we can see in Figs. 3�a� and
3�c�. In other words, the two simulations realized free-
random walks in the potential-energy space and sampled
widely the conformational space. In the multioverlap MD
simulation, however, we can sample only a narrow region in
the potential-energy space as in Fig. 3�b�. Therefore, in con-
trast with the other two simulations, the multioverlap MD

simulations are not suitable to sample widely the conforma-
tional space.

In Fig. 4 we show the time series of the dihedral-angle
distance d1 with respect to conformation RC1 in Fig. 1.
When d1=0, the values of the backbone dihedral angles are
completely coincident with those of RC1. In the multioverlap
and multicanonical-multioverlap MD simulations, we see
from Figs. 4�b� and 4�c� that the efficient samplings were
realized in the neighborhood of d1=0. In other words, the
multioverlap and multicanonical-multioverlap MD simula-
tions could sample efficiently the vicinity of RC1. The mul-
ticanonical MD simulation sampled infrequently the neigh-
borhood of d1=0, as we can see in Fig. 4�a�. Thus, it is
difficult to sample specific conformations in multicanonical
MD simulations.

From Fig. 3�c� and Fig. 4�c� we see that the
multicanonical-multioverlap MD simulation sampled both
widely the conformational space and efficiently the vicinity
of the reference conformation. Therefore, the multicanonical-
multioverlap MD method has the advantages of both the
multicanonical MD method and the multioverlap MD
method.

We now consider the probability distributions of configu-
rations from the three simulations. In Fig. 5 we show the raw
data of the histograms with respect to the potential energy E
and dihedral-angle-distance d1. From Fig. 5�a� it is apparent
that the multicanonical MD simulation had only a partial
sampling in the vicinity of RC1 �low d1 regions�. Moreover,
the multicanonical MD simulation did not sample widely in
the conformational space at the low-energy region, although
it had a wide sampling in the conformational space at the
high-energy region. In the multioverlap MD simulation, on
the other hand, the sampling that focuses on RC1 was real-
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FIG. 3. The time series of the potential energy E. �a� Results
from the multicanonical MD simulation, �b� the multioverlap MD
simulation at T0=300 K, and �c� the multicanonical-multioverlap
MD simulation.
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ized �see Fig. 5�b��. At the high-energy region, however, we
could not sample at all in the multioverlap MD simulation.
From Fig. 5�c� we see that the multicanonical-multioverlap
MD simulation performed the effective sampling in the con-
formational space in comparison with the other two simula-
tions. In fact, we could sample widely the conformational
space at the low-energy region as well as the high-energy
region and the vicinity of RC1 in the multicanonical-
multioverlap MD simulation.

C. Physical quantities calculated by the reweighting
techniques

We present various physical quantities calculated from the
results of the three simulations by the reweighting tech-
niques. The reweighting techniques for the multicanonical-
multioverlap MD method were explained in Sec. II E. The
reweighting techniques for the other MD methods are ac-
counted, for instance, in Refs. �7,15�. In Fig. 6 we show the
average potential energy and specific heat calculated as func-
tions of temperature by the reweighting techniques. Here, the
error bars were calculated by the jackknife method �37–39�.
The number of bins was taken to be eight. The specific heat
here is defined by

Cv =
1

kB

d
E�T

dT
= �2�
E2�T − 
E�T

2� . �30�

From Fig. 6 we see that the results from the
multicanonical-multioverlap MD simulations coincide well
with those from the multicanonical MD simulation. The re-
sults from the multioverlap MD simulation, however, are in
agreement with those from the other two simulations only
near T=300 K. As mentioned in Sec. II E, the reweighting
techniques are valid only in the range of variables where we
have a sufficient number of nonzero entries in the histo-

grams. The multioverlap algorithm sampled only a narrow
potential-energy range between about 60 kcal/mol and about
90 kcal/mol as shown in Fig. 3�b�. Therefore, a reliable es-
timate of the density of states in Eq. �20� was obtained only
in the narrow potential-energy range. Indeed, we see that the
average potential energy was estimated correctly only in the
corresponding range, namely, between about 60 kcal/mol
and about 90 kcal/mol, from Fig. 6. As for the temperature
range, the accurate average potential energy was obtained
only between about 300 K and about 360 K. In Fig. 7 we
show the reweighted canonical probability distributions of
the potential energy at T=300 K and T=400 K. Reweighted
canonical probability distributions of the potential energy
Pc�E� are given by

Pc�E� =

�
d1,. . .,dN

n�E,d1, . . . ,dN�e−�E

�
E,d1,. . .,dN

n�E,d1, . . . ,dN�e−�E
, �31�

and n�E ,d1 , . . . ,dN� is the density of states calculated from
the reweighting techniques �see Eq. �20��. From Fig. 7�a� the
results from the multioverlap MD simulation well coincide
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with those from the other two simulations at T=300 K. At
T=400 K, however, the results from the multioverlap MD
simulation were in disagreement with those from the other
two simulations as shown in Fig. 7�b�. In the high-energy
region above 120 kcal/mol, especially, the reweighted ca-
nonical probability distribution of the potential energy ob-
tained from the multioverlap MD simulation was underesti-
mated including the error bars. The density of states was
estimated wrongly as zero by the reweighting techniques be-
cause the multioverlap MD simulation had zero entries in the
histograms in the high-energy region above 120 kcal/mol
�see Eq. �20��. Namely, the reason for the underestimate is
not statistical errors but rather systematic errors in the re-
weighting techniques. The disagreement of the results from
the multioverlap MD simulation in Fig. 6 also arose by the
systematic errors in the reweighting techniques. Accordingly,
we can obtain various physical quantities at any temperature
in the multicanonical-multioverlap MD method as in the
multicanonical MD method, although it is difficult to get
such quantities at any temperature in the multioverlap MD
method.

Subsequently, we present the free-energy landscape with
respect to various reaction coordinates. The free-energy land-
scape was calculated from Eq. �22� with appropriate reaction
coordinates by the reweighting techniques. In Fig. 8 we show
the free-energy landscape at T=300 K obtained from the
three simulations with respect to the potential energy E and
dihedral-angle distance d1. Since the multicanonical MD
simulation did not sample the vicinity of RC1 and widely the
conformational space at the low-energy region, the free-
energy landscape at T=300 K was obtained only in a narrow
region away from RC1 as shown in Fig. 8�a�. In the multio-
verlap MD simulation, on the other hand, the free-energy
landscape in Fig. 8�b� including the neighborhood of RC1
was calculated. From Fig. 8�c�, the free-energy landscape

obtained from the multicanonical-multioverlap MD simula-
tion was described over a wide range and near RC1. More-
over, we could identify a local-minimum state, which is lo-
cated around �E ,d1�= �75.0,0.32� in Fig. 8�c�, although we
did not find it by the other two methods. This is because the
multicanonical-multioverlap MD simulation samples widely
the conformational space at the low-energy region and effec-
tively in the vicinity of RC1.

In Fig. 9 we also show the free-energy landscape at T
=300 K obtained from the three simulations with respect to
the potential energy and root-mean-square distance �RMSD�
r1. Here, the RMSD r1 with respect to RC1 is defined by

r1 = min� 1

N
�

i

�qi − qi
0�2� , �32�

where N is the number of atoms, �qi
0� are the coordinates of

RC1, and the minimization is taken over the rigid transla-
tions and rigid rotations of the coordinates of the configura-
tion �qi�. In this paper, we took into account only the back-
bone coordinates of Met-enkephalin in Eq. �32�. In Fig. 9 we
can also see a local-minimum state, which is located around
�E ,r1�= �75.0,2.0�, only from the results of the
multicanonical-multioverlap MD simulation.

By analyzing the conformations in the two local minima
found in Figs. 8�c� and 9�c�, we believe that they correspond
to the same state. This is because common conformations
were found in both states. In Fig. 10 we show a representa-
tive conformation in this local-minimum state. This confor-
mation has a backbone hydrogen bond between hydrogen
bond donor NH of Gly-2 and hydrogen bond acceptor CO of
Met-5. The conformation also has a backbone hydrogen
bond between CO of Try-1 and NH of Gly-3, but this hydro-
gen bond was frequently broken.
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IV. CONCLUSIONS

In this paper, we have proposed the multicanonical-
multioverlap MD algorithm, which is useful to sample the
conformational space widely and the vicinity of a reference
conformation effectively. We applied this method to a penta-
peptide system of Met-enkephalin in vacuum and compared
the performance with those of multicanonical and multiover-
lap MD methods. The multicanonical MD simulation
sampled widely the conformational space at the high-energy
region, but not at the low-energy region, and did not have the
sampling around the reference conformation. The multiover-
lap MD simulation could sample effectively the vicinity of
the reference conformation. In the multioverlap MD simula-
tion, however, we were not able to have the sampling in the

high-energy region. On the other hand, the multicanonical-
multioverlap MD simulation realized a free-random walk in
the energy-overlap space and sampled the conformational
space widely and the neighborhood of the reference confor-
mation. Accordingly, we could obtain accurate free-energy
landscape in the wide reaction-coordinate space including
the vicinity of the reference conformation and discover a
local-minimum state.

In the protein folding problem, the multicanonical-
multioverlap method can be applied to deduce folding path-
ways in which the protein system has an intermediate state
such as a molten-globule state. This is because we can obtain
free-energy landscapes, which include random-coil states,
the native state, and the molten-globule state, from the re-
sults of multicanonical-multioverlap simulations. Further-
more, we can estimate transition states accurately between
the native state �or denatured state� and the molten-globule
state by employing the molten globule state as the reference
conformation in multicanonical-multioverlap simulations.
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