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#### Abstract

We first present results of harmonic analysis for real Lie groups whose Lie algebras are 4-dimensional Frobenius. In this context we find square-integrable unitary representations of these groups corresponding to open coadjoint orbits. Concerning square-integrable representations, we compute their Duflo-Moore operators which can be described in terms of their Pfaffians.

Furthermore, we generalize the arguments for the semi-direct product group $G:=V \rtimes H$ where $V$ is isomorphic to $\mathbb{R}^{n}$ and $H$ is a Lie subgroup of GL(V). We give necessary and sufficient conditions for the coadjoint orbits of $G$ to be open in $\mathfrak{g}^{*}$. When the coadjoint orbit $\Omega_{\xi_{0}}$ through $\xi_{0}=\xi\left(p_{0}, \alpha_{0}\right) \in \mathfrak{g}^{*}=V^{*} \oplus \mathfrak{h}^{*}$ is open in $\mathfrak{g}^{*}$, we describe the Duflo-Moore operator $C_{\pi}$ for a representation $\pi$ of $G$ corresponding to the orbit $\Omega_{\xi_{0}}$. In particular, for the case where the stabilizer $H_{p_{0}}$ is not trivial, the operator $C_{\pi}$ can be written using the Duflo-Moore operator for a representation of $H_{p_{0}}$. We apply such general results to the similitude Lie $\operatorname{group} \operatorname{Sim}(n):=\mathbb{R}^{n} \rtimes\left(\mathbb{R}_{+} \times \operatorname{SO}(n)\right)$ and the real connected affine Lie group $\mathrm{Aff}^{+}(n):=\mathbb{R}^{n} \rtimes \mathrm{GL}_{n}^{+}(\mathbb{R})$.
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## Introduction

The main object of this thesis is finite dimensional real Frobenius Lie algebras studied in terms of semi-direct products. We present harmonic analysis for real Lie groups whose Lie algebras are Frobenius. In particular, we consider squareintegrable unitary representations of the real Lie groups corresponding to open coadjoint orbits and their Duflo-Moore operators.

The notion of Frobenius Lie algebras appeared and was studied at the first time in [47], [48, and [49] in the context to answer what conditions on finite dimensional Lie algebra $\mathfrak{g}$ in order that its universal enveloping algebra $U(\mathfrak{g})$ has an exact simple module (see [48, p.488]). Frobenius Lie algebras form an important class of Lie algebras having this property. The Lie algebra $\mathfrak{g}$ is called Frobenius if there exists a linear functional $f_{0}$ on $\mathfrak{g}$ such that its stabilizer $\mathfrak{g}_{f_{0}}$ is equal to zero. Let $\left\{X_{i}\right\}_{i=1}^{n}$ be a basis for $\mathfrak{g}$ and $M_{\mathfrak{g}}$ be an $n \times n$ matrix of $\mathfrak{g}$-entry whose $(i, j)$-component is $\left[X_{i}, X_{j}\right]$. We define $\operatorname{det} M_{\mathfrak{g}}$ as an element of the symmetric algebra $S(\mathfrak{g})$ which is identified with the polynomial algebra $\operatorname{Pol}\left(\mathfrak{g}^{*}\right)$ on $\mathfrak{g}^{*}$. Then the Lie algebra $\mathfrak{g}$ is Frobenius if $\operatorname{det} M_{\mathfrak{g}}$ is not identically zero. It means that $\mathfrak{g}$ is a Frobenius Lie algebra if and only if $\operatorname{det} M_{\mathfrak{g}}\left(f_{0}\right)=\operatorname{det}\left\langle f_{0},\left[X_{i}, X_{j}\right]\right\rangle_{1 \leq i, j \leq n} \neq 0$ for a suitable $f_{0}$. In other words, the Lie algebra $\mathfrak{g}$ is Frobenius if and only if the alternating bilinear form $B_{f_{0}}: \mathfrak{g} \times \mathfrak{g} \rightarrow \mathbb{R}$ given by $B_{f_{0}}(X, Y)=\left\langle f_{0},[X, Y]\right\rangle$ is non-degenerate at some $f_{0} \in \mathfrak{g}^{*}$. In this case, $\mathfrak{g}$ is even dimensional so that we define the Pfaffian $Q_{\mathfrak{g}} \in S(\mathfrak{g})$ as the Pfaffian of the matrix $M_{\mathfrak{g}}$. One can consult further about Frobenius Lie algebras and their properties in [13], [18], [26], [30], [50], [51], and [52].

Let $G$ be a connected Lie group whose Lie algebra is $\mathfrak{g}$. Then $G$ has an open coadjoint orbit if and only if $\mathfrak{g}$ is Frobenius. Keeping in mind the orbit method, we study unitary representations corresponding to open coadjoint orbits. Such representations are expected to be square-integrable. We recall here that for an almost algebraic group $G$, Lipsman [40] found a one-to-one correspondence between square-integrable representations of $G$ and open orbits in a certain $G$-space. Lipsman's results were established in a framework of a sophisticated version of the orbit method, and the "open orbits" in [40] did not necessarily mean open coadjoint orbits. Indeed, if $G$ is a compact Lie group, all the irreducible unitary representations are square-integrable, whereas $G$ has no open coadjoint orbit.

In general, we say that an irreducible unitary representation $\left(\pi, \mathcal{H}_{\pi}\right)$ of a locally
compact group $G$ is said to be square-integrable if there exist $0 \neq \phi \in \mathcal{H}_{\pi}$ such that

$$
\begin{equation*}
\int_{G}\left|(\phi \mid \pi(g) \phi)_{\mathcal{H}_{\pi}}\right|^{2} d g<\infty \tag{1}
\end{equation*}
$$

In this case a vector $\phi$ is called admissible. Furthermore, there exists a (not necessarily bounded, densely defined) unique operator $C_{\pi}: \mathcal{H}_{\pi} \rightarrow \mathcal{H}_{\pi}$, called Duflo-Moore operator, which is positive self-adjoint and it satisfies (see [15], 27], and [28])

1. $\phi$ is admissible if and only if $\phi \in \operatorname{dom} C_{\pi}$, and
2. For $\phi_{1}, \phi_{3} \in \mathcal{H}_{\pi}$ and $\phi_{2}, \phi_{4} \in \operatorname{dom} C_{\pi}$, we have

$$
\begin{equation*}
\int_{G}\left(\phi_{1} \mid \pi(g) \phi_{2}\right)_{\mathcal{H}_{\pi}}\left(\pi(g) \phi_{4} \mid \phi_{3}\right)_{\mathcal{H}_{\pi}} d g=\left(\phi_{1} \mid \phi_{3}\right)_{\mathcal{H}_{\pi}}\left(C_{\pi} \phi_{4} \mid C_{\pi} \phi_{2}\right)_{\mathcal{H}_{\pi}} . \tag{2}
\end{equation*}
$$

The Duflo-Moore operator as well as square-integrable representations are important in the theory of continuous wavelet transform.

The simplest example of Frobenius Lie algebra is $\mathfrak{a f f}(1):=\left\langle X_{1}, X_{2}\right\rangle$ whose nonzero bracket is given by $\left[X_{1}, X_{2}\right]=X_{2}$. This is the Lie algebra of the connected affine group $\mathrm{Aff}^{+}(1)$ over the real line. There are two open coadjoint orbits $\Omega_{X_{2}^{*}}$ and $\Omega_{-X_{2}^{*}}$ through $X_{2}^{*}$ and $-X_{2}^{*}$ respectively. In our case, we construct the unitary representations $\pi_{ \pm}$of $\mathrm{Aff}^{+}(1)$ corresponding to the open coadjoint orbits $\Omega_{ \pm X_{2}^{*}}$ by

$$
\begin{align*}
& \pi_{ \pm}\left(\exp \alpha_{0} X_{1}\right) f(a)=f\left(e^{-\alpha_{0}} a\right) \\
& \pi_{ \pm}\left(\exp \beta_{0} X_{2}\right) f(a)=e^{ \pm 2 \pi i \beta_{0} a^{-1}} f(a) \quad\left(f \in L^{2}\left(\mathbb{R}_{+}, \frac{d a}{a}\right), a>0, \alpha_{0}, \beta_{0} \in \mathbb{R}\right) \tag{3}
\end{align*}
$$

which are square-integrable (see Section 4.2). Moreover, since $\pi_{ \pm}$is square-integrable, we can compute the Duflo-Moore operator $C_{\pi_{ \pm}}$for $\left(\pi_{ \pm}, L^{2}\left(\mathbb{R}_{+}, \frac{d a}{a}\right)\right)$. Even though the harmonic analysis of $\mathrm{Aff}^{+}(1)$ has been already investigated as in [19], [23], [25], [35], [36], and [54], we note that the representations $\pi_{ \pm}$are usually realized as subrepresentations of the quasi-regular representations on $L^{2}(\mathbb{R})$ and the Duflo-Moore operator is given in terms of Fourier transforms (see [21], [28]). On the other hand, we have

Proposition (see Proposition 4.3). The Duflo-Moore operator $C_{\pi_{ \pm}}$for the representation $\left(\pi_{ \pm}, L^{2}\left(\mathbb{R}_{+}, \frac{d a}{a}\right)\right)$ of $\mathrm{Aff}^{+}(1)$ can be written as

$$
\begin{equation*}
C_{\pi_{ \pm}} f(a)=a^{1 / 2} f(a) \quad\left(f \in L^{2}\left(\mathbb{R}_{+}, \frac{d a}{a}\right), a \in \mathbb{R}_{+}\right) \tag{4}
\end{equation*}
$$

Let us note that the Pfaffian $Q_{\mathrm{aff}(1)}:=\operatorname{Pf} M_{\mathfrak{a f f}(1)} \in S(\mathfrak{g})$ equals $X_{2}$. We relate the Duflo-Moore operator $C_{\pi_{ \pm}}$and $Q_{\text {aff(1) }}$ as follows.

Proposition (see Proposition 4.4). The Duflo-Moore operator $C_{\pi_{ \pm}}$for the representation $\left(\pi_{ \pm}, L^{2}\left(\mathbb{R}_{+}, \frac{d a}{a}\right)\right)$ of $\mathrm{Aff}^{+}(1)$ corresponding to $Q_{\text {aff( }}(1)$ is written as

$$
\begin{equation*}
C_{\pi_{ \pm}}=\sqrt{2 \pi}\left|i d \pi\left(Q_{\mathrm{aff}(1)}\right)\right|^{-1 / 2} \tag{5}
\end{equation*}
$$

Our explanations above motivate us to study harmonic analysis for the 4 dimensional Frobenius Lie algebras classified in [12] specially for the real case. Here we summarize our preceding work [37], compared with what have done in this thesis. Let $\mathfrak{g}$ be a real Frobenius Lie algebra and $G=\exp (\operatorname{ad} \mathfrak{g})$ be a connected Lie subgroup of GL $(\mathfrak{g})$. Since $\mathfrak{g}$ is Frobenius, the adjoint representation of $\mathfrak{g}$ is faithful, so that we regard $\mathfrak{g}$ as the Lie algebra of $G$. For $f \in \mathfrak{g}^{*}$, we denote by $\Omega_{f}$ the coadjoint orbit $\operatorname{Ad}^{*}(G) f \subset \mathfrak{g}^{*}$ through $f$. We pose the following conjectures:

Conjecture. If $\Omega_{f}$ is open in $\mathfrak{g}^{*}$, there exists a polarization $\mathfrak{p} \subset \mathfrak{g}$ at $f$ such that $\pi_{f}:=\operatorname{Ind}_{\exp \mathfrak{p}}^{G} \nu_{f}$ is a square-integrable representation, where $\nu_{f}$ is a one-dimensional representation of the group $\exp \mathfrak{p} \subset G$ defined by $\nu_{f}(\exp X):=e^{2 \pi i\langle f, X\rangle}$ for $X \in \mathfrak{p}$.

Let $s: S(\mathfrak{g}) \rightarrow U(\mathfrak{g})$ be the symmetrization operator. For a unitary representation $\pi$ of $G, i^{n / 2} d \pi\left(s\left(Q_{\mathfrak{g}}\right)\right)$ is a symmetric operator.

Conjecture. Let $\left(\pi, \mathcal{H}_{\pi}\right)$ be a square-integrable representation of $G$. Then $i^{n / 2} d \pi\left(s\left(Q_{\mathfrak{g}}\right)\right)$ is essentially self-adjoint, and the Duflo-Moore operator $C_{\pi}$ of $\pi$ equals a constant multipe of the operator $\left|i^{n / 2} d \pi\left(s\left(Q_{\mathfrak{g}}\right)\right)\right|^{-1 / 2}$ on $\mathcal{H}_{\pi}$. Namely, there exists a positive constant $c_{\pi}>0$ such that $C_{\pi}=c_{\pi}\left|i^{n / 2} d \pi\left(s\left(Q_{\mathfrak{g}}\right)\right)\right|^{-1 / 2}$.

We remark here that for the case where $G$ is exponential solvable, results similar to both conjectures above were claimed by Duflo and Raïs [16, Théorème 5.3.8]. We also notice that, since a Frobenius Lie algebra is not necessarily almost algebraic, Lipsman's work [40 does not imply our conjectures.

We have already confirmed both Conjectures above for 4-dimensional Frobenius Lie algebras in [37] in terms of group Fourier transforms using [31]. Here we recall the result by Csikós and Verhóczki [12] as follows :

Theorem. ([12, p.448]). Any 4-dimensional Frobenius Lie algebra $\mathfrak{g}$ over a field $\mathbb{F}$ of characteristic $\neq 2$ is isomorphic to one of the following

1. $\mathfrak{g}_{I}:\left[X_{1}, X_{4}\right]=\left[X_{2}, X_{3}\right]=-X_{1},\left[X_{2}, X_{4}\right]=-\frac{X_{2}}{2},\left[X_{3}, X_{4}\right]=-\frac{X_{3}}{2}$.
2. $\mathfrak{g}_{I I}(\tau), \tau \in \mathbb{F}:\left[X_{1}, X_{4}\right]=\left[X_{2}, X_{3}\right]=-X_{1},\left[X_{2}, X_{4}\right]=-X_{3}$, $\left[X_{3}, X_{4}\right]=-X_{3}+\tau X_{2}$.
3. $\mathfrak{g}_{I I I}(\varepsilon)$, where $0 \neq \varepsilon \in \mathbb{F}:\left[X_{1}, X_{3}\right]=\left[X_{2}, X_{4}\right]=-X_{1},\left[X_{1}, X_{4}\right]=\varepsilon X_{2}$, $\left[X_{2}, X_{3}\right]=-X_{2}$,
The Frobenius Lie algebras $\mathfrak{g}_{I I I}(\varepsilon)$ and $\mathfrak{g}_{I I I}\left(\varepsilon^{\prime}\right)$ are isomorphic if and only if there exists $a \in \mathbb{F}$ for which $\varepsilon^{\prime}=a^{2} \varepsilon$.

Contrary to [37], in this thesis we obtain the results of harmonic analysis for the real Lie groups whose Lie algebras are 4-dimensional Frobenius Lie algebras in more concrete realization with more direct computations. Let $G_{I}, G_{I I}(\tau)$, and $G_{I I I}(\varepsilon)$ be the Lie groups corresponding to 4-dimensional real Frobenius Lie algebras $\mathfrak{g}_{I}, \mathfrak{g}_{I I}(\tau), \mathfrak{g}_{I I I}(\varepsilon)$ respectively. We declare the results as follows.

Theorem (see Theorem 2.4). The Duflo Moore operator $C_{\pi_{\Omega}}$ for the representation $\left(\pi_{\Omega}, L^{2}\left(\mathbb{R}^{2}\right)\right)$ of $G_{I}$ as in 2.7) can be written of the form

$$
\begin{equation*}
C_{\pi_{\Omega}} f(x, y)=e^{-y} f(x, y) \quad\left(f \in L^{2}\left(\mathbb{R}^{2}\right)\right) \tag{6}
\end{equation*}
$$

Let us note that the Pfaffian $Q_{\mathfrak{g}_{I}}:=\operatorname{Pf} M_{\mathfrak{g}_{I}} \in S\left(\mathfrak{g}_{I}\right)$ equals $X_{1}^{2}$. We relate the Duflo-Moore operator $C_{\pi_{\Omega}}$ and $Q_{\mathfrak{g}_{I}}$ as follows.

Proposition (see Proposition 2.5). The Duflo-Moore operator $C_{\pi_{\Omega}}$ for the representation $\pi_{\Omega}$ of $G_{I}$ as in (2.7) is written in terms of the Pfaffian $Q_{\mathfrak{g}_{I}}$ as

$$
\begin{equation*}
C_{\pi_{\Omega}}=2 \pi\left|d \pi\left(Q_{\mathfrak{g}_{I}}\right)\right|^{-1 / 2} \tag{7}
\end{equation*}
$$

We can apply exactly the same argument to $\mathfrak{g}_{I I}(\tau)$ as the one for $\mathfrak{g}_{I}$, and we obtain the same result for the Duflo-Moore operator $C_{\pi_{\Omega_{ \pm}}}$of the representation $\pi_{\Omega_{ \pm}}$of
$G_{I I}(\tau)$ as in (2.41). The latter result for $\mathfrak{g}_{I I I}(\varepsilon)$ is divided into the cases $\varepsilon=-1$ and $\varepsilon=1$. For the first case, that is for $\varepsilon=-1$, we have four open coadjoint orbits $\Omega_{ \pm X_{1}^{*}}$ and $\Omega_{ \pm X_{2}^{*}}$. We present results only for $\Omega_{ \pm X_{1}^{*}}$ but the ones for $\Omega_{ \pm X_{2}^{*}}$ are almost same. The Duflo-Moore operator $C_{\pi_{\Omega_{ \pm X_{1}^{*}}}}$ for the representation $\left(\pi_{\Omega_{ \pm X_{1}^{*}}}, L^{2}\left(\mathbb{R}^{2}\right)\right)$ of $G_{I I I}(-1)$ can be written in the following theorem.

Theorem (see Theorem 2.13). The Duflo-Moore operator for the representation $\pi_{\Omega_{ \pm X_{1}^{*}}}$ of $G_{I I I}(-1)$ as in 2.60) can be written of the form

$$
\begin{equation*}
C_{\pi_{\Omega_{ \pm X_{1}^{*}}}} f(x, y)=e^{-x} f(x, y) \quad\left(f \in L^{2}\left(\mathbb{R}^{2}\right)\right) \tag{8}
\end{equation*}
$$

The Duflo-Moore operator above can be related to the Pfaffian of $\mathfrak{g}_{I I I}(-1)$. We have

Proposition (see Proposition 2.14). The Duflo-Moore operator for the representation $\pi_{\Omega_{ \pm X_{1}^{*}}}$ of $G_{I I I}(-1)$ as in 2.60 related to the Pfaffian of $\mathfrak{g}_{I I I}(-1)$ is of the form

$$
\begin{equation*}
C_{\pi_{\Omega_{ \pm X_{1}^{*}}}}=2 \pi\left|d \pi\left(Q_{\mathfrak{g}_{I I I}(-1)}\right)\right|^{-1 / 2} \tag{9}
\end{equation*}
$$

where $Q_{\mathfrak{g}_{I I I}(-1)}:=\operatorname{Pf}\left(\mathfrak{g}_{I I I}(-1)\right)=-X_{1}^{2}+X_{2}^{2}$.
Secondly, when $\varepsilon=1$, we can apply exactly the same argument as the one for $\mathfrak{g}_{I I I}(-1)$, and we obtain the similar result for Duflo-Moore operator $C_{\pi_{\Omega_{X_{1}^{*}}}}$ (see Theorem 2.15 and Proposition 2.16).

The results of harmonic analysis for the real Lie groups, whose Lie algebras are 4-dimensional real Frobenius Lie algebras, motivate us to generalize the arguments further for $G:=V \rtimes H$ where $V$ is isomorphic to the $n$-dimensional vector space $\mathbb{R}^{n}$ and $H$ is a Lie subgroup of $\operatorname{GL}(V)$. Let $\mathfrak{g}:=V \rtimes \mathfrak{h}$ be the Lie algebra of $G$ and $\mathfrak{g}^{*}=V^{*} \oplus \mathfrak{h}^{*}$ be its dual. We shall give conditions for $\mathfrak{g}$ to be Frobenius. Let $\xi_{0}:=\xi\left(p_{0}, \alpha_{0}\right)$ be an element of $\mathfrak{g}^{*}$ with $p_{0} \in V^{*}, \alpha_{0} \in \mathfrak{h}^{*}$ and $\Omega_{\xi_{0}}$ be the coadjoint orbit of $G$ through $\xi_{0}$. Moreover, let $\mathfrak{h}_{p_{0}}$ be a stabilizer of $\mathfrak{h}$ at $p_{0}$ and $\varpi$ be the projection map from $\mathfrak{g}^{*}$ onto $V^{*}$. We obtain

Theorem (see Theorem 3.3). $\Omega_{\xi_{0}}$ is open if and only if the following two conditions are satisfied :

1. $\varpi\left(\Omega_{\xi_{0}}\right)$ is open in $V^{*}$.
2. $\mathfrak{h}_{p_{0}}=0$, or the coadjoint orbit $\operatorname{Ad}^{*}\left(H_{p_{0}}\right)\left(\left.\alpha_{0}\right|_{\mathfrak{h}_{p_{0}}}\right)$ in $\mathfrak{h}_{p_{0}}^{*}$ through $\left.\alpha_{0}\right|_{\mathfrak{h}_{p_{0}}} \in \mathfrak{h}_{p_{0}}^{*}$ is open.

Corollary. The Lie algebra $\mathfrak{g}=V \rtimes \mathfrak{h}$ is a Frobenius Lie algebra if and only if there exists $p_{0} \in V^{*}$ such that $\mathfrak{h} \cdot p_{0}=V^{*}$ and the stabilizer $\mathfrak{h}_{p_{0}} \subset \mathfrak{h}$ is zero or a Frobenius Lie algebra.

For the case that stabilizer $\mathfrak{h}_{p_{0}}=\{0\}$, we obtain the Duflo-Moore operator as
Theorem (see Theorem 3.7). The Duflo-Moore operator $C_{\pi}: L^{2}(H) \rightarrow L^{2}(H)$ for the representation $\pi:=\operatorname{Ind}_{V}^{G} \nu_{p_{0}}$ as in (3.13) and (3.15) is described as

$$
\begin{equation*}
C_{\pi} f_{2}(h)=C_{0}^{1 / 2} \Delta_{G}(h)^{-1 / 2} f_{2}(h) \quad\left(f_{2} \in L^{2}(H)\right) \tag{10}
\end{equation*}
$$

where $C_{0}>0$ is a constant given by (3.11).
For the case $\mathfrak{h}_{p_{0}} \neq\{0\}$, let us consider some properties of representations of $G=$ $V \rtimes H$ as follows.

Theorem (see Theorems 3.9 and 3.10. Let $\mathfrak{m}_{0} \subset \mathfrak{h}_{p_{0}}$ be a polarization at $\left.\alpha_{0}\right|_{\mathfrak{h}_{p_{0}}}$ satisfying Pukanszky condition and let $\pi_{0}$ be the induced representation $\operatorname{Ind}_{\exp \mathfrak{m}_{0}}^{H_{p_{0}}} \nu_{\alpha_{0}}$ of $H_{p_{0}}$.

1. $\mathfrak{p}_{0}:=V \rtimes \mathfrak{m}_{0} \subset \mathfrak{g}$ is a polarization at $\xi_{0}=\xi\left(p_{0}, \alpha_{0}\right)$ satisfying Pukanszky condition.
2. $\pi:=\operatorname{Ind}_{\exp p_{0}}^{G} \nu_{\xi_{0}}$ is irreducible if $\pi_{0}$ is irreducible.
3. $\pi$ is square integrable if $\pi_{0}$ is square integrable.
4. The representation $\pi$ is isomorphic to $\operatorname{Ind}_{G_{p_{0}}}^{G}\left(\nu_{p_{0}} \otimes \pi_{0}\right)$, where $G_{p_{0}}:=\mathbb{R}^{n} \rtimes H_{p_{0}}$ and $\nu_{p_{0}} \otimes \pi_{0}$ is defined by

$$
\nu_{p_{0}} \otimes \pi_{0}(u, h):=\nu_{p_{0}}(u) \pi_{0}(h) \quad\left((u, h) \in G_{p_{0}}\right)
$$

We also obtain the Duflo-Moore operator when the stabilizer $\mathfrak{h}_{p_{0}} \neq\{0\}$. In this case, $C_{\pi}$ is described by using $C_{\pi_{0}}$ based on the assertion 4 above.

Theorem (see Theorem 3.14). The Duflo-Moore operator for the representation $\left(\pi, \mathcal{H}_{\pi}\right)$ as in (3.33) can be described as

$$
\begin{equation*}
\widetilde{C_{\pi} \phi}(l)=C_{0}^{1 / 2} \Delta_{G}^{-1 / 2}(l) C_{\pi_{0}} \tilde{\phi}(l) \quad\left(\tilde{\phi}(l) \in \mathcal{H}_{\pi_{0}}\right) \tag{11}
\end{equation*}
$$

for almost all $l \in H$.
Furthermore, as an application from our results above, we declare some results for concrete groups as follows.

Theorem (see Thorem4.1). The Lie algebra $\mathfrak{g}:=\mathbb{R}^{n} \rtimes(\mathbb{R} \oplus \mathfrak{s o}(n))$ of the similitude Lie group $\operatorname{Sim}(n):=\mathbb{R}^{n} \rtimes\left(\mathbb{R}_{+} \times \operatorname{SO}(n)\right)$ is not a Frobenius Lie algebra for $n \geq 3$.

Theorem (see Theorem 4.6). The Lie algebra $\mathfrak{a f f}(n)=\mathbb{R}^{n} \rtimes \mathfrak{g l}_{n}(\mathbb{R})$ of the connected affine automorphism group $\mathrm{Aff}^{+}(n)$ is Frobenius.

The fact that $\mathfrak{a f f}(n)$ is Frobenius was mentioned by Ooms (see [48, p.497]), but we give an alternative proof in this thesis. In more detail, we have criteria for the openness of the coadjoint orbit of $\mathrm{Aff}^{+}(n)$ as follows. Let $\Omega_{\xi_{1}}$ be a coadjoint orbit of $\operatorname{Aff}^{+}(n)$ through $\xi_{1}:=\xi\left(p_{1}, \alpha_{1}\right) \in \mathfrak{g}^{*}:=\mathfrak{a f f}(n)^{*}$. We denote the centralizer of $\alpha_{1}$ in $\operatorname{Mat}_{n}(\mathbb{R})$ by Cent $\left(\alpha_{1}\right)$ and image of the map $\operatorname{ad}\left(\alpha_{1}\right): \operatorname{Mat}_{n}(\mathbb{R}) \rightarrow \operatorname{Mat}_{n}(\mathbb{R})$ by $\operatorname{Im} \operatorname{ad}\left(\alpha_{1}\right)$.

Proposition (see Proposition 4.9). The orbit $\Omega_{\xi_{1}}$ is open in $\mathfrak{g}^{*}$ if and only if the following three conditions are satisfied

1. $\operatorname{dim} \operatorname{Cent}\left(\alpha_{1}\right)=n$.
2. $\operatorname{Im} \operatorname{ad}\left(\alpha_{1}\right) \cap\left\{v p_{1} ; v \in \mathbb{R}^{n}\right\}=\{0\}$.
3. If $A \in \operatorname{Cent}\left(\alpha_{1}\right) \backslash\{0\}$, then $-p_{1} A \neq 0$.

We also investigate the representations of $\mathrm{Aff}^{+}(n)$ corresponding to open coadjoint orbits and their Duflo-Moore operators. For simplicity, let $G^{n}:=\operatorname{Aff}^{+}(n)=$ $\mathbb{R}^{n} \rtimes H^{n}$ with $H^{n}:=\mathrm{GL}_{n}^{+}(\mathbb{R})$, and $\mathfrak{g}^{n}:=\mathfrak{a f f}(n)=\mathbb{R}^{n} \rtimes \mathfrak{h}^{n}$ with $\mathfrak{h}^{n}:=\mathfrak{g l}_{n}(\mathbb{R})$. Let $\xi_{1}^{ \pm}=( \pm 1,0)$ be an element of $\left(\mathfrak{g}^{1}\right)^{*}$ and $\xi_{n}^{ \pm}:=\xi\left(p_{n}, \alpha_{n}^{ \pm}\right)$be an element of $\left(\mathfrak{g}^{n}\right)^{*}$ for
$n \geqq 2$ with

$$
p_{n}=(0,0, \ldots, 1), \quad \alpha_{n}^{ \pm}=\left(\begin{array}{rccccc}
0 & 0 & \ldots & 0 & 0 & 0  \tag{12}\\
\pm 1 & 0 & \ldots & 0 & 0 & 0 \\
0 & 1 & \ldots & 0 & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & \ldots & 1 & 0 & 0 \\
0 & 0 & \ldots & 0 & 1 & 0
\end{array}\right) .
$$

We observe that $\Omega_{\xi_{n}^{ \pm}} \subset\left(\mathfrak{g}^{n}\right)^{*}$ are open coadjoint orbits [see Section 4.3]. Moreover, let $\iota_{n}: \mathfrak{g}^{n-1} \hookrightarrow \mathfrak{h}_{p_{n}}^{n}$ be a Lie algebra isomorphism defined by

$$
\iota_{n}(X(v, A))=\left(\begin{array}{cc}
A & v \\
0 & 0
\end{array}\right) \quad\left(A \in \mathfrak{g l}_{n-1}(\mathbb{R}), v \in \mathbb{R}^{n-1}\right)
$$

and let $\mathfrak{p}_{n}=\mathbb{R}^{n} \rtimes \mathfrak{m}_{n}$ be defined inductively by $\mathfrak{m}_{n}:=\iota_{n}\left(\mathfrak{p}_{n-1}\right)$ starting from $\mathfrak{p}_{1}=\mathbb{R} X_{2} \subset \mathfrak{g}^{1}=\mathfrak{a f f}(1)$. In this case, $\mathfrak{m}_{n}$ is a polarization of $\mathfrak{h}_{p_{n}}^{n}$ satisfying Pukanszky condition and $\xi_{n-1}^{ \pm}=\alpha_{n}^{ \pm} \circ \iota_{n}$. We obtain

Theorem (see Theorem4.10). Let $\xi_{n}^{ \pm}=\left(p_{n}, \alpha_{n}^{ \pm}\right)$be the element of $\left(\mathfrak{g}^{n}\right)^{*}=\mathfrak{a f f}(n)^{*}$ as above.

1. $\mathfrak{p}_{n}$ is a polarization of $\mathfrak{g}^{n}$ at $\xi_{n}^{ \pm}$satisfying Pukanszky condition.
2. $\pi_{\Omega_{n}^{ \pm}}=\operatorname{Ind}_{\exp \mathfrak{p}_{n}}^{G^{n}} \nu_{\xi_{n}^{ \pm}}$is irreducible and square-integrable.
3. Under the identification $H_{p_{n}}^{n} \simeq G^{n-1}=\operatorname{Aff}^{+}(n-1)$, the representation $\pi_{\Omega_{\xi_{n}^{ \pm}}}$ is isomorphic to $\operatorname{Ind}_{\mathbb{R}^{n} \rtimes G^{n-1}}^{G_{n}}\left(\nu_{p_{n}} \otimes \pi_{\Omega_{\xi_{n-1}^{ \pm}}}\right)$.

Proposition (see Proposition4.11). The Duflo-Moore operator of $\left(\pi_{\Omega_{\xi_{n}}}, L^{2}\left(H^{n} / H_{p_{n}}^{n}\right)\right.$ of $G^{n}=\operatorname{Aff}^{+}(n)(n \geq 2)$ can be described as

$$
\begin{equation*}
\widetilde{C_{\pi_{\Omega_{\xi_{n}}}}} \phi(a)=C_{0}^{1 / 2}|\operatorname{det} a|^{1 / 2} C_{\pi_{\Omega_{\xi_{n-1}}}} \tilde{\phi}(a) \tag{13}
\end{equation*}
$$

for almost all $a \in H^{n}$.
The general formula for the Pfaffian of $\mathfrak{a f f}(n)$ can described as follows.

Proposition (see Proposition 4.12). Let $\xi:=\xi(p, \alpha)$ be an element of $\left(\mathfrak{g}^{n}\right)^{*}$ as in (4.31) and $\Phi_{n}$ be a map given by

$$
\Phi_{n}:\left(\mathfrak{g}^{n}\right)^{*} \ni \xi \longmapsto \Phi(\xi)=\operatorname{Ad}^{*}(g(a)) \xi \circ \iota_{n} \in\left(\mathfrak{g}^{n-1}\right)^{*}
$$

with

$$
a=\left(\begin{array}{cccccc}
1 & 0 & 0 & \ldots & 0 & 0 \\
0 & 1 & 0 & \ldots & 0 & 0 \\
0 & 0 & 1 & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \ldots & 1 & 0 \\
\beta_{1} / \beta_{n} & \beta_{2} / \beta_{n} & \beta_{3} / \beta_{n} & \ldots & \beta_{n-1} / \beta_{n} & 1
\end{array}\right) .
$$

Then the Pfaffian of $\mathfrak{g}^{n}=\mathfrak{a f f}(n)$ is of the form

$$
\begin{equation*}
Q_{\mathfrak{g}^{n}}(\xi)=\beta_{n}^{n} Q_{\mathfrak{g}^{n-1}}\left(\Phi_{n}(\xi)\right) . \tag{14}
\end{equation*}
$$

Furthermore, we see from Proposition 4.13 and Proposition 4.14 that $\mathrm{Aff}^{+}(n)$ has exactly two open coadjoint orbits $\Omega_{\xi_{n}^{+}}$and $\Omega_{\xi_{n}^{-}}$.

Finally, we explain the organization of this thesis as follows. In Chapter 1, we review the notion of coadjoint orbits which is the main object of the orbit method, Haar measure, and notion of the induced representations based on the Mackey model and the Blattner model. Furthermore, we also review the notion of a Frobenius Lie algebra, whose Lie group has open coadjoint orbits, and the notions of square-integrable representations. Concerning square-integrable representations, we review the notion of Duflo-Moore operator [15]. In Chapter 2, we present the results of harmonic analysis for 4 -dimensional real Frobenius Lie algebras. We compute coadjoint orbits of each Lie group of 4-dimensional Frobenius Lie algebras, and we apply the orbits to construction of unitary irreducible representations using the orbit method. In case of 4-dimensional Frobenius Lie algebras, each irreducible unitary representation corresponding to the open coadjoint orbit is square-integrable and we give the formulas of Duflo-Moore operators as in (6) (9) in Introduction. Differing from [37], our results in Chapter 2 are obtained in more concrete realizations with more direct computations. Chapter 3 consists of three parts. Firstly, we obtain the conditions for the Lie algebra $\mathfrak{g}:=V \rtimes \mathfrak{h}$ of Lie group $G:=V \rtimes H\left(V \simeq \mathbb{R}^{n}, H \subset \mathrm{GL}(V)\right)$ to be Frobenius. Secondly, we assume
that the stabilizer $\mathfrak{h}_{p_{0}}=\{0\}$ and we compute the Duflo-Moore operator formula in this case. Thirdly, for the case of $\mathfrak{h}_{p_{0}} \neq\{0\}$, we obtain the Duflo-Moore operator for ( $\pi, \mathcal{H}_{\pi}$ ) of $G$ using Duflo-Moore operator for $\left(\pi_{0}, \mathcal{H}_{\pi_{0}}\right)$ of the stabilizer $H_{p_{0}}$. In Chapter 4, we apply the results to prove that the Lie algebra of similitude Lie $\operatorname{group} \operatorname{Sim}(n):=\mathbb{R}^{n} \rtimes(\mathbb{R} \oplus \operatorname{SO}(n))$ is not Frobenius for $n \geq 3$. Furthermore, we prove that the Lie algebra $\mathfrak{a f f}(n)=\mathbb{R}^{n} \rtimes \mathfrak{g l}_{n}(\mathbb{R})$ of the connected affine automorphism group $\mathrm{Aff}^{+}(n)$ is Frobenius. This means that $\mathrm{Aff}^{+}(n)$ has open coadjoint orbits. In addition, we get in more detail the necessary and sufficient conditions for the coadjoint orbits of $\mathrm{Aff}^{+}(n)$ to be open in $\mathfrak{a f f}(n)^{*}$ besides the general conditions in Chapter 3. Moreover, these open coadjoint orbits yield square-integrable unitary representations of $\mathrm{Aff}^{+}(n)$ for which we obtain their Duflo-Moore operators formula. We should mention here that Lipsman and Wolf (see [42]) discussed the Plancherel formulas of parabolic subgroups, while $\mathrm{Aff}^{+}(n)$ is isomorphic to a maximal parabolic subgroup of $\mathrm{SL}_{n+1}(\mathbb{R})$. But our results are more direct than Lipsman and Wolf's work in [42].

Lastly, we compute the general formula for the Pfaffian of $\mathfrak{a f f}(n)$ and we show that $\mathrm{Aff}^{+}(n)$ has exactly two open coadjoint orbits. We want to find a formula connecting the Duflo-Moore operator and the Pfaffian of $\mathfrak{a f f}(n)$, but it remains for future study.

## Chapter 1

## Preliminaries

In this chapter we introduce some notions contributing in our study. We start from introducing the notion of coadjoint orbits which is the main object of the orbit method, Haar measure, and the notion of induced representation based on the Mackey model and the Blatter model. Furthermore, we also introduce the notion of a Frobenius Lie algebra which has open coadjoint orbits, and square-integrable representations corresponding to open coadjoint orbits. Concerning square-integrable representations, we review the Duflo-Moore operator.

### 1.1 The orbit method

First of all, let us introduce the notion of adjoint representation as follows.
Definition 1.1. ([38, p. 211]). Let $G$ be a Lie group with Lie algebra $\mathfrak{g}$. For any $g \in G$, the conjugation map given by $C_{g}: G \ni x \mapsto g x g^{-1} \in G$ is a Lie group homomorphism whose differential is denoted by $\operatorname{Ad}(g)$. The group homomorphism $\operatorname{Ad}: G \rightarrow \mathrm{GL}(\mathfrak{g})$ is called the adjoint representation of $G$.

Furthermore, the adjoint representation ad : $\mathfrak{g} \ni X \mapsto \operatorname{ad}(X) \in \mathfrak{g l}(\mathfrak{g})$ is defined by $\operatorname{ad}(X) Y=[X, Y] \quad(X, Y \in \mathfrak{g})$. We shall see in the following theorem that both representations are related.

Theorem 1.1. ([38, p. 529]). Let $G$ be a Lie group with Lie algebra $\mathfrak{g}$ and Ad: $G \rightarrow \mathrm{GL}(\mathfrak{g})$ be the adjoint representation of $G$. Then the adjoint representation $\operatorname{Ad}_{*}: \mathfrak{g} \rightarrow \mathfrak{g l}(\mathfrak{g})$ is given by $\operatorname{Ad}_{*}=\mathrm{ad}$.

Moreover, we define a dual representation of Ad, called the coadjoint representation, by $\operatorname{Ad}^{*}(g):=\operatorname{Ad}\left(g^{-1}\right)^{*}$. Namely, we have

$$
\begin{equation*}
\left\langle\operatorname{Ad}^{*}(g) f, X\right\rangle=\left\langle f, \operatorname{Ad}\left(g^{-1}\right) X\right\rangle \quad\left(X \in \mathfrak{g}, f \in \mathfrak{g}^{*}\right) \tag{1.1}
\end{equation*}
$$

Then the above formula implies

$$
\begin{equation*}
\left\langle\operatorname{Ad}^{*}\left(e^{X}\right) f, Y\right\rangle=\left\langle f, e^{\operatorname{ad}(-X)} Y\right\rangle \quad(X, Y \in \mathfrak{g}) \tag{1.2}
\end{equation*}
$$

We also review the formula for an infinitesimal of coadjoint actions. Namely, for the corresponding representation $\mathrm{ad}^{*}$ of $\mathfrak{g}$ in $\mathfrak{g}^{*}$ we have

$$
\begin{equation*}
\left\langle\operatorname{ad}^{*}(X) f, Y\right\rangle=\langle f,-\operatorname{ad}(X) Y\rangle=\langle f,[Y, X]\rangle \quad(X, Y \in \mathfrak{g}) \tag{1.3}
\end{equation*}
$$

Next, we review a coadjoint orbit. One can find the detailed reading of the properties of the coadjoint orbit for instance in [34, [36], and [46]. The coadjoint orbit of $f \in \mathfrak{g}^{*}$ is the set $\Omega_{f}=\left\{\operatorname{Ad}^{*}(g) f ; g \in G\right\} \subset \mathfrak{g}^{*}$. First of all, the coadjoint orbit $\Omega_{f}$ has a differential two-form $\omega_{\Omega}$ given by $\omega_{\Omega}(f)\left(\operatorname{ad}^{*}(X) f, \operatorname{ad}(Y) f\right)=\langle f,[X, Y]\rangle$. The form $\omega_{\Omega}$ is non-degenerate and closed, and this fact implies that the dimension of the coajoint orbit $\Omega_{f}$ is always even. In fact, we know that $\Omega_{f}$ is a symplectic manifold. Secondly, for any $f \in \mathfrak{g}^{*}$ we define the group stabilizer as

$$
\begin{equation*}
G_{f}=\left\{g \in G ; \operatorname{Ad}^{*}(g)(f)=f\right\} \subset G, \tag{1.4}
\end{equation*}
$$

and its Lie algebra is denoted by $\mathfrak{g}_{f}$ and it is given by

$$
\begin{equation*}
\mathfrak{g}_{f}=\left\{X \in \mathfrak{g} ; \operatorname{ad}^{*}(X) f=0\right\} \subset \mathfrak{g} \tag{1.5}
\end{equation*}
$$

One of the important things in our discussion is the orbit method that shall be explained as follows. Let $G$ be a connected Lie group, and $\mathfrak{g}$ the Lie algebra of $G$. A subalgebra $\mathfrak{p}$ of $\mathfrak{g}$ is called a polarization at $f \in \mathfrak{g}^{*}$ if $\mathfrak{p}$ is a Lagrangian subspace with respect to the alternating form $B_{f}: \mathfrak{g} \times \mathfrak{g} \ni(X, Y) \longmapsto\langle f,[X, Y]\rangle \in \mathbb{R}$. To be more precise we have

Definition 1.2. ([36, p.26]). A subalgebra $\mathfrak{p}$ of $\mathfrak{g}$ is called a polarization at $f \in \mathfrak{g}^{*}$ if $\left.f\right|_{[\mathfrak{p}, \mathfrak{p}]}=0$ and $\operatorname{codim}_{\mathfrak{g}} \mathfrak{p}=\frac{1}{2} \operatorname{dim} \Omega_{f}$.

Let us assume that the coadjoint orbit $\Omega_{f}$ of $G$ is integral, that is, the form $\omega_{\Omega}$
belongs to an integer cohomology class [34, p. 239]. This is known to be equivalent to that there exists a one-dimensional unitary representation $\nu_{f}: \exp \mathfrak{p} \rightarrow \mathbb{C}$ such that $\nu_{f}(\exp X):=e^{2 \pi i\langle f, X\rangle}$ for $X \in \mathfrak{p}$. Now we introduce the notion of the Pukanszky condition for a polarization $\mathfrak{p}$ at $f$.

Definition 1.3. ([3, p. 281-286]). A polarization $\mathfrak{p} \subset \mathfrak{g}$ satisfies the Pukanszky condition if

$$
\begin{equation*}
p^{-1}(p(f))=f+\mathfrak{p}^{\perp} \subset \Omega_{f} \tag{1.6}
\end{equation*}
$$

where $p: \mathfrak{g}^{*} \rightarrow \mathfrak{p}^{*}$ is the natural projection map.
The representation $\pi_{f}$ of $G$ corresponding to the coadjoint orbit $\Omega_{f}$ is defined by $\pi_{f}=\operatorname{Ind}_{\exp p}^{G} \nu_{f}$. The irreducibility of the representation $\pi_{f}$ is given by the following theorem.

Theorem 1.2. ([36, p.111]). Let $G$ be an exponential solvable Lie group. The representation $\pi_{f}$ is irreducible if only if the polarization $\mathfrak{p} \subset \mathfrak{g}$ satisfies the condition (1.6).

We recall that a Lie group $G$ is said to be exponential if the exponential map $\exp : \mathfrak{g} \rightarrow G$ is diffeomorphism. It is known that an exponential Lie group is necessarily solvable. On the other hand, a Lie algebra $\mathfrak{g}$ is said to be exponential if the corresponding connected and simply connected Lie group is exponential. The following is known.

Proposition 1.3. (see [36, p. 110]) A Lie algebra $\mathfrak{g}$ is exponential if and only if $\operatorname{ad}(X)$ has no non-zero pure imaginary eigenvalues for any $X \in \mathfrak{g}$.

It was shown in 55 that, if $G$ is exponential, then for each $f \in \mathfrak{g}^{*}$ there exists a polarization $\mathfrak{p}$ satisfying the Pukanszky condition at $f$, and the unitary representation $\pi_{f}:=\operatorname{Ind}_{\operatorname{expp}}^{G} \nu_{f}$ of $G$ is irreducible. Moreover, the equivalence class $\left[\pi_{f}\right]$ does not depend on the choice of such polarization $\mathfrak{p}$, and the map $f \mapsto\left[\pi_{f}\right]$ induces a one-to-one correspondence from the orbit space $\mathfrak{g}^{*} / \operatorname{Ad}^{*}(G)$ onto the unitary dual $\hat{G}$.

Although a Frobenius Lie algebra $\mathfrak{g}$ is not necessarily exponential solvable, we shall consider a unitary representation $\operatorname{Ind}_{\exp \mathfrak{p}}^{G} \nu_{f}$ defined from a polarization $\mathfrak{p}$ at $f \in \mathfrak{g}^{*}$ satisfying the Pukanszky condition when $\Omega_{f}$ is an open coadjoint orbit.

### 1.2 Frobenius Lie algebras

In the history, a Frobenius Lie algebra was found at first time in [47], [48], and [49] to give conditions for a finite dimensional Lie algebra in order its universal enveloping algebra $U(\mathfrak{g})$ has an exact simple module. Frobenius Lie algebra is very important in this thesis. Therefore, let us introduce this notion as follows.

Definition 1.4. ([12, p.427]). A Lie algebra $\mathfrak{g}$ over an arbitrary field $\mathbb{F}$ is said to be Frobenius if there exists a linear functional $f_{0} \in \mathfrak{g}^{*}$ such that $\mathfrak{g}_{f_{0}}=0$.

We introduce the index of Lie algebra $\mathfrak{g}$ (see for example in [14] and [52]) given by

$$
\begin{equation*}
\operatorname{ind} \mathfrak{g}=\min \left\{\operatorname{dim} \mathfrak{g}_{f} ; f \in \mathfrak{g}^{*}\right\} \tag{1.7}
\end{equation*}
$$

We can say that a Lie algebra $\mathfrak{g}$ is Frobenius if ind $\mathfrak{g}=0$. Let $\left\{X_{i}\right\}_{i=1}^{n}$ be a basis for $\mathfrak{g}$ and $M_{\mathfrak{g}}$ be an $n \times n$ matrix of $\mathfrak{g}$-entry whose $(i, j)$ - component is [ $\left.X_{i}, X_{j}\right]$. We define $\operatorname{det} M_{\mathfrak{g}}$ as an element of the symmetric algebra $S(\mathfrak{g})$ which is identified with the polynomial algebra $\operatorname{Pol}\left(\mathfrak{g}^{*}\right)$ on $\mathfrak{g}^{*}$ and $\operatorname{det} M_{\mathfrak{g}}\left(f_{0}\right)=\operatorname{det}\left\langle f_{0},\left[X_{i}, X_{j}\right]\right\rangle_{1 \leq i, j \leq n}, f_{0} \in$ $\mathfrak{g}^{*}$. In other words, $\operatorname{det} M_{\mathfrak{g}}\left(f_{0}\right)$ is equal to the determinant of the alternating bilinear form

$$
B_{f_{0}}: \mathfrak{g} \times \mathfrak{g} \ni(X, Y) \mapsto\left\langle f_{0},[X, Y]\right\rangle \in \mathbb{F}
$$

Proposition 1.4. ([12, p.428-430], [50, p. 20]). The Lie algebra $\mathfrak{g}$ is Frobenius if one of the following equivalent conditions is satisfied:

1. There exists $f_{0} \in \mathfrak{g}^{*}$ so that the stabilizer $\mathfrak{g}_{f_{0}}=0$.
2. ind $\mathfrak{g}=0$.
3. $\operatorname{det} M_{\mathfrak{g}} \neq 0$.
4. $\operatorname{det} M_{\mathfrak{g}}\left(f_{0}\right) \neq 0$ for a suitable $f_{0} \in \mathfrak{g}^{*}$.

We observe that $\operatorname{det} M_{\mathfrak{g}}\left(f_{0}\right) \neq 0$ if and only if $B_{f_{0}}$ is non-degenerate. Therefore, the Frobenius Lie algebra has even dimension. Then we define the Pfaffian of $\mathfrak{g}$ in $S(\mathfrak{g})$ as the Pfaffian of the matrix $M_{\mathfrak{g}}$ and we denote it by $Q_{\mathfrak{g}}$. Let us recall the notion of Pfaffian for a square alternating matrix. Let $A=\left(A_{i j}\right)_{1 \leq i, j \leq 2 n}$ be a square alternating matrix. The Pfaffian of $A$ is defined as follows :

$$
\begin{equation*}
\operatorname{Pf}(A)=\frac{1}{2^{n} n!} \sum_{\sigma \in \mathfrak{S}_{2 n}} \operatorname{sgn}(\sigma) \prod_{i=1}^{n} A_{\sigma(2 i-1) \sigma(2 i)} \tag{1.8}
\end{equation*}
$$

For example, we see that

$$
\operatorname{Pf}\left(\begin{array}{cccc}
0 & a & b & c \\
-a & 0 & d & e \\
-b & -d & 0 & f \\
-c & -e & -f & 0
\end{array}\right)=a f-b e+c d
$$

Remark 1. We have $\operatorname{det} A=\operatorname{Pf}(A)^{2}$.
We go back to the Pfaffian $Q_{\mathfrak{g}}=\operatorname{Pf} M_{\mathfrak{g}}$ of a Frobenius Lie algebra $\mathfrak{g}$. We know that $Q_{\mathfrak{g}} \neq 0$. Note that the Pfaffian $Q_{\mathfrak{g}}$ is defined for a fixed basis $\left\{X_{i}\right\}$ of $\mathfrak{g}$, but it is unique up to a constant multiple. Let $\left\{Y_{r}\right\}_{r=1}^{n}$ be another basis for $\mathfrak{g}$. Then we write $Y_{r}=\sum_{i=1}^{n} p_{i r} X_{r}$ with $p_{i r} \in \mathbb{F}$. We put $P=\left(p_{i j}\right) \in \mathrm{GL}_{n}(\mathbb{F})$. Let $M_{\mathfrak{g}}^{\prime}$ be an $n \times n$ matrix of $\mathfrak{g}$-entry whose $(r, s)$-component is [ $Y_{r}, Y_{s}$ ]. Then we have $M_{\mathfrak{g}^{\prime}}={ }^{t} P M_{\mathfrak{g}} P$, so that

$$
\begin{equation*}
\operatorname{Pf} M_{\mathfrak{g}}^{\prime}=(\operatorname{det} P) \operatorname{Pf} M_{\mathfrak{g}} \tag{1.9}
\end{equation*}
$$

Therefore, we get
Proposition 1.5. [50, p.28]. If $\mathfrak{g}$ is a Frobenius Lie algebra with a basis $\left\{X_{i}\right\}_{i=1}^{n}$, then $Q_{\mathfrak{g}}:=\operatorname{Pf} M_{\mathfrak{g}} \in S(\mathfrak{g})$ is non-zero and it is determined by $\mathfrak{g}$ up to non-zero scalar multiple.

Let $\psi: \mathfrak{g} \rightarrow \mathfrak{g}$ be a Lie algebra automorphism which is naturally extended to an algebra automorphism $\psi: S(\mathfrak{g}) \rightarrow S(\mathfrak{g})$. Then we obtain

$$
\begin{equation*}
\psi\left(Q_{\mathfrak{g}}\right)=(\operatorname{det} \psi) Q_{\mathfrak{g}} \tag{1.10}
\end{equation*}
$$

To prove (1.10), we take $A_{\psi}=\left(a_{i j}\right)$ as the matrix expression of $\psi$ with respect to the basis $\left\{X_{i}\right\}_{i=1}^{n}$. We get another basis $\left\{\psi\left(X_{j}\right)\right\}_{j=1}^{n}$ of $\mathfrak{g}$ with $\psi\left(X_{j}\right)=$ $\sum_{i=1}^{n} a_{i j} X_{j}, j=1, \ldots, n$. By extension $\psi$ to an algebra automorphism of $S(\mathfrak{g})$ and using (1.9) we obtain

$$
\begin{aligned}
\psi\left(Q_{\mathfrak{g}}\right) & =\operatorname{Pf}\left(\psi\left[X_{i}, X_{j}\right]\right)=\operatorname{Pf}\left(\left[\psi\left(X_{i}\right), \psi\left(X_{j}\right)\right]\right) \\
& =\left(\operatorname{det} A_{\psi}\right) Q_{\mathfrak{g}}=(\operatorname{det} \psi) Q_{\mathfrak{g}}
\end{aligned}
$$

Moreover, we obtain

Proposition 1.6. [12, p.430]). Let $\mathfrak{g}$ be $n$-dimensional Frobenius Lie algebra and let $S(\mathfrak{g})$ be its symmetric algebra of $\mathfrak{g}$. Then we have

- $\mathrm{D}_{\mathrm{ad}(X)} Q_{\mathfrak{g}}=(\operatorname{trad} \mathrm{X}) Q_{\mathfrak{g}}$ where

$$
\mathrm{D}_{\mathrm{ad}(X)}: S(\mathfrak{g}) \rightarrow S(\mathfrak{g})
$$

is an algebra derivation extended from $\operatorname{ad}(X): \mathfrak{g} \rightarrow \mathfrak{g}$.

- If $\mathfrak{g}$ is non-zero with char $\mathbb{F}=0$ then $\mathfrak{g}$ is non-unimodular.

We shall consider the case $\mathbb{F}=\mathbb{R}$. Namely, let $\mathfrak{g}$ be a real Frobenius Lie algebra and $G$ be a real Lie group whose Lie algebra is $\mathfrak{g}$. We see that the Lie algebra $\mathfrak{g}$ is Frobenius if and only if $G$ has open coadjoint orbits. Moreover, substituting $\psi=\operatorname{Ad}(g)(g \in G)$ to (1.10) we get

## Proposition 1.7.

$$
\begin{equation*}
Q_{\mathfrak{g}}\left(\operatorname{Ad}^{*}(g)^{-1} \xi\right)=(\operatorname{det} \operatorname{Ad}(g)) Q_{\mathfrak{g}}(\xi) \quad\left(g \in G, \xi \in \mathfrak{g}^{*}\right) \tag{1.11}
\end{equation*}
$$

We shall apply the proposition above later, particularly in Section 4.5 to derive the general formula for the Pfaffian of $\mathfrak{a f f}(n)$.

### 1.3 Haar measure

In this subsection we shall introduce the notion of an invariant measure over a locally compact topological group $G$.

Definition 1.5. (see [4, p. 67-70] \& [23, p. 29-34]). Let $C_{c}(G)$ be the space of all continuous functions on $G$ with a compact support. A norm on $C_{c}(G)$ is defined by

$$
\|f\|_{\infty}:=\sup _{g \in G}|f(g)| .
$$

The support of $f \in C_{c}(G)$ is denoted by $\operatorname{supp}(f)$ and defined as the closure of $\{g \in G ; f(g) \neq 0\}$.

Definition 1.6. (see [4, p. 67-70] \& [23, p. 29-34]). A linear functional $\mu$ on $C_{c}(G)$ is said to be a Borel measure if for each compact subset $M \subset G$, there
exists a constant $C_{M}$ such that

$$
|\mu(f)| \leqq C_{M}\|f\|_{\infty} \quad\left(f \in C_{c}(G), \operatorname{supp}(f) \subset M\right)
$$

Moreover, a linear functional $\mu$ is said to be positive if $\mu(f) \geqq 0$ for any nonnegative function $f \in C_{c}(G)$.

For $f \in C_{c}(G)$ and $a \in G$, we define a left translation $L_{a} f$ and a right translation $R_{a} f$ in $C_{c}(G)$ by $L_{a} f(g):=f\left(a^{-1} g\right)$ and $R_{a} f(g):=f(g a)$ respectively.

A positive Borel measure $\mu_{l}$ is called a left Haar measure if $\mu_{l}$ is left-invariant, that is,

$$
\mu_{l}\left(L_{a} f\right)=\mu_{l}(f) \quad\left(f \in C_{c}(G), a \in G\right)
$$

We also define a right Haar measure $\mu_{r}$ by

$$
\mu_{r}\left(R_{a} f\right)=\mu_{r}(f) \quad\left(f \in C_{c}(G), a \in G\right)
$$

Theorem 1.8. (see [4, p. 67]). Every locally compact group $G$ has a unique left Haar measure $\mu_{l}$ up to multiplication by a positive number.

For each $a \in G$, let us define $\mu_{l, a}(f)=\mu_{l}\left(R_{a} f\right)$. Since $L_{x} \circ R_{a}=R_{a} \circ L_{x}$ we have

$$
\mu_{l, a}\left(L_{x} f\right)=\mu_{l}\left(R_{a} L_{x} f\right)=\mu_{l}\left(L_{x} R_{a} f\right)=\mu_{l, a}(f)
$$

Therefore, $\mu_{l, a}(f)$ is a left Haar measure. By Theorem 1.8, there exists a positive number denoted by $\Delta_{G}(a)$ such that

$$
\begin{equation*}
\mu_{l, a}=\Delta_{G}(a)^{-1} \mu_{l} . \tag{1.12}
\end{equation*}
$$

The function $\Delta_{G}: G \ni a \mapsto \Delta_{G}(a) \in \mathbb{R}_{+}$is called the modular function of $G$ which is continuous homomorphism. We note that some authors denote the modular function of $G$ by $\Delta_{G}$ and others denote it by $\Delta_{G}^{-1}$. Furthermore, we shall use the left Haar measure in the Blattner model in Chapter 3.

Let $\mu^{\prime}$ be a measure on $G$ given by

$$
\int_{G} f(g) d \mu^{\prime}(g):=\int_{G} f(g) \Delta_{G}(g)^{-1} d \mu_{l}(g) .
$$

Then we have

$$
\begin{aligned}
\int_{G} R_{a} f(g) d \mu^{\prime}(g) & =\int_{G} f(g a) \Delta_{G}(g)^{-1} d \mu_{l}(g) \\
& =\Delta_{G}(a) \int_{G} f(g a) \Delta_{G}\left((g a)^{-1}\right) d \mu_{l}(g) \\
& =\Delta_{G}(a) \int_{G} f\left(g^{\prime}\right) \Delta_{G}\left(g^{\prime}\right)^{-1} d \mu_{l}\left(g^{\prime} a^{-1}\right) \quad\left(g^{\prime}=g a\right) \\
& =\Delta_{G}(a) \int_{G} f\left(g^{\prime}\right) \Delta_{G}\left(g^{\prime}\right)^{-1} d \mu_{l, a}\left(g^{\prime}\right) \\
& =\Delta_{G}(a) \int_{G} f\left(g^{\prime}\right) \Delta_{G}\left(g^{\prime}\right)^{-1} \Delta_{G}(a)^{-1} d \mu_{l}\left(g^{\prime}\right) \\
& =\int_{G} f\left(g^{\prime}\right) \Delta_{G}\left(g^{\prime}\right)^{-1} d \mu_{l}\left(g^{\prime}\right)=\int_{G} f\left(g^{\prime}\right) d \mu^{\prime}\left(g^{\prime}\right) .
\end{aligned}
$$

Therefore, $\mu^{\prime}$ is a right Haar measure and we can write

$$
\begin{equation*}
\mu_{r}=\Delta_{G}^{-1} \mu_{l} \tag{1.13}
\end{equation*}
$$

By Theorem 1.8 and (1.13), we can obtain

$$
\begin{equation*}
\mu_{r, a}=\Delta_{G}(a) \mu_{r} . \tag{1.14}
\end{equation*}
$$

We shall use the right Haar measure in the Mackey model in Chapter 2. In this thesis, we usually write $d g(g \in G)$ for the left Haar measure $d \mu_{l}(g)$.

### 1.4 Induced representation

We now review briefly the notion of induced representations of Lie groups as an essential summary of [6], [8], [11], [17], [23], [24], [33], [34], [36], [39], and 41]. Our setting devides into two parts. The first is the Mackey model as in 36 which is applied to Chapter 2, and the second is the Blattner model as devoted in [8], [9], and [23] which is applied to Chapter 3.

For the first setting, let $H$ be a closed subgroup of a Lie group $G$, and let $L^{2}(X)$, where $X:=H \backslash G=\{H g ; g \in G\}, \operatorname{dim} X=n$, be what so-called natural Hilbert space consisting of square integrable sections of line bundle $L$ of half-densities on $X$. Although the Mackey model can be considered for locally compact groups, we
discuss it in the Lie groups category following [36]. For a given coordinate chart $U$ on $X$ with the component $\left(x^{1}, x^{2}, \ldots, x^{n}\right)$, we can write the section $f$ by $f(x) \sqrt{d^{n} x}$ and the the inner product on $L^{2}(X)$ is given by

$$
\begin{equation*}
\left(f_{1} \mid f_{2}\right)_{L^{2}(X)}=\int_{X} f_{1}(x) \overline{f_{2}(x)} d^{n} x \quad\left(f_{1}, f_{2} \in L^{2}(X)\right) \tag{1.15}
\end{equation*}
$$

Let $\rho$ be a unitary representation of $H$ in a Hilbert space $\mathcal{H}_{\rho}$. We shall define a unitary representation $\pi$ of $G$ through an extension of $\left(\rho, \mathcal{H}_{\rho}\right)$. This representation is called the induced representation and is denoted by $\operatorname{Ind}_{H}^{G} \rho$.

Let $s: U \rightarrow G$ be a section of natural projection $p: g \mapsto H g$. We assume that almost all $g \in G$ can be written as $g=h s(x)(h \in H, x \in U)$. We emphasize here that in general the fiber bundle $H \rightarrow G \rightarrow X$ is non-trivial, so that there is no smooth or even continuous section $s: X \rightarrow G$ of the projection map $p$ on the whole $X$ (see [36, p.380]). Let $d_{l}^{G}(g)$ and $d_{l}^{H}(h)$ be left invariant volume forms for $G$ and $H$ respectively. In terms $(h, x) \in H \times U$ we obtain

$$
d_{l}^{G}(g)=r(h, x) d_{l}^{H}(h) d^{n} x \quad(\text { for some smooth function } r \text { on } H \times U)
$$

Indeed, since $d_{l}^{G}\left(h^{\prime} g\right)=d_{l}^{G}(g)$ and $d_{l}^{H}\left(h^{\prime} h\right)=d_{l}^{H}(h)$ then $r\left(h^{\prime} h, x\right)=r(h, x)$. This implies $d_{l}^{G}(g)=r(x) d_{l}^{H}(h) d^{n} x$. Now let us define a measure $d \mu_{s}$ on $U$ as follows :

$$
d \mu_{s}(x)=r(x) \Delta_{G}(s(x))^{-1} d^{n} x
$$

Therefore, we have

$$
\begin{equation*}
d_{l}^{G}(g)=\Delta_{G}(s(x)) d_{l}^{H}(h) d \mu_{s}(x) . \tag{1.16}
\end{equation*}
$$

Furthermore, since $d_{r}^{G}(g)=\Delta_{G}(g)^{-1} d_{l}^{G}(g)$ and $d_{r}^{H}(h)=\Delta_{H}(h)^{-1} d_{l}^{H}(h)$, then we have

$$
\begin{equation*}
d_{r}^{G}(g)=d_{r}^{G}(h s(x))=\Delta_{G, H}(h)^{-1} d_{r}^{H}(h) d \mu_{s}(x), \tag{1.17}
\end{equation*}
$$

where $\Delta_{G, H}(h)=\frac{\Delta_{G}(h)}{\Delta_{H}(h)}$. Moreover, an important property of measure $\mu_{s}$ is given as follows:

Lemma 1.9. ([36, p. 381]). We have a measure relation of the form

$$
\begin{equation*}
d \mu_{s}(x . g)=\Delta_{G, H}\left(h_{s}(x, g)\right) d \mu_{s}(x), \tag{1.18}
\end{equation*}
$$

where the master equation

$$
\begin{equation*}
s(x) g=h_{s}(x, g) s(x . g) \tag{1.19}
\end{equation*}
$$

defines $h_{s}(x, g) \in H$.
The explanations above suggest us to define the unitary induced representation $\operatorname{Ind}_{H}^{G} \rho$ on the representation space

$$
\begin{align*}
\mathcal{H}_{\pi} & =L^{2}\left(X, \mathcal{H}_{\rho}, \mu_{s}\right) \\
& =\left\{f: X \rightarrow \mathcal{H}_{\rho} ;\|f\|_{\mathcal{H}_{\pi}}^{2}=\int_{X}|f(x)|_{\mathcal{H}_{\rho}}^{2} d \mu_{s}(x)<\infty\right\} \tag{1.20}
\end{align*}
$$

by

$$
\begin{equation*}
\pi(g) f(x):=\Delta_{G, H}\left(h_{s}(x, g)\right)^{1 / 2} \rho\left(h_{s}(x, g)\right) f(x \cdot g) \tag{1.21}
\end{equation*}
$$

Indeed, this representation is unitary since

$$
\begin{aligned}
\|\pi(g) f(x)\| & =\int_{G} \Delta_{G, H}\left(h_{s}(x, g)\right)\left\|\rho\left(h_{s}(x, g)\right) f(x \cdot g)\right\|^{2} d \mu_{s}(x) \\
& =\int_{G}\|f(x \cdot g)\|^{2} \Delta_{G, H}\left(h_{s}(x, g)\right) d \mu_{s}(x) \quad(\rho \text { is unitary }) \\
& =\int_{G}\|f(x \cdot g)\|^{2} d \mu_{s}(x \cdot g) \quad\left(d \mu_{s}(x \cdot g)=\Delta_{G, H}\left(h_{s}(x, g)\right) d \mu_{s}(x)\right) \\
& =\int_{G}\left\|f\left(x^{\prime}\right)\right\|^{2} d \mu_{s}\left(x^{\prime}\right)=\|f\|^{2} \quad\left(x^{\prime}=x \cdot g\right) .
\end{aligned}
$$

We state the useful property for us the so-called the induction by stages.
Proposition 1.10 (see [23], [36]). Let $G$ be a Lie group and $G_{1} \subset G_{2} \subset G$ be two Lie subgroups of $G$. Let $\rho$ be a unitary representation of $G_{1}$ on $\mathcal{H}_{\rho}$. Then the induced representations $\operatorname{Ind}_{G_{1}}^{G} \rho$ and $\operatorname{Ind}_{G_{2}}^{G}\left(\operatorname{Ind}_{G_{1}}^{G_{2}} \rho\right)$ are unitarily equivalent.

For the second setting, we review the Blattner model like as in [8], 9], and [23]. Let $G$ be a locally compact group and $H$ be a closed subgroup of $G$. It is well known that a $G$-invariant Borel measure on $G / H$ exists if and only if $\Delta_{H}=\Delta_{G} \mid H$.

Definition 1.7. ([23, p.54]). Let $G$ be a locally compact group and $H \subset G$ be a
closed subgroup of $G$. We define the space $\mathcal{E}(G / H)$ as follows :

$$
\mathcal{E}(G / H):=\left\{\xi: G \rightarrow \mathbb{C} ; \xi(g h)=\Delta_{H, G}(h) \xi(g), \quad \forall g \in G, h \in H,\right.
$$

$\xi$ is continuous with compact support modulo $H\}$.

Let us see a useful proposition as follows.
Proposition 1.11. ([23, p. 55]). Let $G$ be a locally compact group and $H \subset G$ be a closed subgroup of $G$. There exists a unique (up to multiplication by a positive number) $G$-invariant positive linear functional on the space $\mathcal{E}(G / H)$, denoted by

$$
\begin{equation*}
\mu_{G, H}(\xi)=\oint_{G / H} \xi(x) d \mu_{G, H}(x) \tag{1.22}
\end{equation*}
$$

Furthermore, we have

$$
\begin{equation*}
\int_{G} f(x) d x=\oint_{G / H}\left\{\int_{H} f(x h) \Delta_{G, H}(h) d h\right\} d \mu_{G, H}(x) . \tag{1.23}
\end{equation*}
$$

Let $K$ be a closed subgroup of $H$. By the transitivity of $\mu_{G, H}$, we obtain

$$
\begin{equation*}
\oint_{G / K} \phi(g) d \dot{g}=\oint_{G / H}\left\{\oint_{H / K} \phi(g h) \Delta_{G, H}(h) d \mu_{G, H}(h)\right\} d \mu_{G, H}(g) \quad(\phi \in \mathcal{E}(G / K)) . \tag{1.24}
\end{equation*}
$$

Definition 1.8. ([23, p. 59]). Let $G$ be a locally compact group and $H$ be its closed subgroup. We assume $\rho$ is a unitary representation of $H$ on $\mathcal{H}_{\rho}$. The space $\mathcal{E}(G / H, \rho)$ is defined by

$$
\mathcal{E}(G / H, \rho):=\left\{f: G \rightarrow \mathcal{H}_{\rho} ; f(g h)=\Delta_{G, H}(h)^{-1 / 2} \rho(h)^{-1} f(g), \quad \forall g \in G, h \in H,\right.
$$

$f$ is continuous with compact support modulo $H\}$.
We define a scalar product on $\mathcal{E}(G / H, \rho)$ by

$$
\left(f_{1} \mid f_{2}\right)_{\operatorname{Ind}_{\rho}}:=\oint_{G / H}\left(f_{1}(g) \mid f_{2}(g)\right) d \dot{g} \quad\left(f_{1}, f_{2} \in \mathcal{E}(G / H, \rho)\right) .
$$

and its norm given by $\|f\|_{\operatorname{Ind}_{\rho}}:=\sqrt{(f \mid f)_{\operatorname{Ind}_{\rho}}}$.

Definition 1.9. ([23, p. 61]). Let $L^{2}(G / H, \rho)$ be a completion of $\mathcal{E}(G / H, \rho)$ with $\|\cdot\|_{\text {Ind }_{\rho}}$. The action of $G$ on $L^{2}(G / H, \rho)$ is denoted by $\pi:=\operatorname{Ind}_{H}^{G} \rho$, and given by

$$
\begin{equation*}
\pi(g) f(x):=f\left(g^{-1} x\right) \quad\left(f \in L^{2}(G / H, \rho) g, x \in G\right) \tag{1.25}
\end{equation*}
$$

We call $\pi$ an induced representation of $G$.
Furthermore, we also introduce the notion of unitary representations of semidirect products (for detail one can see in [43], 44], and [45]). Let $G:=N \rtimes H$ be a semi-direct product of separable, locally compact groups $N$ and $H$ where $N$ is an abelian group. We define a usual product in $G$ by $(n, h)\left(n^{\prime}, h^{\prime}\right):=\left(n \tau(h)\left(n^{\prime}\right), h h^{\prime}\right)$, and $(n, h)^{-1}:=\left(\tau\left(h^{-1}\right)\left(n^{-1}\right), h^{-1}\right)$, where $\tau: H \rightarrow \operatorname{Aut}(N)$ is a group homomorphism. The regularity of $G$ must be satisfied. Namely, we assume that we can find an analytic subset $\hat{N}_{1}$ of the set of characters $\hat{N}$ of $N$ which intersects each $G$-orbit exactly once. Furthermore, the construction of this representation follows constructions in [4] and rewritten as follows.

Theorem 1.12. (see [4, p.508-509]). Let $G:=N \rtimes H$ be a regular semi-direct product of separable, locally compact groups $N$ and $H$ with $N$ is abelian. Then every irreducible unitary representation $\pi$ of $G$ is induced from an irreducible representation $\nu$ of $N \rtimes H_{\hat{n}_{0}}$ with $H_{\hat{n}_{0}}$ is a stabilizer of $H$ at a point $\hat{n}_{0} \in \hat{N}$ such that $\left.\nu\right|_{N}$ equals $\hat{n}_{0} \operatorname{Id}$ and $\nu=\hat{n_{0}} \otimes L \quad\left(L \in \hat{H}_{\hat{n}_{0}}\right) . \quad$ Namely, $\pi=\operatorname{Ind}_{N \rtimes H_{\hat{n}_{0}}}^{G} \nu$.

### 1.5 Intertwining Operators

Let $\pi$ and $\pi^{\prime}$ be unitary representations of $G$ in the representation spaces $\mathcal{H}_{\pi}$ and $\mathcal{H}_{\pi^{\prime}}$ respectively. We introduce the notion of an intertwining operator.

Definition 1.10. ([6, p. 9]). A bounded linear operator $T: \mathcal{H}_{\pi} \rightarrow \mathcal{H}_{\pi^{\prime}}$ is called an intertwining operator from $\pi$ to $\pi^{\prime}$, if it satisfies $T \circ \pi(g)=\pi^{\prime}(g) \circ T$ for any $g \in G$. The representations $\pi$ and $\pi^{\prime}$ are said to be equivalent if the intertwining operator $T: \mathcal{H}_{\pi} \rightarrow \mathcal{H}_{\pi^{\prime}}$ is unitary.

We recall that the induced representation $\pi_{M}:=\pi_{\text {Mackey }}$ in the Mackey model is defined on the representation space $L^{2}\left(X, \mathcal{H}_{\rho}, \mu_{s}\right)$ given by

$$
\pi_{M}\left(g_{0}\right) f(x):=\Delta_{G, H}\left(h_{s}\left(x, g_{0}\right)\right)^{1 / 2} \rho\left(h_{s}\left(x, g_{0}\right)\right) f\left(x \cdot g_{0}\right) \quad\left(f \in L^{2}\left(X, \mathcal{H}_{\rho}, \mu_{s}\right)\right) .
$$

On the other hand, the induced representation $\pi_{B}:=\pi_{\text {Blattner }}$ in the Blattner model is defined on the representation space $L^{2}(G / H, \rho)$ given by

$$
\pi_{B}\left(g_{0}\right) \phi(g):=\phi\left(g_{0}^{-1} g\right) \quad\left(\phi \in L^{2}(G / H, \rho)\right)
$$

In this section, we shall see that $\pi_{M}$ and $\pi_{B}$ is equivalent.
First of all, let us introduce a linear isomorphism

$$
R: \mathcal{E}(G / H) \rightarrow C_{c}(X)
$$

given by $R \xi(x):=\xi\left(s(x)^{-1}\right) \quad(\xi \in \mathcal{E}(G / H), x \in X)$ with its invers is given by $R^{-1} f(g)=\Delta_{G, H}(h) f(x) \quad\left(f \in C_{c}(X), g^{-1}=h s(x)\right)$. Let us define for each $a \in G$, $\xi_{a}(g):=\xi\left(a^{-1} g\right)$. We see that

$$
\begin{aligned}
R \xi_{a}(x) & =\xi_{a}\left(s(x)^{-1}\right)=\xi\left(a^{-1} s(x)^{-1}\right) \\
& =\xi\left(h_{s}(x, a)^{-1} s(x \cdot a)^{-1}\right) \quad\left(s(x) a=h_{s}(x, a) s(x \cdot a)\right) \\
& =\Delta_{G, H}\left(h_{s}(x, a)\right) R \xi(x \cdot a)
\end{aligned}
$$

It follows that

$$
\begin{aligned}
\int_{X} R \xi_{a}(x) d \mu_{s}(x) & =\int_{X} R \xi(x \cdot a) \Delta_{G, H}\left(h_{s}(x, a)\right) d \mu_{s}(x) \\
& \left.=\int_{X} R \xi(x \cdot a) d \mu_{s}(x \cdot a) \quad(\text { by } 1.18)\right) \\
& =\int_{X} R \xi\left(x^{\prime}\right) d \mu_{s}\left(x^{\prime}\right) \quad\left(x^{\prime}=x \cdot a\right) .
\end{aligned}
$$

Therefore a linear functional $\mu^{\prime}: \mathcal{E}(G / H) \rightarrow \mathbb{R}$ given by $\mu^{\prime}(\xi)=\int_{X} R \xi(x) d \mu_{s}(x)$ is left $G$-invariant. By Proposition 1.11, there exist $C_{0}>0$ such that $\mu^{\prime}(\xi)=$ $C_{0} \mu_{G, H}(\xi)$. In other words we have

$$
\begin{equation*}
\int_{X} \xi\left(s(x)^{-1}\right) d \mu_{s}(x)=C_{0} \oint_{G / H} \xi(g) d \mu_{G, H}(g) \tag{1.26}
\end{equation*}
$$

Now we are ready to prove the following proposition.
Proposition 1.13. The unitary representations $\pi_{B}$ and $\pi_{M}$ are equivalent.
Proof. Let us recall that $s: X \supset U \rightarrow G$ is a section of of natural projection
$p: G \ni g \mapsto H g \in X$ and almost all $g \in G$ can be expressed as $g=h s(x)(h \in$ $H, x \in U)$. We shall show that the linear isomorphism

$$
T: L^{2}(G / H, \rho) \rightarrow L^{2}\left(X, \mathcal{H}_{\rho}, \mu_{s}\right)
$$

given by $T \phi(x):=\frac{1}{\sqrt{C_{0}}} \phi\left(s(x)^{-1}\right) \quad\left(C_{0}\right.$ is defined in 1.26) ) is an intertwining operator which is unitary. Indeed, the invers map of $T$ is given by $T^{-1} f(g)=$ $\Delta_{G, H}(h)^{1 / 2} \rho(h) f(x) \quad\left(g^{-1}=h s(x)\right)$. Using 1.26), we have

$$
\begin{aligned}
\|T \phi\|_{L^{2}\left(X, \mathcal{H}_{\rho}, \mu_{s}\right)}^{2} & =\int_{X}|T \phi(x)|^{2} d \mu_{s}(x) \\
& =\int_{X} \frac{1}{C_{0}}\left|\phi\left(s(x)^{-1}\right)\right|^{2} d \mu_{s}(x) \\
& =\oint_{G / H}|\phi(g)|^{2} d \mu_{G, H}(g)=\|\phi\|_{L^{2}(G / H, \rho)}^{2} .
\end{aligned}
$$

This means that $T$ is unitary. Moreover, we see that

$$
\begin{aligned}
T \circ \pi_{B}\left(g_{0}\right) \phi(x) & =\pi_{B}\left(g_{0}\right) \phi\left(s(x)^{-1}\right) \\
& =\phi\left(g_{0}^{-1} s(x)^{-1}\right)=\phi\left(\left(s(x) g_{0}\right)^{-1}\right) \\
& =\phi\left(\left(h_{s}\left(x, g_{0}\right) s\left(x \cdot g_{0}\right)\right)^{-1}\right)=\phi\left(s\left(x \cdot g_{0}\right)^{-1} h_{s}\left(x, g_{0}\right)^{-1}\right) \\
& =\Delta_{G, H}\left(h_{s}\left(x, g_{0}\right)\right)^{1 / 2} \rho\left(h_{s}\left(x, g_{0}\right)\right) \phi\left(s\left(x \cdot g_{0}\right)^{-1}\right) \\
& =\pi_{M}\left(g_{0}\right) \circ T \phi(x) .
\end{aligned}
$$

In other words $T \circ \pi_{B}\left(g_{0}\right)=\pi_{M}\left(g_{0}\right) \circ T$. Therefore, $T$ is a unitary intertwining operator. Thus, $\pi_{B}$ and $\pi_{M}$ are equivalent as desired.

### 1.6 Square-integrable representation

It is well known that the study of square-integrable representations corresponds to continuous wavelet transform (see for examples in [21, [22]). First of all, let us introduce the notion of a square-integrable representation as follows :

Definition 1.11 (see [15]). Let $\left(\pi, \mathcal{H}_{\pi}\right)$ be an irreducible unitary representation of a locally compact group $G$. Then $\pi$ is said to be square-integrable if there exists
a non-zero vector $\phi \in \mathcal{H}_{\pi}$ such that

$$
\begin{equation*}
\int_{G}\left|(\phi \mid \pi(g) \phi)_{\mathcal{H}_{\pi}}\right|^{2} d g<\infty \tag{1.27}
\end{equation*}
$$

If this happens then a vector $\phi$ is called admissible. Moreover, Duflo and Moore [15] showed that there exists a (not necessarily bounded, densely defined) unique operator $C_{\pi}$ on $\mathcal{H}_{\pi}$ and it is called Duflo-Moore operator which is positive selfadjoint. This operator satisfies (see [15] or [27] for detail)

1. $\phi$ is admissible if and only if $\phi \in \operatorname{dom} C_{\pi}$, and
2. For $\phi_{1}, \phi_{3} \in \mathcal{H}_{\pi}$ and $\phi_{2}, \phi_{4} \in \operatorname{dom} C_{\pi}$, we have

$$
\begin{equation*}
\int_{G}\left(\phi_{1} \mid \pi(g) \phi_{2}\right)_{\mathcal{H}_{\pi}}\left(\pi(g) \phi_{4} \mid \phi_{3}\right)_{\mathcal{H}_{\pi}} d g=\left(\phi_{1} \mid \phi_{3}\right)_{\mathcal{H}_{\pi}}\left(C_{\pi} \phi_{4} \mid C_{\pi} \phi_{2}\right)_{\mathcal{H}_{\pi}} . \tag{1.28}
\end{equation*}
$$

By changing variable $g^{\prime}=g a$ with a fixed $a \in G$ at the integral in (1.28), we obtain

$$
\begin{aligned}
& \left(\phi_{1} \mid \phi_{3}\right)_{\mathcal{H}_{\pi}}\left(C_{\pi} \phi_{4} \mid C_{\pi} \phi_{2}\right)_{\mathcal{H}_{\pi}} \\
& \quad=\int_{G}\left(\phi_{1} \mid \pi\left(g^{\prime}\right) \pi(a) \phi_{2}\right)_{\mathcal{H}_{\pi}}\left(\pi\left(g^{\prime}\right) \pi(a) \phi_{4} \mid \phi_{3}\right)_{\mathcal{H}_{\pi}} \Delta_{G}(a) d g^{\prime} \\
& \quad=\Delta_{G}(a)\left(\phi_{1} \mid \phi_{3}\right)_{\mathcal{H}_{\pi}}\left(C_{\pi} \pi(a) \phi_{4} \mid C_{\pi} \pi(a) \phi_{3}\right)_{\mathcal{H}_{\pi}}
\end{aligned}
$$

where $\Delta_{G}$ denotes the modular function of $G$. Therefore, if $\phi_{2} \in \operatorname{dom} C_{\pi}$, then $\pi(a) \phi_{2} \in \operatorname{dom} C_{\pi}$, and we have

$$
C_{\pi}^{2} \phi_{2}=\Delta_{G}(a) \pi(a)^{-1} \circ C_{\pi}^{2} \circ \pi(a) \phi_{2}
$$

thanks to the self-adjointness of $C_{\pi}$. Moreover, since $C_{\pi}$ is positive, we obtain

$$
\begin{equation*}
\pi(a) \circ C_{\pi} \circ \pi(a)^{-1}=\Delta_{G}(a)^{1 / 2} C_{\pi} \quad(a \in G) \tag{1.29}
\end{equation*}
$$

Taking an admissible vector $v_{0} \in \operatorname{dom} C_{\pi}$, we have an isometric embedding $W_{v_{0}}: \mathcal{H}_{\pi} \rightarrow L^{2}(G)$ defined by

$$
W_{v_{0}} v(g):=\left(v \mid \pi(g) v_{0}\right) /\left\|C_{\pi} v_{0}\right\|^{2} \quad\left(v \in \mathcal{H}_{\pi}, g \in G\right)
$$

We observe that the map $W_{v_{0}}$, called a continuous wavelet transform, is an inter-
twining operator from $\pi$ into the left-regular representation. In this way, we see that a square-integrable representation is a subrepresentation of the left-regular representation, and vice-versa. For more detail, the works of square-integrable representations for instance can be read in [7], [10], [29], [31], [32], and [53].

## Chapter 2

## Harmonic Analysis for Frobenius Lie Algebra of Dimension 4

Based on the work [12] by Csikós and Verhóczki about classification of isomorphism classes of Frobenius Lie algebras with dimension $\leq 6$ over a field with characteristic not equals 2, we present some results of harmonic analysis of real Lie groups whose Lie algebras are Frobenius of dimension 4. Particularly, we work on real case. The isomorphism classes of Frobenius Lie algebras of dimension 4 are given by

Theorem 2.1. (see [12, p.448]) For any Frobenius Lie algebra of dimension 4 over a field $\mathbb{F}$ of characteristic $\neq 2$ is isomorphic to one of the following

1. $\mathfrak{g}_{I}:\left[X_{1}, X_{4}\right]=\left[X_{2}, X_{3}\right]=-X_{1},\left[X_{2}, X_{4}\right]=-\frac{X_{2}}{2},\left[X_{3}, X_{4}\right]=-\frac{X_{3}}{2}$,
2. $\mathfrak{g}_{I I}(\tau), \tau \in \mathbb{F}:\left[X_{1}, X_{4}\right]=\left[X_{2}, X_{3}\right]=-X_{1},\left[X_{2}, X_{4}\right]=-X_{3}$, $\left[X_{3}, X_{4}\right]=-X_{3}+\tau X_{2}$,
3. $\mathfrak{g}_{I I I}(\varepsilon)$, where $0 \neq \varepsilon \in \mathbb{F}:\left[X_{1}, X_{3}\right]=\left[X_{2}, X_{4}\right]=-X_{1},\left[X_{1}, X_{4}\right]=\varepsilon X_{2}$, $\left[X_{2}, X_{3}\right]=-X_{2}$.
The Frobenius Lie algebras $\mathfrak{g}_{I I I}(\varepsilon)$ and $\mathfrak{g}_{\text {III }}\left(\varepsilon^{\prime}\right)$ are isomorphic if and only if $\varepsilon / \varepsilon^{\prime}$ is the square element of an element of $\mathbb{F}$.

From Theorem 2.1 above, we get a list of 4-dimensional real Frobenius Lie algebras as follows :

1. $\mathfrak{g}_{I}:\left[X_{1}, X_{4}\right]=\left[X_{2}, X_{3}\right]=-X_{1},\left[X_{2}, X_{4}\right]=-\frac{X_{2}}{2},\left[X_{3}, X_{4}\right]=-\frac{X_{3}}{2}$,
2. $\mathfrak{g}_{I I}(\tau), \tau \in \mathbb{R}:\left[X_{1}, X_{4}\right]=\left[X_{2}, X_{3}\right]=-X_{1},\left[X_{2}, X_{4}\right]=-X_{3}$, $\left[X_{3}, X_{4}\right]=-X_{3}+\tau X_{2}$,
3. $\mathfrak{g}_{I I I}(\varepsilon), \varepsilon= \pm 1:\left[X_{1}, X_{3}\right]=\left[X_{2}, X_{4}\right]=-X_{1},\left[X_{1}, X_{4}\right]=\varepsilon X_{2}$, $\left[X_{2}, X_{3}\right]=-X_{2}$.

Remark 2. For the third type, for $\varepsilon=-1$, we know that $\mathfrak{g}_{I I I}(-1)$ is exponential solvable and it is isomorphic to a direct sum $\mathfrak{a f f}(1) \oplus \mathfrak{a f f}(1)$ where $\mathfrak{a f f}(1)$ is a Lie algebra of $a x+b$ group. On the other hand, for $\varepsilon=1$, the Lie algebra $\mathfrak{g}_{I I I}(1)$ is solvable but not exponential and $\mathfrak{g}_{I I I}(1)$ is isomorphic to the Lie algebra $\mathbb{R}^{2} \rtimes(\mathbb{R} \times \mathfrak{s o}(2))$ of a similitude group $\operatorname{Sim}(2):=\mathbb{R}^{2} \rtimes\left(\mathbb{R}_{+} \times \mathrm{SO}(2)\right)$ (see Section 4.1).

### 2.1 The first type $\mathfrak{g}_{I}$

We observe that the first type of real Frobenius Lie algebra $\mathfrak{g}_{I}$ is exponential solvable. Let $G_{I}$ be an exponential solvable Lie group whose Lie algebra is $\mathfrak{g}_{I}$. We start by computing coadjoint orbits of $G_{I}$. Let $U=a X_{1}+b X_{2}+$ $c X_{3}+q X_{4} \in \mathfrak{g}_{I}$ and $F=\alpha X_{1}^{*}+\beta X_{2}^{*}+\gamma X_{3}^{*}+\delta X_{4}^{*} \in \mathfrak{g}_{I}^{*}$. We obtain $\operatorname{ad}(-U)=$ $\left(\begin{array}{cccc}-q & -c & b & a \\ 0 & -q / 2 & 0 & b / 2 \\ 0 & 0 & -q / 2 & c / 2 \\ 0 & 0 & 0 & 0\end{array}\right)$ with respect to the basis $\left\{X_{i}\right\}_{i=1}^{4}$. In addition, for the case $q \neq 0$ we use identity

$$
\left(\begin{array}{cccc}
-q & -c & b & a  \tag{2.1}\\
0 & -q / 2 & 0 & b / 2 \\
0 & 0 & -q / 2 & c / 2 \\
0 & 0 & 0 & 0
\end{array}\right)=P\left(\begin{array}{cccc}
-q & 0 & 0 & 0 \\
0 & -q / 2 & 0 & 0 \\
0 & 0 & -q / 2 & 0 \\
0 & 0 & 0 & 0
\end{array}\right) P^{-1}
$$

for a suitable non-singular matrix $P$, to compute $\exp (\operatorname{ad}(-U))$. The result is

$$
\exp (\operatorname{ad}(-U))=\left(\begin{array}{cccc}
\lambda^{2} & \frac{2 c \lambda}{q}(\lambda-1) & \frac{2 b \lambda}{q}(1-\lambda) & \frac{a}{q}\left(1-\lambda^{2}\right)  \tag{2.2}\\
0 & \lambda & 0 & \frac{b}{q}(1-\lambda) \\
0 & 0 & \lambda & \frac{c}{q}(1-\lambda) \\
0 & 0 & 0 & 1
\end{array}\right)
$$

where $\lambda:=\exp (-q / 2)>0$. When $q=0, \exp (\operatorname{ad}(-U))$ is given by the limit of $d \rightarrow 0$ in the expression (2.2), that is

$$
\left(\begin{array}{cccc}
1 & -c & -b & a  \tag{2.3}\\
0 & 1 & 0 & \frac{b}{2} \\
0 & 0 & 1 & \frac{c}{2} \\
0 & 0 & 0 & 1
\end{array}\right)
$$

Since $\mathfrak{g}_{I}$ is exponential, we compute the coadjoint orbit $\Omega_{F}=\Omega_{(\alpha, \beta, \gamma, \delta)}$ of $G_{I}$ as the set of $\operatorname{Ad}^{*}(\exp U) F=x X_{1}^{*}+y X_{2}^{*}+z X_{3}^{*}+t X_{4}^{*}$. We obtain the following from (2.2)

$$
\begin{align*}
x & =\lambda^{2} \alpha \\
y & =\frac{2 c \lambda}{q}(\lambda-1) \alpha+\lambda \beta \\
z & =\frac{2 b \lambda}{q}(1-\lambda) \alpha+\lambda \gamma \\
t & =\frac{a}{q}\left(1-\lambda^{2}\right) \alpha+\frac{b}{q}(1-\lambda) \beta+\frac{c}{q}(1-\lambda) \gamma+\delta \tag{2.4}
\end{align*}
$$

Again the case $q=0$ is obtained by taking limit. From (2.4) we can determine all coadjoint orbits of $G_{I}$. It is easy to see for $\alpha=\beta=\gamma=0$ we have 0-dimensional coadjoint orbits. Also for $\alpha=0$ and $(\beta, \gamma) \neq(0,0)$ we have 2-dimensional coadjoint orbits of the form $\Omega_{(0, \cos \theta, \sin \theta, 0)}$ and for the last we have 4 -dimensional coadjoint orbits if $\alpha \neq 0$. Thus we have the following theorem

Theorem 2.2. Let $G_{I}$ be the exponential solvable Lie group whose Lie algebra is the 4-dimensional real Frobenius Lie algebra $\mathfrak{g}_{I}$. Then the set $\mathcal{O}\left(G_{I}\right)$ of all coadjoint orbits for the group $G_{I}$ consists of

1. the 0 -dimensional coadjoint orbit $\Omega_{(0,0,0, \delta)}=\{(0,0,0, \delta)\}$ for $\delta \in \mathbb{R}$.
2. the 2-dimensional coadjoint orbits $\Omega_{(0, \cos \theta, \sin \theta, 0)}=\left\{\left(0, e^{-q / 2} \sin \theta, e^{-q / 2} \cos \theta, t\right) ; q, t \in\right.$ $\mathbb{R}\}$ where $\theta \in[0,2 \pi)$.
3. the 4-dimensional coadjoint orbit $\Omega_{( \pm 1,0,0,0)}=\{(x, y, z, t) ; \pm x>0\}$.

Irreducible unitary representations corresponding to the coadjoint orbits obtained in Theorem 2.2 can be stated as follows.

Theorem 2.3. 1. The irreducible unitary representation $\pi_{\Omega}$ of $G_{I}$ corresponding to the coadjoint orbit $\Omega_{(0,0,0, \delta)}=\{(0,0,0, \delta)\}$ is one-dimensional given by

$$
\begin{equation*}
\pi_{\Omega}(g(a, b, c, q))=e^{2 \pi i \delta q} \tag{2.5}
\end{equation*}
$$

where $g(a, b, c, q)=\exp U \in G$ with $U=a X_{1}+b X_{2}+c X_{3}+q X_{4}$.
2. The irreducible unitary representation $\pi_{\Omega}$ of $G_{I}$ corresponding to the coadjoint orbit $\Omega_{(0, \cos \theta, \sin \theta, 0)}$ is realized on $L^{2}(\mathbb{R})$ by

$$
\begin{equation*}
\left(\pi_{\Omega}(g(a, b, c, q)) f\right)(x)=e^{4 \pi i\left(e^{d / 2}-1\right)(b \cos \theta+c \sin \theta) \frac{e^{x / 2}}{q}} f(x+q) \tag{2.6}
\end{equation*}
$$

where $f \in L^{2}(\mathbb{R}, d x)$.
3. The irreducible unitary representation $\pi_{\Omega}$ of $G_{I}$ corresponding to the coadjoint orbit $\Omega_{( \pm 1,0,0,0)}$ is realized on $L^{2}\left(\mathbb{R}^{2}, d x d y\right)$ by

$$
\begin{align*}
\left(\pi_{\Omega}\left(\exp a X_{1}\right) f\right)(x, y) & =e^{ \pm 2 \pi i a e^{y}} f(x, y) \\
\left(\pi_{\Omega}\left(\exp b X_{2}\right) f\right)(x, y) & =e^{ \pm 2 \pi i b x e^{y / 2}} f(x, y) \\
\left(\pi_{\Omega}\left(\exp c X_{3}\right) f\right)(x, y) & =f\left(x+c e^{y / 2}, y\right), \\
\left(\pi_{\Omega}\left(\exp q X_{4}\right) f\right)(x, y) & =f(x, y+q), \tag{2.7}
\end{align*}
$$

where $f \in L^{2}\left(\mathbb{R}^{2}, d x d y\right)$.
Proof. For the first assertion, we see that the symmetric bilinear form $B_{F}$ is identically zero since rank $B_{F}=\operatorname{dim} \Omega=0$. Hence, a polarization $\mathfrak{p}=\mathfrak{g}_{I}, \exp \mathfrak{p}=G_{I}$ and $\pi_{\Omega}=\nu_{F}$. Therefore, the irreducible unitary representations of $G_{I}$ corresponding to this orbit can be written in the simple formula $\pi_{\Omega}(g(a, b, c, q))=e^{2 \pi i \delta q}$.

For the second assertion, we construct the irreducible unitary representations of $G_{I}$ corresponding to 2-dimensional coadjoint orbits $\Omega_{(0, \cos \theta, \sin \theta, 0)}$ as follows. Let $\mathfrak{p}=\mathbb{R} X_{1} \oplus \mathbb{R} X_{2} \oplus \mathbb{R} X_{3}$ be a polarization of $\mathfrak{g}_{I}$ at $F=\cos \theta X_{2}^{*}+\sin \theta X_{3}^{*}$ satisfying the Pukanszky condition. We have the 1-dimensional irreducible unitary representation $\nu_{F}$ of $\exp \mathfrak{p}$ of the form $\nu_{F}\left(\exp \left(a X_{1}+b X_{2}+c X_{3}\right)\right)=e^{2 \pi i(b \cos \theta+c \sin \theta)}$. Identifying the coset space $\exp \mathfrak{p} \backslash G_{I}$ with $\mathbb{R}$ by

$$
\mathbb{R} \ni x \mapsto \exp \mathfrak{p} \exp x X_{4} \in \exp \mathfrak{p} \backslash G_{I},
$$

we have a section

$$
s: \exp \mathfrak{p} \backslash G_{I} \simeq \mathbb{R} \ni x \mapsto \exp x X_{4} \in G_{I},
$$

then the master equation

$$
\begin{aligned}
s(x) g(a, b, c, q)= & h_{s}(x, g(a, b, c, q)) s(x \cdot g(a, b, c, q)) \\
& \left(x \in \exp \mathfrak{p} \backslash G_{I}, g(a, b, c, q) \in G_{1}, h_{s}(x, g(a, b, c, q)) \in \exp \mathfrak{p}\right)
\end{aligned}
$$

becomes in our case

$$
\begin{align*}
\left(\begin{array}{ccrc}
e^{x} & 0 & 0 & 0 \\
0 & e^{x / 2} & 0 & 0 \\
0 & 0 & e^{x / 2} & 0 \\
0 & 0 & 0 & 1
\end{array}\right) & \left(\begin{array}{cccc}
e^{q} & 2 c e^{q / 2} / q\left(e^{q / 2}-1\right) & -2 b e^{q / 2} / d\left(e^{q / 2}-1\right) & -\frac{a}{q}\left(e^{q}-1\right. \\
0 & e^{q / 2} & 0 & -\frac{b}{q}\left(e^{q / 2}-1\right) \\
0 & 0 & 0 & -\frac{c}{q}\left(e^{q / 2}-1\right) \\
0 & e^{q / 2} & 0 & 1
\end{array}\right) \\
& =\left(\begin{array}{cccc}
1 & x_{3} & -x_{2} & -x_{1} \\
0 & 1 & 0 & -x_{2} / 2 \\
0 & 0 & 1 & -x_{3} / 2 \\
0 & 0 & 0 & 1
\end{array}\right)\left(\begin{array}{cccc}
e^{y} & 0 & 0 & 0 \\
0 & e^{y / 2} & 0 & 0 \\
0 & 0 & e^{y / 2} & 0 \\
0 & 0 & 0 & 1
\end{array}\right) \tag{2.8}
\end{align*}
$$

where we see that

$$
\begin{aligned}
y & =x+q, \quad x_{1}=\frac{a e^{x}}{q}\left(e^{q}-1\right) \\
x_{2} & =\frac{2 b e^{x / 2}}{q}\left(e^{q / 2}-1\right), \quad x_{3}=\frac{2 c e^{x / 2}}{q}\left(e^{d / 2}-1\right)
\end{aligned}
$$

Therefore, the formula of the irreducible unitary representation of $G_{I}$ is

$$
\left(\pi_{\Omega}(g(a, b, c, q)) f\right)(x)=e^{4 \pi i\left(e^{q / 2}-1\right)(b \cos \theta+c \sin \theta) \frac{e^{x / 2}}{q}} f(x+q) \quad\left(f \in L^{2}(\mathbb{R}, d x)\right) .
$$

We can also compute this representation with respect to its basis $\left\{X_{1}, X_{2}, X_{3}, X_{4}\right\}$ as follows.

- the master equation with respect to $e^{a X_{1}}$ is of the form

$$
\begin{aligned}
\exp x X_{4} \exp a X_{1} & =\exp \left(e^{\operatorname{ad} x X_{4}} a X_{1}\right) \exp x X_{4} \\
& =\exp \left(a e^{x} X_{1}\right) \exp x X_{4}
\end{aligned}
$$

- the master equation with respect to $e^{b X_{2}}$ is of the form

$$
\begin{aligned}
\exp x X_{4} \exp b X_{2} & =\exp \left(e^{\operatorname{ad} x X_{4}} b X_{2}\right) \exp x X_{4} \\
& =\exp \left(b e^{x / 2} X_{2}\right) \exp x X_{4}
\end{aligned}
$$

- the master equation with respect to $e^{c X_{3}}$ is of the form

$$
\begin{aligned}
\exp x X_{4} \exp c X_{3} & =\exp \left(e^{\operatorname{ad} x X_{4}} c X_{3}\right) \exp x X_{4} \\
& =\exp \left(c e^{x / 2} X_{3}\right) \exp x X_{4}
\end{aligned}
$$

- the master equation with respect to $e^{q X_{4}}$ is of the form

$$
\exp x X_{4} \exp q X_{4}=\exp (x+q) X_{4}
$$

so that we obtain simpler formula as follows :

$$
\begin{align*}
& \left(\pi_{\Omega}\left(\exp a X_{1}\right) f\right)(x)=f(x), \\
& \left(\pi_{\Omega}\left(\exp b X_{2}\right) f\right)(x)=e^{2 \pi i b e^{x / 2} \cos \theta} f(x), \\
& \left(\pi_{\Omega}\left(\exp c X_{3}\right) f\right)(x)=e^{2 \pi i c e^{x / 2} \sin \theta} f(x), \\
& \left(\pi_{\Omega}\left(\exp q X_{4}\right) f\right)(x)=f(x+q) \quad\left(f \in L^{2}(\mathbb{R}, d x)\right) \tag{2.9}
\end{align*}
$$

For the third assertion, the irreducible unitary representations corresponding to 4-dimensional coadjoint orbits $\Omega_{( \pm 1,0,0,0)}$ through $F= \pm X_{1}^{*}$ can be computed by
considering a real algebraic polarization $\mathfrak{p}=\left\langle X_{1}, X_{2}\right\rangle$ satisfying the Pukanszky condition. Identifying the coset space $\exp \mathfrak{p} \backslash G_{I}$ with $\mathbb{R}^{2}$ by

$$
\mathbb{R}^{2} \ni(x, y) \mapsto \exp \mathfrak{p} \exp x X_{3} \exp y X_{4} \in \exp \mathfrak{p} \backslash G_{I}
$$

we have a section

$$
s: \exp \mathfrak{p} \backslash G_{I} \simeq \mathbb{R}^{2} \ni(x, y) \mapsto \exp x X_{3} \exp y X_{4} \in G_{I},
$$

then finishing the master equation

$$
s(\dot{x}) g=h_{s}(\dot{x}, g) s(\dot{x} \cdot g), \quad\left(\dot{x} \in \exp \mathfrak{p} \backslash G_{I}, g \in G_{1}, h_{s}(\dot{x}, g) \in \exp \mathfrak{p}\right)
$$

with respect to the basis $\left\{X_{1}, X_{2}, X_{3}, X_{4}\right\}$ as follows

- the master equation with respect to $e^{a X_{1}}$ is of the form

$$
\begin{aligned}
\exp x X_{3} \exp y X_{4} \exp a X_{1} & =\exp x X_{3} \exp \left(e^{\operatorname{ad} y X_{4}} a X_{1}\right) \exp y X_{4} \\
& =\exp x X_{3} \exp \left(a e^{y} X_{1}\right) \exp y X_{4} \\
& =\exp \left(e^{\operatorname{ad} x X_{3}}\left(a e^{y} X_{1}\right)\right) \exp x X_{3} \exp y X_{4} \\
& =\exp \left(a e^{y} X_{1}\right) \exp x X_{3} \exp y X_{4}
\end{aligned}
$$

- the master equation with respect to $e^{b X_{2}}$ is of the form

$$
\begin{aligned}
\exp x X_{3} \exp y X_{4} \exp b X_{2} & =\exp x X_{3} \exp \left(e^{\operatorname{ad} y X_{4}} b X_{2}\right) \exp y X_{4} \\
& =\exp x X_{3} \exp \left(b e^{y / 2} X_{2}\right) \exp y X_{4} \\
& =\exp \left(e^{\operatorname{ad} x X_{3}}\left(b e^{y / 2} X_{2}\right)\right) \exp x X_{3} \exp y X_{4} \\
& =\exp \left(b x e^{y / 2} X_{1}+b e^{y / 2} X_{2}\right) \exp x X_{3} \exp y X_{4} .
\end{aligned}
$$

- the master equation with respect to $e^{c X_{3}}$ is of the form

$$
\exp x X_{3} \exp y X_{4} \exp c X_{3}=\exp \left(x+c e^{y / 2}\right) X_{3} \exp y X_{4}
$$

- the master equation with respect to $e^{q X_{4}}$ is of the form

$$
\exp x X_{3} \exp y X_{4} \exp q X_{4}=\exp x X_{3} \exp (y+q) X_{4}
$$

Therefore, we obtain the formulas below.

$$
\begin{aligned}
& \left(\pi_{\Omega}\left(e^{a X_{1}}\right) f\right)(x, y)=e^{ \pm 2 \pi i a e^{y}} f(x, y) \\
& \left(\pi_{\Omega}\left(e^{b X_{2}}\right) f\right)(x, y)=e^{ \pm 2 \pi i b x e^{y / 2}} f(x, y), \\
& \left(\pi_{\Omega}\left(e^{c X_{3}}\right) f\right)(x, y)=f\left(x+c e^{y / 2}, y\right), \\
& \left(\pi_{\Omega}\left(e^{q X_{4}}\right) f\right)(x, y)=f(x, y+q),
\end{aligned}
$$

where $f \in L^{2}\left(\mathbb{R}^{2}, d x d y\right)$.
Furthermore, we shall compute the Duflo-Moore operator of representation $\pi:=\pi_{\Omega}$ of $G_{I}$ given by 2.7) corresponding to $\Omega_{( \pm 1,0,0,0)}$ directly. To do that, we note that for $\phi \in C_{c}\left(G_{I}\right)$, we have

$$
\begin{equation*}
\int_{G_{I}} \phi(g) d g=\int_{\mathbb{R}^{4}} \phi\left(e^{a X_{1}} e^{b X_{2}} e^{c X_{3}} e^{q X_{4}}\right) \frac{d a d b d c d q}{e^{2 q}} \tag{2.10}
\end{equation*}
$$

We compute for $f_{1}, f_{2} \in L^{2}\left(\mathbb{R}^{2}\right)$ the integral

$$
\begin{equation*}
\int_{G_{I}}\left|\left(f_{1} \mid \pi(g) f_{2}\right)\right|^{2} d g \tag{2.11}
\end{equation*}
$$

Now we put $g=e^{a X_{1}} g^{\prime}$ where $g^{\prime}=e^{b X_{2}} e^{c X_{3}} e^{q X_{4}}$. We obtain

$$
\begin{align*}
\left(f_{1} \mid \pi(g) f_{2}\right)= & \int_{\mathbb{R}^{2}} f_{1}(x, y) \overline{e^{2 \pi i a e^{y}} \pi\left(g^{\prime}\right) f_{2}(x, y)} d x d y \\
= & \int_{\mathbb{R}} e^{-2 \pi i a e^{y}}\left\{\int_{\mathbb{R}} f_{1}(x, y) \overline{\pi\left(g^{\prime}\right) f_{2}(x, y)} d x\right\} d y \\
= & \int_{0}^{\infty} e^{-2 \pi i a \eta}\left\{\int_{\mathbb{R}} f_{1}(x, \log \eta) \overline{\pi\left(g^{\prime}\right) f_{2}(x, \log \eta)} d x\right\} \frac{d \eta}{\eta} \\
& \quad\left(\eta=e^{y}, d y=\frac{d \eta}{\eta}\right) \tag{2.12}
\end{align*}
$$

Using Plancherel formula, we have

$$
\begin{equation*}
\int_{\mathbb{R}}\left|\left(f_{1} \mid \pi\left(e^{a X_{1}}\right) \pi\left(g^{\prime}\right) f_{2}\right)\right|^{2} d a=\int_{0}^{\infty}\left|\int_{\mathbb{R}} f_{1}(x, \log \eta) \overline{\pi\left(g^{\prime}\right) f_{2}(x, \log \eta)} d x\right|^{2} \frac{d \eta}{\eta^{2}} \tag{2.13}
\end{equation*}
$$

We put $g^{\prime}=e^{b X_{2}} g^{\prime \prime}$, where $g^{\prime \prime}=e^{c X_{3}} e^{q X_{4}}$. Thus, we obtain

$$
\begin{align*}
\int_{\mathbb{R}} f_{1}(x, \log \eta) & \overline{\pi\left(g^{\prime}\right) f_{2}(x, \log \eta)} d x \\
& =\int_{\mathbb{R}} e^{-2 \pi i b x \sqrt{\eta}} f_{1}(x, \log \eta) \overline{\pi\left(g^{\prime \prime}\right) f_{2}(x, \log \eta)} d x \\
& =\int_{\mathbb{R}} e^{-2 \pi i b x^{\prime}} f_{1}\left(\frac{x^{\prime}}{\sqrt{\eta}}, \log \eta\right) \overline{\pi\left(g^{\prime \prime}\right) f_{2}\left(\frac{x^{\prime}}{\sqrt{\eta}}, \log \eta\right)} \frac{d x^{\prime}}{\sqrt{\eta}} \\
& \left(x^{\prime}=x \sqrt{\eta}, d x=\frac{d x^{\prime}}{\sqrt{\eta}}\right) . \tag{2.14}
\end{align*}
$$

Again by Plancherel formula we have

$$
\begin{align*}
\int_{\mathbb{R}} & \left|\int_{\mathbb{R}} f_{1}(x, \log \eta) \overline{\pi\left(g^{\prime}\right) f_{2}(x, \log \eta)} d x\right|^{2} d b \\
& =\frac{1}{\eta} \int_{\mathbb{R}} \left\lvert\, f_{1}\left(\frac{x^{\prime}}{\sqrt{\eta}}, \log \eta\right) \overline{\left.\pi\left(g^{\prime \prime}\right) f_{2}\left(\frac{x^{\prime}}{\sqrt{\eta}}, \log \eta\right)\right|^{2}} d x^{\prime}\right. \tag{2.15}
\end{align*}
$$

Combining (2.13) and 2.15) we obtain

$$
\begin{align*}
\int_{\mathbb{R}^{2}} \mid\left(f_{1} \mid \pi\left(e^{a X_{1}}\right)\right. & \left.\pi\left(e^{b X_{2}}\right) \pi\left(g^{\prime \prime}\right) f_{2}\right)\left.\right|^{2} d a d b \\
& =\int_{0}^{\infty} \int_{\mathbb{R}}\left|f_{1}\left(\frac{x^{\prime}}{\sqrt{\eta}}, \log \eta\right)\right|^{2}\left|\pi\left(g^{\prime \prime}\right) f_{2}\left(\frac{x^{\prime}}{\sqrt{\eta}}, \log \eta\right)\right|^{2} d x^{\prime} \frac{d \eta}{\eta^{3}} \tag{2.16}
\end{align*}
$$

We can see

$$
\begin{align*}
\pi\left(g^{\prime \prime}\right) f_{2}\left(\frac{x^{\prime}}{\sqrt{\eta}}, \log \eta\right) & =\pi\left(e^{c X_{3}}\right) \pi\left(e^{q X_{4}}\right) f_{2}\left(\frac{x^{\prime}}{\sqrt{\eta}}, \log \eta\right) \\
& =\pi\left(e^{q X_{4}}\right) f_{2}\left(\frac{x^{\prime}}{\sqrt{\eta}}+c \sqrt{\eta}, \log \eta\right) \tag{2.17}
\end{align*}
$$

then we have

$$
\begin{align*}
\int_{\mathbb{R}} \mid \pi\left(e^{q X_{4}}\right) & \left.f_{2}\left(\frac{x^{\prime}}{\sqrt{\eta}}+c \sqrt{\eta}, \log \eta\right)\right|^{2} d c \\
& =\int_{\mathbb{R}}\left|\pi\left(e^{q X_{4}}\right) f_{2}\left(c^{\prime}, \log \eta\right)\right|^{2} \frac{d c^{\prime}}{\sqrt{\eta}} \\
& \left(c^{\prime}=\frac{x^{\prime}}{\sqrt{\eta}}+c \sqrt{\eta}, d c^{\prime}=\sqrt{\eta} d c\right) \\
& =\int_{\mathbb{R}}\left|f_{2}\left(c^{\prime}, \log \eta+q\right)\right|^{2} \frac{d c^{\prime}}{\sqrt{\eta}} \tag{2.18}
\end{align*}
$$

Therefore, we obtain

$$
\begin{align*}
\int_{\mathbb{R}^{2}} \mid \pi\left(e^{c X_{3}}\right) \pi\left(e^{q X_{4}}\right) & \left.f_{2}\left(\frac{x^{\prime}}{\sqrt{\eta}}, \log \eta\right)\right|^{2} \frac{d c d q}{e^{2 q}} \\
& =\int_{\mathbb{R}^{2}}\left|f_{2}\left(c^{\prime}, \log \eta+q\right)\right|^{2} \frac{d c^{\prime}}{\sqrt{\eta}} \frac{d q}{e^{2 q}} \\
& =\int_{\mathbb{R}^{2}}\left|f_{2}\left(c^{\prime}, q^{\prime}\right)\right|^{2} \frac{d c^{\prime}}{\sqrt{\eta}} \frac{\eta^{2} d q^{\prime}}{e^{2 q^{\prime}}} \\
& \left(q^{\prime}=\log \eta+q\right) . \tag{2.19}
\end{align*}
$$

Combining (2.16) and 2.19), then the formula (2.11) becomes

$$
\begin{align*}
\int_{G_{I}}\left|\left(f_{1} \mid \pi(g) f_{2}\right)\right|^{2} d g & =\int_{\mathbb{R}^{4}} \left\lvert\,\left(f_{1}\left|\pi\left(e^{a X_{1}}\right) \pi\left(e^{b X_{2}}\right) \pi\left(e^{c X_{3}}\right) \pi\left(e^{d X_{4}}\right) f_{2}\right|^{2} \frac{d a d b d c d q}{e^{2 q}}\right.\right. \\
& =\int_{0}^{\infty} \int_{\mathbb{R}}\left|f_{1}\left(\frac{x^{\prime}}{\sqrt{\eta}}, \log \eta\right)\right|^{2} d x^{\prime} \frac{d \eta}{\eta \sqrt{\eta}} \int_{\mathbb{R}^{2}}\left|f_{2}\left(c^{\prime}, q^{\prime}\right)\right|^{2} \frac{d c^{\prime} d q^{\prime}}{e^{2 q^{\prime}}} \\
& =\int_{\mathbb{R}} \int_{\mathbb{R}}\left|f_{1}(r, s)\right|^{2} d r d s \cdot \int_{\mathbb{R}^{2}}\left|e^{-q^{\prime}} f_{2}\left(c^{\prime}, q^{\prime}\right)\right|^{2} d c^{\prime} d q^{\prime} \\
& \left(r=\frac{x^{\prime}}{\sqrt{\eta}}, s=\log \eta\right) \\
& =\left\|f_{1}\right\|_{L^{2}\left(\mathbb{R}^{2}\right)}^{2} \cdot \int_{\mathbb{R}^{2}}\left|e^{-q^{\prime}} f_{2}\left(c^{\prime}, q^{\prime}\right)\right|^{2} d c^{\prime} d q^{\prime} \tag{2.20}
\end{align*}
$$

Therefore, we obtain the following theorem.
Theorem 2.4. The Duflo Moore operator $C_{\pi_{\Omega}}$ for the representation $\left(\pi_{\Omega}, L^{2}\left(\mathbb{R}^{2}\right)\right)$
of $G_{I}$ as in 2.7 can be written of the form

$$
\begin{equation*}
C_{\pi} f(x, y)=e^{-y} f(x, y) \quad\left(f \in L^{2}\left(\mathbb{R}^{2}\right)\right) \tag{2.21}
\end{equation*}
$$

We can relate this result to Pfaffian of $\mathfrak{g}_{I}$. For $\pi\left(e^{a X_{1}}\right) f(x, y)=e^{2 \pi i a e^{y}} f(x, y)$ we have

$$
\begin{equation*}
d \pi\left(X_{1}\right) f(x, y)=2 \pi i e^{y} f(x, y) \tag{2.22}
\end{equation*}
$$

and since $\operatorname{Pf}\left(\mathfrak{g}_{I}\right)=Q_{\mathfrak{g}_{I}}=X_{1}^{2}$, then we obtain

$$
\begin{equation*}
d \pi(Q)=\left(d \pi\left(X_{1}\right)\right)^{2}=4 \pi^{2} i^{2} e^{2 y} f(x, y) \tag{2.23}
\end{equation*}
$$

Therefore, we obtain the following proposition
Proposition 2.5. The Duflo-Moore operator $C_{\pi_{\Omega}}$ for representation $\pi_{\Omega}$ of $G_{I}$ as in (2.7) is written in terms of the Pfaffian $Q_{\mathfrak{g}_{I}}$ as

$$
\begin{equation*}
C_{\pi_{\Omega}}=2 \pi\left|d \pi\left(Q_{\mathfrak{g}_{I}}\right)\right|^{-1 / 2} . \tag{2.24}
\end{equation*}
$$

We also notice that $G_{I}$ is a semi-direct product of $N:=\exp \left\langle X_{1}, X_{2}, X_{3}\right\rangle$ which is isomorphic to Heisenberg Lie group, and a closed subgroup $H:=\exp \left\langle X_{4}\right\rangle$ of $\operatorname{Aut}(N)$. It is known that the irreducible unitary representation $\sigma_{\alpha}$ of $N$ corresponding to 2 -dimensional coadjoint orbits through $\alpha X_{1}^{*}(\alpha \in \mathbb{R} \backslash\{0\})$ can be characterized by formula $\sigma_{\alpha}\left(\exp a X_{1}\right)=e^{2 \pi \alpha a}$ Id for $a \in \mathbb{R}$. When $\alpha= \pm 1$, we define $\sigma_{ \pm}$to be a standard Schrödinger representation of $N$ on $L^{2}(\mathbb{R})$ given by

$$
\begin{align*}
\sigma_{ \pm}\left(e^{a X_{1}}\right) f(x) & =e^{ \pm 2 \pi i a} f(x), \\
\sigma_{ \pm}\left(e^{b X_{2}}\right) f(x) & =e^{ \pm 2 \pi i b x} f(x), \\
\sigma_{ \pm}\left(e^{c X_{3}}\right) f(x) & =f(x+c), \tag{2.25}
\end{align*}
$$

where $f \in L^{2}(\mathbb{R})$. We observe that $\sigma_{ \pm}$is equivalent to induced representation $\operatorname{Ind}_{\exp \left\langle X_{1}, X_{2}\right\rangle}^{N} \nu_{ \pm X_{1}^{*}}$. Using the action of $H$ on $\mathbb{R} \backslash\{0\}$ given by

$$
h \cdot \alpha=e^{-q} \alpha \quad\left(h=\exp q X_{4}, \alpha \in \mathbb{R} \backslash\{0\}\right),
$$

we define for general $\alpha \in \mathbb{R} \backslash\{0\}$ a representation $\left(\sigma_{\alpha}, L^{2}(\mathbb{R})\right)$ by

$$
\sigma_{\alpha}(n):=\sigma_{\varepsilon}\left(h^{-1} \cdot n\right) \quad(n \in N)
$$

where $h \in H$ and $\varepsilon= \pm 1$ are unique elements for which $\alpha=h \cdot \varepsilon$.
Remark 3. In [37, Kurniadi and Ishi], we realize the representation $\pi_{\Omega}=\operatorname{Ind}_{\exp p}^{G} \nu_{ \pm}$ as a subrepresentation of the quasi-regular representation of $G_{I}$ on $L^{2}(N)$. Then it was shown implicitly that $\left.\pi_{\Omega}\right|_{N}=\int_{ \pm \mathbb{R}_{+}}^{\oplus} \sigma_{\alpha} d \alpha$ for $\Omega=\Omega_{ \pm}$.

### 2.2 The Second type $\mathfrak{g}_{I I}(\tau)$

First of all, let us see the structure of coadjoint orbits of $G_{I I}(\tau)$
Theorem 2.6. $\operatorname{Let} G_{I I}(\tau)$ be an exponential solvable Lie group of the 4-dimensional real Frobenius Lie algebra $\mathfrak{g}_{I I}(\tau), \tau \in \mathbb{R}$ with $\left\{X_{1}, X_{2}, X_{3}, X_{4}\right\}$ as basis. Then, the set $G_{I I}(\tau) \backslash \mathfrak{g}_{I I}(\tau)^{*}$ of all coadjoint orbits for the group $G_{I I}(\tau)$ (i.e. $\Omega_{(\alpha, \beta, \gamma, \delta)}:=$ $\left.\operatorname{Ad}^{*}\left(G_{I I}(\tau)\right)\left(\alpha X_{1}^{*}+\beta X_{2}^{*}+\gamma X_{3}^{*}+\delta X_{4}^{*}\right)\right)$ consists of

1. the 0-dimensional coadjoint orbit with $\alpha=\beta=\gamma=0$ given by

$$
\begin{equation*}
\Omega_{(0,0,0, \delta)}=\{(0,0,0, \delta)\} \tag{2.26}
\end{equation*}
$$

for any $\delta \in \mathbb{R}$.
2. the 2-dimensional coadjoint orbits with $(\beta, \gamma) \neq(0,0)$ :

$$
\begin{equation*}
\Omega_{(0, \beta, \gamma, 0)}=\left\{\left(0, f_{\tau}(q ; \beta, \gamma), g_{\tau}(q ; \beta, \gamma), t\right) ; t, q \in \mathbb{R}\right\} \tag{2.27}
\end{equation*}
$$

where

$$
\binom{f_{\tau}(q ; \beta, \gamma)}{g_{\tau}(q ; \beta, \gamma)}=\exp q\left(\begin{array}{cc}
0 & -1 \\
\tau & -1
\end{array}\right)\binom{\beta}{\gamma}
$$

3. the 4-dimensional coadjoint orbit of the form:

$$
\begin{equation*}
\Omega_{( \pm 1,0,0,0)}=\left\{x X_{1}^{*}+y X_{2}^{*}+z X_{3}^{*}+t X_{4}^{*} ; \pm x>0, y, z, t \in \mathbb{R}\right\} \tag{2.28}
\end{equation*}
$$

Proof. Let us compute coadjoint orbits of $G_{I I}(\tau)$ with respect to the basis $\left\{X_{1}, X_{2}, X_{3}, X_{4}\right\}$ and $F=\alpha X_{1}^{*}+\beta X_{2}^{*}+\gamma X_{3}^{*}+\delta X_{4}^{*}$. We obtain

$$
\begin{align*}
& \operatorname{Ad}^{*}\left(e^{a X_{1}}\right) F=\alpha X_{1}^{*}+\beta X_{2}^{*}+\gamma X_{3}^{*}+(\alpha a+\delta) X_{4}^{*}, \\
& \operatorname{Ad}^{*}\left(e^{b X_{2}}\right) F=\alpha X_{1}^{*}+\beta X_{2}^{*}+(\alpha b+\gamma) X_{3}^{*}+\left(\frac{\alpha b^{2}}{2}+\gamma b+\delta\right) X_{4}^{*}, \\
& \operatorname{Ad}^{*}\left(e^{c X_{3}}\right) F=\alpha X_{1}^{*}+(-\alpha c+\beta) X_{2}^{*}+\gamma X_{3}^{*}+\left(\frac{\tau \alpha c^{2}}{2}-\tau \beta c+\gamma c+\delta\right) X_{4}^{*}, \\
& \operatorname{Ad}^{*}\left(e^{q X_{4}}\right)\left(\alpha X_{1}^{*}\right)=\alpha e^{-q} X_{1}^{*} . \tag{2.29}
\end{align*}
$$

We note that $\operatorname{Ad}^{*}\left(e^{q X_{4}}\right) F$ is complicated in general, while the formula $\operatorname{Ad}^{*}\left(e^{q X_{4}}\right)\left(\alpha X_{1}^{*}\right)$ is sufficient for our observation of coadjoint orbits. We observe that for $\alpha=$ $\beta=\gamma=0$, we have the 0 -dimensional coadjoint orbits in the form $\Omega_{(0,0,0, \delta)}=$ $\{(0,0,0, \delta)\}$ for $\delta \in \mathbb{R}$. Let $U=a X_{1}+b X_{2}+c X_{3}+q X_{4}$, we have

$$
\operatorname{ad}(U)=\left(\begin{array}{rrrr}
q & c & -b & -a  \tag{2.30}\\
0 & 0 & -\tau q & \tau c \\
0 & q & q & -b-c \\
0 & 0 & 0 & 0
\end{array}\right)
$$

By considering $\operatorname{ad}^{*}(U)$ and $\alpha=0$, we obtain

$$
\left(\begin{array}{l}
y  \tag{2.31}\\
z \\
t
\end{array}\right)=\operatorname{Ad}^{*}\left(e^{U}\right)\left(\beta X_{2}^{*}+\gamma X_{3}^{*}+\delta X_{4}^{*}\right)=\left(\exp \left(\begin{array}{ccc}
0 & -q & 0 \\
\tau q & -q & 0 \\
-\tau c & b+c & 0
\end{array}\right)\right)\left(\begin{array}{l}
\beta \\
\gamma \\
\delta
\end{array}\right)
$$

Moreover, we have

$$
\begin{align*}
\binom{y}{z} & =\left(\exp \left(\begin{array}{cc}
0 & -q \\
\tau q & -q
\end{array}\right)\right)\binom{\beta}{\gamma} \\
& =\binom{f_{\tau}(q ; \beta, \gamma)}{g_{\tau}(q ; \beta, \gamma)} \tag{2.32}
\end{align*}
$$

If $q=0$, then we have

$$
\begin{align*}
\left(\begin{array}{l}
y \\
z \\
t
\end{array}\right) & =\left(\exp \left(\begin{array}{rrr}
0 & 0 & 0 \\
0 & 0 & 0 \\
-\tau c & b+c & 0
\end{array}\right)\right)\left(\begin{array}{l}
\beta \\
\gamma \\
\delta
\end{array}\right) \\
& =\left(\begin{array}{rrr}
1 & 0 & 0 \\
0 & 1 & 0 \\
-\tau c & b+c & 1
\end{array}\right)\left(\begin{array}{l}
\beta \\
\gamma \\
\delta
\end{array}\right) \tag{2.33}
\end{align*}
$$

If $(\beta, \gamma) \neq 0$, then $t=-\tau c \beta+(b+c) \gamma+\delta$ runs over $\mathbb{R}$ with $(b, c)$ runs over $\mathbb{R}^{2}$. Thus we have 2-dimensional coadjoint orbits $\Omega_{(0, \beta, \gamma, 0)}=\left\{\left(0, f_{\tau}(q ; \beta, \gamma), g_{\tau}(q ; \beta, \gamma), t\right) ; q, t \in\right.$ $\mathbb{R}\}$. Now if we consider $q=0$, then

$$
\left(\begin{array}{l}
x  \tag{2.34}\\
y \\
z \\
t
\end{array}\right)=\operatorname{Ad}^{*}\left(e^{U}\right) F=\left(\begin{array}{cccc}
0 & 0 & 0 \\
1 & 1 & 0 & 0 \\
-c & 0 & 1 & 0 \\
b & -\tau c & b+c & 1
\end{array}\right)\left(\begin{array}{c}
\alpha \\
\beta \\
\gamma \\
\delta+1 / 2\left(b^{2}+b c+\tau c^{2}\right)
\end{array}\right)
$$

Furthermore, if $\alpha \neq 0$, then $(y, z, t)$ will run over $\mathbb{R}^{3}$ with $(a, b, c)$ runs over $\mathbb{R}^{3}$. In addition, if $(a, b, c)=(0,0,0)$

$$
\operatorname{Ad}^{*}\left(e^{U}\right)=\left(\begin{array}{lll}
e^{-q} & & \\
& \exp \left(\begin{array}{cc}
0 & -q \\
\tau q & -q
\end{array}\right) & \\
& & 1
\end{array}\right)
$$

Therefore, we obtain 4-dimensional coadjoint orbits in the forms $\Omega_{( \pm 1,0,0,0)}=$ $\{(x, y, z, t) ; \pm x>0, y, z, t \in \mathbb{R}\}$.
Remark 4. To compute $f_{\tau}(q ; \beta, \gamma)$ and $g_{\tau}(q ; \beta, \gamma)$ in 2.27), we explain by case of $\tau$. First we consider the case $\tau<1 / 4$. Eigenvalues of $\operatorname{ad}\left(X_{4}\right)$ are $\lambda_{2}=\frac{1+\sqrt{1-4 \tau}}{2}$ and $\lambda_{3}=\frac{1-\sqrt{1-4 \tau}}{2}$ corresponding to eigenvectors $v_{2}=\binom{-\lambda_{3}}{1}$ and $v_{3}=\binom{-\lambda_{2}}{1}$ respectively. For simpler computations we put

$$
Y_{2}=-\lambda_{3} X_{2}+X_{3} \text { and } Y_{3}=-\lambda_{2} X_{2}+X_{3} .
$$

Thus, $\operatorname{ad}\left(X_{4}\right) Y_{2}=\lambda_{2} Y_{2}$ and $\operatorname{ad}\left(X_{4}\right) Y_{3}=\lambda_{3} Y_{3}$ and we get $e^{-q X_{4}} Y_{2}=e^{-\lambda_{2} q} Y_{2}$ and $e^{-q X_{4}} Y_{3}=e^{-\lambda_{3} q} Y_{3}$. Moreover, let us take

$$
Y_{2}^{*}=\frac{1}{\lambda_{2}-\lambda_{3}}\left(X_{2}^{*}+\lambda_{3} X_{3}^{*}\right) \text { and } Y_{3}^{*}=\frac{1}{\lambda_{3}-\lambda_{2}}\left(X_{2}^{*}+\lambda_{4} X_{3}^{*}\right)
$$

such that $\left\langle Y_{i}, Y_{j}^{*}\right\rangle=\delta_{i j}$ where $i, j=1,2$. In these terms for $\beta \in \mathbb{R}$, we obtain 2 dimensional coadjoint orbits of the forms

$$
\begin{align*}
\Omega_{ \pm Y_{2}^{*}+\gamma Y_{3}^{*}} & =\left\{ \pm e^{-\lambda_{2} q} Y_{2}^{*}+\gamma e^{-\lambda_{3} q} Y_{3}^{*}+t X_{4}^{*} ; q, t \in \mathbb{R}\right\} \\
& =\left\{ \pm y Y_{2}^{*}+z Y_{3}^{*}+t X_{4}^{*} ; z=\gamma y^{\frac{\lambda_{3}}{\lambda_{2}}}, y>0, t \in \mathbb{R}\right\} . \tag{2.35}
\end{align*}
$$

For the second case $\tau=1 / 4$, we take

$$
\begin{aligned}
Y_{2} & =-X_{2}+2 X_{3}, & & Y_{3}=2 X_{2}, \\
Y_{2}^{*} & =\frac{1}{2} X_{3}^{*}, & & Y_{3}^{*}=\frac{1}{2} X_{2}^{*}+\frac{1}{4} X_{3}^{*},
\end{aligned}
$$

where $\left\langle Y_{i}, Y_{j}^{*}\right\rangle=\delta_{i j}$. Using the equality

$$
\left.e^{\operatorname{ad}\left(-q X_{4}\right.}\right)\left(\begin{array}{ll}
Y_{2} & Y_{3}
\end{array}\right)=\left(\begin{array}{ll}
Y_{2} & Y_{3}
\end{array}\right)\left(\begin{array}{cc}
e^{-q / 2} & -q e^{-q / 2} \\
0 & e^{-q / 2}
\end{array}\right)
$$

and $(2.33)$, we obtain

$$
\begin{align*}
\Omega_{\beta Y_{2}^{*}+\gamma Y_{3}^{*}} & =\left\{y Y_{2}^{*}+z Y_{3}^{*}+t X_{4}^{*} ; q, t \in \mathbb{R}\right\}, \text { where } \\
y & =\beta e^{-q / 2}, \\
z & =-\beta q e^{-q / 2}+\gamma e^{-q / 2} . \tag{2.36}
\end{align*}
$$

For the third case $\tau>1 / 4$, we practice the argument similar to $\tau<1 / 4$. Let us consider

$$
Y_{2}=-\lambda_{3} X_{2}+X_{3}, \quad Y_{3}=-\lambda_{2} X_{2}+X_{3},
$$

where $\lambda_{2}=\frac{1}{2}+i \frac{\sqrt{4 \tau-1}}{2}$ and $\lambda_{3}=\frac{1}{2}-i \frac{\sqrt{4 \tau-1}}{2}$. Then, we obtain $\operatorname{ad}\left(X_{4}\right) Y_{2}=\lambda_{2} Y_{2}$
and $\operatorname{ad}\left(X_{4}\right) Y_{3}=\lambda_{3} Y_{3}$. Let us take

$$
\begin{aligned}
& Y_{2}^{*}=\frac{1}{\lambda_{2}-\lambda_{3}}\left(X_{2}^{*}+\lambda_{2} X_{3}^{*}\right)=\frac{X_{3}^{*}}{2}-\frac{i}{\sqrt{4 \tau-1}}\left(X_{2}^{*}+\frac{X_{3}^{*}}{2}\right), \\
& Y_{3}^{*}=\frac{1}{\lambda_{3}-\lambda_{2}}\left(X_{2}^{*}+\lambda_{3} X_{3}^{*}\right)=\frac{X_{3}^{*}}{2}+\frac{i}{\sqrt{4 \tau-1}}\left(X_{2}^{*}+\frac{X_{3}^{*}}{2}\right),
\end{aligned}
$$

where $\left\langle Y_{i}, Y_{j}^{*}\right\rangle=\delta_{i j}(i, j=1,2)$. Then we put

$$
Z_{2}^{*}=\frac{X_{3}^{*}}{2}, \quad Z_{3}^{*}=-\frac{1}{\sqrt{4 \tau-1}}\left(X_{2}^{*}+\frac{X_{3}^{*}}{2}\right)
$$

where

$$
\left(\begin{array}{cc}
Y_{2}^{*} & Y_{3}^{*}
\end{array}\right)=\left(\begin{array}{ll}
Z_{2}^{*} & Z_{3}^{*}
\end{array}\right)\left(\begin{array}{cc}
1 & 1 \\
i & -i
\end{array}\right)
$$

Indeed, we have

$$
\begin{aligned}
\operatorname{ad}\left(X_{4}\right)\left(\begin{array}{ll}
Z_{2} & Z_{3}
\end{array}\right) & =\left(\begin{array}{ll}
Z_{2} & Z_{3}
\end{array}\right)\left(\begin{array}{rr}
1 / 2 & \frac{\sqrt{4 \tau-1}}{2} \\
-\frac{\sqrt{4 \tau-1}}{2} & 1 / 2
\end{array}\right) \\
\left.e^{\operatorname{ad}\left(-q X_{4}\right.}\right)\left(\begin{array}{ll}
Z_{2} & Z_{3}
\end{array}\right) & =\left(\begin{array}{ll}
Z_{2} & Z_{3}
\end{array}\right) e^{-q / 2}\left(\begin{array}{rr}
\cos \left(\frac{q}{2} \sqrt{4 \tau-1}\right) & -\sin \left(\frac{q}{2} \sqrt{4 \tau-1}\right) \\
\sin \left(\frac{q}{2} \sqrt{4 \tau-1}\right) & \cos \left(\frac{q}{2} \sqrt{4 \tau-1}\right)
\end{array}\right) .
\end{aligned}
$$

Using (2.33) we obtain

$$
\begin{align*}
\Omega_{\beta Z_{2}^{*}+\gamma Z_{3}^{*}} & =\left\{y Z_{2}^{*}+z Z_{3}^{*}+t X_{4}^{*} ; q, t \in \mathbb{R}\right\}, \text { where } \\
y & \left.\left.=\beta e^{-q / 2} \cos \left(\frac{q}{2} \sqrt{4 \tau-1}\right)\right)+\gamma e^{-q / 2} \sin \left(\frac{q}{2} \sqrt{4 \tau-1}\right)\right), \\
z & \left.\left.=-\beta e^{-q / 2} \sin \left(\frac{q}{2} \sqrt{4 \tau-1}\right)\right)+\gamma e^{-q / 2} \cos \left(\frac{q}{2} \sqrt{4 \tau-1}\right)\right) . \tag{2.37}
\end{align*}
$$

We also give another way to compute coadjoint orbits when $\alpha \neq 0$. Let us now observe for $\alpha>0$. Using (2.29) we consider for $F=\alpha X_{1}^{*}+\beta X_{2}^{*}+\gamma X_{3}^{*}+\delta X_{4}^{*}$

$$
\begin{equation*}
\operatorname{Ad}^{*}\left(e^{(\log \alpha) X_{4}} e^{-\frac{\delta^{\prime \prime}}{\alpha} X_{1}} e^{\frac{\beta}{\alpha} X_{3}} e^{-\frac{\gamma}{\alpha} X_{2}}\right) F=X_{1}^{*} \tag{2.38}
\end{equation*}
$$

where $\delta^{\prime \prime}=\frac{\tau \alpha\left(\frac{\beta}{\alpha}\right)^{2}}{2}-\tau \beta\left(\frac{\beta}{\alpha}\right)+\gamma\left(\frac{\beta}{\alpha}\right)+\delta$ and $q=\log \alpha$. We also use the same arguments for $\alpha<0$. Therefore, for $\alpha \neq 0$ we obtain 2 types of 4 -dimensional
coadjoint orbits in the following patterns

$$
\begin{equation*}
\Omega_{(1,0,0,0)}=\left\{F \in \mathfrak{g}_{I I}^{*}(\tau) ; \alpha>0\right\} \tag{2.39}
\end{equation*}
$$

and

$$
\begin{equation*}
\Omega_{(-1,0,0,0)}=\left\{F \in \mathfrak{g}_{I I}^{*}(\tau) ; \alpha<0\right\} . \tag{2.40}
\end{equation*}
$$

We can observe that only $\Omega_{ \pm}:=\Omega_{( \pm 1,0,0,0)}$ is an open orbit for $G_{I I}(\tau)$. Furthermore, we shall construct irreducible unitary representation for $G_{I I}(\tau)$ as follows.

Theorem 2.7. The irreducible unitary representation of $G_{I I}(\tau)$ on the space $L^{2}\left(\mathbb{R}^{2}, d x d y\right)$ corresponding to the open orbit $\Omega_{ \pm}$can be written as

$$
\begin{align*}
\left(\pi_{\Omega_{ \pm}}\left(\exp q X_{4}\right) f\right)(x, y) & =f(x, y+q) \\
\left(\pi_{\Omega_{ \pm}}(\exp Z) f\right)(x, y) & =\sigma_{ \pm}\left(\exp \left(\operatorname{Ad}\left(\exp y X_{4}\right) Z\right)\right) f(x, y) \tag{2.41}
\end{align*}
$$

where $Z=a X_{1}+b X_{2}+c X_{3}$, and $\sigma_{ \pm}$acts on $f(\cdot, y) \in L^{2}(\mathbb{R})$ for each $y \in \mathbb{R}$.
Proof. Let $f= \pm X_{1}^{*}$ be element of $\mathfrak{g}_{I I}^{*}(\tau)$ and $\mathfrak{p}=\left\langle X_{1}, X_{2}\right\rangle$ be a polarization of $\mathfrak{g}_{I I}(\tau)$ at $f$ satisfying Pukanszky condition. Identifying the coset space $\exp \mathfrak{p} \backslash G_{I I}(\tau)$ with $\mathbb{R}^{2}$ by

$$
\mathbb{R}^{2} \ni(x, y) \mapsto \exp \mathfrak{p} \exp x X_{3} \exp y X_{4} \in \exp \mathfrak{p} \backslash G_{I I}(\tau)
$$

we have a section

$$
s: \exp \mathfrak{p} \backslash G_{I I}(\tau) \simeq \mathbb{R}^{2} \ni(x, y) \mapsto \exp x X_{3} \exp y X_{4} \in G_{I I}(\tau)
$$

then the master equation $s(\dot{x}) g=h_{s}(\dot{x}, g) s(\dot{x} \cdot g) \quad\left(\dot{x} \in \exp \mathfrak{p} \backslash G_{I I}(\tau), g \in\right.$ $\left.G_{I I}(\tau), h_{s}(\dot{x}, g) \in \exp \mathfrak{p}\right)$ for the representation $\pi_{\Omega_{ \pm}}$of $G_{I I}(\tau)$ becomes in our case

$$
\begin{equation*}
\exp \left(x X_{3}\right) \cdot \exp \left(y X_{4}\right) \cdot g=h^{\prime} \cdot \exp \left(x^{\prime} X_{3}\right) \cdot \exp \left(y^{\prime} X_{4}\right) \tag{2.42}
\end{equation*}
$$

Substituting $g=\exp q X_{4}$ to (2.42), we have

$$
\exp \left(x X_{3}\right) \cdot \exp \left(y X_{4}\right) \cdot \exp \left(q X_{4}\right)=\exp \left(x X_{3}\right) \cdot \exp (y+q) X_{4} .
$$

Therefore, the representation $\pi_{\Omega_{ \pm}}$with respect to the basis $\exp q X_{4}$ can be written as follows.

$$
\begin{equation*}
\left(\pi_{\Omega_{ \pm}}\left(\exp q X_{4}\right) f\right)(x, y)=f(x, y+q) \quad\left(f \in L^{2}\left(\mathbb{R}^{2}\right)\right) \tag{2.43}
\end{equation*}
$$

Furthermore, let $Z=a X_{1}+b X_{2}+c X_{3}$ be element of $\left\langle X_{1}, X_{2}, X_{3}\right\rangle$. We see that $N=\exp \left\langle X_{1}, X_{2}, X_{3}\right\rangle$ is the Heisenberg Lie group and it is well known that the master equation for the representation $\sigma_{ \pm}:=\operatorname{Ind}_{\exp \left\langle X_{1}, X_{2}\right\rangle}^{N} \nu_{ \pm}$of $N$ can be written as

$$
\exp \left(x X_{3}\right) \cdot n=h^{\prime} \cdot \exp \left(x^{\prime} X_{3}\right)
$$

where $n \in N, x, x^{\prime} \in \mathbb{R}, h^{\prime} \in \exp \left\langle X_{1}, X_{2}\right\rangle$. Then the representation $\sigma_{ \pm}$takes the form

$$
\begin{equation*}
\left(\sigma_{ \pm}(n) f\right)(x)=\nu_{ \pm}\left(h^{\prime}\right) f\left(x^{\prime}\right) \quad\left(f \in L^{2}\left(\mathbb{R}^{2}\right)\right. \tag{2.44}
\end{equation*}
$$

and it can be computed with respect to the basis $\left\{X_{1}, X_{2}, X_{3}\right\}$ as given in 2.25). On the other hand, the master equation for representation $\pi_{\Omega_{ \pm}}:=\operatorname{Ind}_{\exp \left\langle X_{1}, X_{2}\right\rangle}^{G} \nu_{ \pm}$ of $G_{I I}(\tau)$ is given in (2.42). Now, substituting $g=\exp Z$ to (2.42), we obtain

$$
\begin{align*}
\exp \left(x X_{3}\right) \cdot \exp \left(y X_{4}\right) \cdot \exp Z & =\exp \left(x X_{3}\right) \cdot \exp \left(\operatorname{Ad}\left(e^{y X_{4}}\right) Z\right) \cdot \exp \left(y X_{4}\right) \\
& =h^{\prime} \cdot \exp \left(x X_{3}\right) \cdot \exp \left(y X_{4}\right) \tag{2.45}
\end{align*}
$$

We see that for $n=\exp \left(\operatorname{Ad}\left(e^{y X_{4}}\right) Z\right)$, the formula

$$
\exp \left(x X_{3}\right) \cdot \exp \left(\operatorname{Ad}\left(e^{y X_{4}}\right) Z\right)=h^{\prime} \cdot \exp \left(x^{\prime} X_{3}\right)
$$

is the master equation for $N$. Therefore, we obtain the irreducible unitary representation for $G_{I I}(\tau)$ on $L^{2}\left(\mathbb{R}^{2}\right)$ of the form

$$
\begin{equation*}
\left(\pi_{\Omega_{ \pm}}(\exp Z) f\right)(x, y)=\sigma_{ \pm}\left(\exp \left(\operatorname{Ad}\left(\exp y X_{4}\right) Z\right) f(x, y) \quad\left(f \in L^{2}\left(\mathbb{R}^{2}\right)\right)\right. \tag{2.46}
\end{equation*}
$$

as required.
Next task is to consider the Duflo-Moore operator for the representation $\pi:=$ $\pi_{\Omega_{ \pm}}$of $G_{I I}(\tau)$ given by (2.41) corresponding to the open coadjoint orbit $\Omega_{( \pm 1,0,0,0)}$
by computing directly as follows. For $\phi \in C_{c}\left(G_{I I}(\tau)\right)$, we have

$$
\int_{G_{I I}(\tau)} \phi(g) d g=\int_{\mathbb{R}^{4}} \phi\left(e^{a X_{1}} e^{b X_{2}} e^{c X_{3}} e^{q X_{4}}\right) \frac{d a d b d c d q}{e^{2 q}} .
$$

We compute for $f_{1}, f_{2} \in L^{2}\left(\mathbb{R}^{2}\right)$ the integral

$$
\begin{equation*}
\int_{G_{I I}(\tau)}\left|\left(f_{1} \mid \pi(g) f_{2}\right)\right|^{2} d g \tag{2.47}
\end{equation*}
$$

Now we put $g=e^{a X_{1}} g^{\prime}$ where $g^{\prime}=e^{b X_{2}} e^{c X_{3}} e^{q X_{4}}$. We obtain

$$
\begin{align*}
\left(f_{1} \mid \pi(g) f_{2}\right)= & \int_{\mathbb{R}^{2}} f_{1}(x, y) \overline{e^{ \pm 2 \pi i a e} e^{y} \pi\left(g^{\prime}\right) f_{2}(x, y)} d x d y \\
= & \int_{\mathbb{R}} e^{\mp 2 \pi i a e^{y}}\left\{\int_{\mathbb{R}} f_{1}(x, y) \overline{\pi\left(g^{\prime}\right) f_{2}(x, y)} d x\right\} d y \\
= & \int_{0}^{\infty} e^{\mp 2 \pi i a \eta}\left\{\int_{\mathbb{R}} f_{1}(x, \log \eta) \overline{\pi\left(g^{\prime}\right) f_{2}(x, \log \eta)} d x\right\} \frac{d \eta}{\eta} \\
& \quad\left(\eta=e^{y}, d y=\frac{d \eta}{\eta}\right) \tag{2.48}
\end{align*}
$$

Using Plancherel formula, we have

$$
\begin{align*}
\int_{\mathbb{R}} \mid\left(f_{1} \mid \pi\left(e^{a X_{1}}\right)\right. & \left.\pi\left(g^{\prime}\right) f_{2}\right)\left.\right|^{2} d a \\
& =\int_{0}^{\infty}\left|\int_{\mathbb{R}} f_{1}(x, \log \eta) \overline{\pi\left(g^{\prime}\right) f_{2}(x, \log \eta)} d x\right|^{2} \frac{d \eta}{\eta^{2}} \\
& =\int_{0}^{\infty}\left|\int_{\mathbb{R}} f_{1}(x, \log \eta) \overline{\pi\left(e^{b X_{2}} e^{c X_{3}}\right) \pi\left(e^{q X_{4}}\right) f_{2}(x, \log \eta)} d x\right|^{2} \frac{d \eta}{\eta^{2}} \tag{2.49}
\end{align*}
$$

Before continuing computations, let us see the useful lemma below, which will be used in our next computations.

Lemma 2.8 (see [19]). Let $\sigma_{ \pm}$be the representation of $N=\exp \left\langle X_{1}, X_{2}, X_{3}\right\rangle$ on $L^{2}(\mathbb{R})$ as in (2.25). For $\phi_{1}, \phi_{1} \in L^{2}(\mathbb{R})$, we have

$$
\begin{equation*}
\int_{\mathbb{R}^{2}}\left|\left(\phi_{1} \mid \sigma_{ \pm}\left(e^{b X_{2}} e^{c X_{3}}\right) \phi_{2}\right)_{L^{2}(\mathbb{R})}\right|^{2} d b d c=\left\|\phi_{1}\right\|_{L^{2}(\mathbb{R})}^{2}\left\|\phi_{2}\right\|_{L^{2}(\mathbb{R})}^{2} \tag{2.50}
\end{equation*}
$$

Proof. Let $\phi_{1}, \phi_{2}$ be elements of $L^{2}(\mathbb{R})$. We compute the inner product

$$
\begin{align*}
\left(\phi_{1} \mid \sigma_{ \pm}\left(e^{b X_{2}} e^{c X_{3}}\right) \phi_{2}\right) & =\int_{\mathbb{R}} \phi_{1}(x) \overline{e^{ \pm 2 \pi i b x} \phi_{2}(x+c)} d x \\
& =\int_{\mathbb{R}} e^{\mp 2 \pi i b x} \phi_{1}(x) \overline{\phi_{2}(x+c)} d x \tag{2.51}
\end{align*}
$$

and by Plancherel formula we get

$$
\begin{align*}
\int_{\mathbb{R}^{2}}\left|\left(\phi_{1} \mid \sigma_{ \pm}\left(e^{b X_{2}} e^{c X_{3}}\right) \phi_{2}\right)\right|^{2} d b d c & =\int_{\mathbb{R}}\left|\phi_{1}(x)\right|^{2}\left\{\int_{\mathbb{R}}\left|\phi_{2}(x+c)\right|^{2} d c\right\} d x \\
& =\int_{\mathbb{R}}\left|\phi_{1}(x)\right|^{2} d x \int_{\mathbb{R}}\left|\phi_{2}(x+c)\right|^{2} d c \\
& =\int_{\mathbb{R}}\left|\phi_{1}(x)\right|^{2} d x \int_{\mathbb{R}}\left|\phi_{2}\left(c^{\prime}\right)\right|^{2} d c^{\prime} \quad\left(c^{\prime}=x+c\right) \\
& =\left\|\phi_{1}\right\|_{L^{2}(\mathbb{R})}^{2}| | \phi_{2} \|_{L^{2}(\mathbb{R})}^{2} . \tag{2.52}
\end{align*}
$$

Furthermore, since $X_{2}$ and $X_{3}$ commute with their commutator, that is,

$$
\left[X_{2},\left[X_{2}, X_{3}\right]\right]=\left[X_{3},\left[X_{2}, X_{3}\right]\right]=0
$$

by the Baker-Campbell-Hausdorff formula we have

$$
\begin{aligned}
e^{b X_{2}} e^{c X_{3}} & =e^{b X_{2}+c X_{3}+b c\left[X_{2}, X_{3}\right] / 2} \\
& =e^{b X_{2}+c X_{3}-b c X_{1} / 2} \\
& =e^{-b c X_{1} / 2} e^{b X_{2}+c X_{3}} .
\end{aligned}
$$

Therefore, we have

$$
\begin{aligned}
\left|\left(\phi_{1} \mid \sigma_{ \pm}\left(e^{b X_{2}} e^{c X_{3}}\right) \phi_{2}\right)\right|^{2} & =\left|e^{ \pm 2 \pi i(b c / 2)}\left(\phi_{1} \mid \sigma_{ \pm}\left(e^{b X_{2}+c X_{3}}\right) \phi_{2}\right)\right|^{2} \\
& =\left|\left(\phi_{1} \mid \sigma_{ \pm}\left(e^{b X_{2}+c X_{3}}\right) \phi_{2}\right)\right|^{2}
\end{aligned}
$$

Thus we obtain

## Corollary 2.9.

$$
\begin{equation*}
\int_{\mathbb{R}^{2}}\left|\left(\phi_{1} \mid \sigma_{ \pm}\left(e^{b X_{2}+c X_{3}} \phi_{2}\right)\right)_{L^{2}(\mathbb{R})}\right|^{2} d b d c=\left\|\phi_{1}\right\|_{L^{2}(\mathbb{R})}^{2}| | \phi_{2} \|_{L^{2}(\mathbb{R})}^{2} \tag{2.53}
\end{equation*}
$$

Using (2.41), 2.49, and Corollary 2.9, we obtain

$$
\begin{align*}
& \int_{\mathbb{R}^{2}} \int_{\mathbb{R}}\left|\left(f_{1} \mid \pi\left(e^{a X_{1}}\right) \pi\left(e^{b X_{2}} e^{c X_{3}}\right) \pi\left(e^{q X_{4}}\right) f_{2}\right)\right|^{2} d a d b d c \\
&=\int_{0}^{\infty} \int_{\mathbb{R}^{2}}\left|\left(f_{1}(\cdot, \log \eta) \mid \pi\left(e^{b X_{2}+c X_{3}}\right) \pi\left(e^{q X_{4}}\right) f_{2}(\cdot, \log \eta)\right)\right|^{2} d b d c \frac{d \eta}{\eta^{2}} \\
&= \int_{0}^{\infty} \int_{\mathbb{R}^{2}}\left|\left(f_{1}(\cdot, \log \eta) \mid \sigma_{ \pm}\left(\exp \left(\operatorname{Ad}\left(e^{\log \eta X_{4}}\right)\left(b X_{2}+c X_{3}\right)\right)\right) \pi\left(e^{q X_{4}}\right) f_{2}(\cdot, \log \eta)\right)\right|^{2} d b d c \frac{d \eta}{\eta^{2}} \\
&= \int_{0}^{\infty} \int_{\mathbb{R}^{2}}\left|\left(f_{1}(\cdot, \log \eta) \mid \sigma_{ \pm}\left(e^{b^{\prime} X_{2}+c^{\prime} X_{3}}\right) \pi\left(e^{q X_{4}}\right) f_{2}(\cdot, \log \eta)\right)\right|^{2} \frac{d b^{\prime} d c^{\prime}}{\eta} \frac{d \eta}{\eta^{2}} \\
&\left(b^{\prime} X_{2}+c^{\prime} X_{3}:=\operatorname{Ad}\left(e^{\log \eta X_{4}}\right)\left(b X_{2}+c X_{3}\right), \quad d b^{\prime} d c^{\prime}=\eta d b d c\right) \\
&= \int_{0}^{\infty}\left\|\left(f_{1}(\cdot, \log \eta)\left\|_{L^{2}(\mathbb{R})}^{2}\right\| \pi\left(e^{q X_{4}}\right) f_{2}(\cdot, \log \eta)\right)\right\|_{L^{2}(\mathbb{R})}^{2} \frac{d \eta}{\eta^{3}} . \tag{2.54}
\end{align*}
$$

Therefore, we get

$$
\begin{align*}
& \int_{G_{I I}(\tau)} \mid\left.\left(f_{1} \mid \pi(g) f_{2}\right)\right|^{2} d g=\int_{\mathbb{R}} \int_{\mathbb{R}^{2}} \int_{\mathbb{R}}\left|\left(f_{1} \mid \pi\left(e^{a X_{1}}\right) \pi\left(e^{b X_{2}+c X_{3}}\right) \pi\left(e^{q X_{4}}\right) f_{2}\right)\right|^{2} \frac{d a d b d c d q}{e^{2 q}} \\
&= \int_{0}^{\infty}\left\|f_{1}(\cdot, \log \eta)\right\|_{L^{2}(\mathbb{R})}^{2}\left\{\int_{\mathbb{R}}\left\|\pi\left(e^{q X_{4}}\right) f_{2}(\cdot, \log \eta)\right\|_{L^{2}(\mathbb{R})}^{2} \frac{d q}{e^{2 q}}\right\} \frac{d \eta}{\eta^{3}} \\
&= \int_{0}^{\infty}\left\|f_{1}(\cdot, \log \eta)\right\|_{L^{2}(\mathbb{R})}^{2}\left\{\int_{\mathbb{R}}\left\|f_{2}(\cdot, \log \eta+q)\right\|_{L^{2}(\mathbb{R})}^{2} \frac{d q}{e^{q q}}\right\} \frac{d \eta}{\eta^{3}} \\
&= \int_{0}^{\infty}\left\|f_{1}(\cdot, \log \eta)\right\|_{L^{2}(\mathbb{R})}^{2}\left\{\int_{\mathbb{R}}\left\|f_{2}\left(\cdot, q^{\prime}\right)\right\|_{L^{2}(\mathbb{R})}^{2} \eta^{2} \frac{d q}{e^{2 q^{\prime}}}\right\} \frac{d \eta}{\eta^{3}} \\
& \quad\left(q^{\prime}=\log \eta+q\right) \\
&= \int_{0}^{\infty}\left\|f_{1}(\cdot, \log \eta)\right\|_{L^{2}(\mathbb{R})}^{2} \frac{d \eta}{\eta} \cdot \int_{\mathbb{R}}\left\|f_{2}\left(\cdot, q^{\prime}\right)\right\|_{L^{2}(\mathbb{R})}^{2} \frac{d q}{e^{2 q^{\prime}}} \\
&= \int_{\mathbb{R}}\left\|f_{1}(\cdot, s)\right\|_{L^{2}(\mathbb{R})}^{2} d s \cdot \int_{\mathbb{R}}\left\|f_{2}\left(\cdot, q^{\prime}\right)\right\|_{L^{2}(\mathbb{R})}^{2} \frac{d q}{e^{2 q^{\prime}}} \\
& \quad\left(s=\log \eta, d s=\frac{d \eta}{\eta}\right) . \tag{2.55}
\end{align*}
$$

Moreover, we have

$$
\begin{align*}
\int_{G_{I I}(\tau)}\left|\left(f_{1} \mid \pi(g) f_{2}\right)\right|^{2} d g & =\left\|f_{1}\right\|_{L^{2}(\mathbb{R})}^{2} \cdot \int_{\mathbb{R}}\left\|f_{2}\left(\cdot, q^{\prime}\right)\right\|_{L^{2}(\mathbb{R})}^{2} \frac{d q}{e^{2 q^{\prime}}} \\
& =\left\|f_{1}\right\|_{L^{2}(\mathbb{R})}^{2} \cdot \int_{\mathbb{R}}\left\|e^{-q^{\prime}} f_{2}\left(\cdot, q^{\prime}\right)\right\|_{L^{2}(\mathbb{R})}^{2} d q . \tag{2.56}
\end{align*}
$$

Based on computations above, we have proved the following theorem.
Theorem 2.10. The Duflo-Moore operator for the representation $\left(\pi, L^{2}\left(\mathbb{R}^{2}\right)\right)$ of $G_{I I}(\tau)$ can be written of the form

$$
\begin{equation*}
C_{\pi} f(x, y)=e^{-y} f(x, y) \quad\left(f \in L^{2}\left(\mathbb{R}^{2}\right)\right) \tag{2.57}
\end{equation*}
$$

Furthermore, in notion of Pfaffian of $\mathfrak{g}_{I I}(\tau)$, we obtain
Proposition 2.11. The Duflo-Moore operator $C_{\pi}$ for the representation $\pi$ of $G_{I I}(\tau)$ which related to the Pfaffian of $\mathfrak{g}_{I I}(\tau)$ is given by

$$
\begin{equation*}
C_{\pi}=2 \pi\left|i^{2} d \pi\left(Q_{\mathfrak{g}_{I I}(\tau)}\right)\right|^{-1 / 2} \tag{2.58}
\end{equation*}
$$

where $Q_{\mathfrak{g}_{I I}(\tau)}:=\operatorname{Pf}\left(\mathfrak{g}_{I I}(\tau)\right)=X_{1}^{2}$.

### 2.3 The Third type $\mathfrak{g}_{I I I}( \pm 1)$

The Lie algebra $\mathfrak{g}_{I I I}(\varepsilon)$ is the semi-direct-direct product of a commutative ideal $\mathfrak{n}:=\left\langle X_{1}, X_{2}\right\rangle$ and a commutative subalgebra $\mathfrak{h}:=\left\langle X_{3}, X_{4}\right\rangle$. The matrix expressions of $\operatorname{ad}\left(a X_{1}+b X_{2}\right)$ and $\operatorname{ad}\left(c X_{3}+q X_{4}\right)$ with respect to the basis $\left\{X_{i}\right\}_{i=1}^{4}$ are written as
and

$$
\left(\begin{array}{rrrr}
c & q & & \\
-\varepsilon q & c & & \\
& & 0 & \\
& & & 0
\end{array}\right)
$$

respectively. The Lie group $G_{I I I}(\varepsilon) \subset \mathrm{GL}\left(\mathfrak{g}_{I I I}(\varepsilon)\right)$ corresponding to $\operatorname{ad}\left(\mathfrak{g}_{I I I}(\varepsilon)\right)$ can be written as the semi-direct product $N \rtimes H$ with

$$
N=\left\{\left(\begin{array}{rrrr}
1 & & -a & -b \\
& 1 & -b & \varepsilon a \\
& & 1 & \\
& & &
\end{array}\right) ; a, b \in \mathbb{R}\right\}
$$

and when $\varepsilon=-1$,

$$
H=\left\{\left(\begin{array}{cccc}
e^{c} \cosh q & e^{c} \sinh q & & \\
e^{c} \sinh q & e^{c} \cosh q & & \\
& & 1 & \\
& & & 1
\end{array}\right) ; c, q \in \mathbb{R}\right\}
$$

and when $\varepsilon=1$,

$$
H=\left\{\left(\begin{array}{cccc}
e^{c} \cos q & e^{c} \sin q & & \\
-e^{c} \sin q & e^{c} \cos q & & \\
& & 1 & \\
& & & 1
\end{array}\right) ; c, q \in \mathbb{R}\right\}
$$

Furthermore, we can see that the matrix expression for $\operatorname{Ad}^{*}\left(\exp \left(a X_{1}+b X_{2}\right)\right)$ with respect to the basis $\left\{X_{i}^{*}\right\}_{i=1}^{4}$ is

$$
\left(\begin{array}{rrrr}
1 & & & \\
& 1 & & \\
a & b & 1 & \\
b & -\varepsilon a & & 1
\end{array}\right)
$$

Now for $f=\alpha X_{1}^{*}+\beta X_{2}^{*}+\gamma X_{3}^{*}+\delta X_{4}^{*} \in \mathfrak{g}_{I I I}^{*}(\varepsilon)$, the N -orbit $\operatorname{Ad}^{*}(N) f$ equals

$$
\left\{\alpha X_{1}^{*}+\beta X_{2}^{*}+(\gamma+\alpha a+\beta b) X_{3}^{*}+(\delta-\varepsilon \beta a+\alpha b) X_{4}^{*} ; a, b \in \mathbb{R}\right\}
$$

We can observe that $\operatorname{Ad}^{*}(N) f$ is 2-dimensional if and only if the linear map

$$
\binom{a}{b} \mapsto\left(\begin{array}{cc}
\alpha & \beta \\
-\varepsilon \beta & \alpha
\end{array}\right)\binom{a}{b}
$$

is non-singular, that is, $\operatorname{det}\left(\begin{array}{cc}\alpha & \beta \\ -\varepsilon \beta & \alpha\end{array}\right)=\alpha^{2}+\varepsilon \beta^{2} \neq 0$. In this case, we have

$$
\operatorname{Ad}^{*}(N) f=\alpha X_{1}^{*}+\beta X_{2}^{*}+\left\langle X_{3}^{*}, X_{4}^{*}\right\rangle
$$

Moreover, these orbits are mapped each other by the $H$-action. When $\varepsilon=-1$, the set $\left\{\alpha X_{1}^{*}+\beta X_{2}^{*} ; \alpha^{2}-\beta^{2} \neq 0\right\}$ is decomposed into four orbits

$$
\operatorname{Ad}^{*}(H)\left( \pm X_{1}^{*}\right)=\left\{\alpha X_{1}^{*}+\beta X_{2}^{*} ; \alpha^{2}-\beta^{2}>0, \pm(\alpha+\beta)>0\right\}
$$

and

$$
\operatorname{Ad}^{*}(H)\left( \pm X_{2}^{*}\right)=\left\{\alpha X_{1}^{*}+\beta X_{2}^{*} ; \alpha^{2}-\beta^{2}<0, \pm(\alpha-\beta)<0\right\}
$$

Therefore, there exist four open coadjoint orbits $\Omega_{ \pm X_{i}^{*}}(i=1,2)$ in $\mathfrak{g}_{I I I}^{*}(-1)$.
Next task is to consider the irreducible unitary representation $\pi:=\pi_{\Omega_{ \pm X_{1}^{*}}}$ of $G_{I I I}(-1)$ corresponding to the open coadjoint orbit $\Omega_{ \pm X_{1}^{*}}$. To do so, let $f:=$ $\pm X_{1}^{*} \in \Omega_{ \pm X_{1}^{*}}$ and $\mathfrak{p}=\mathfrak{n}=\left\langle X_{1}, X_{2}\right\rangle$ be a polarization of $\mathfrak{g}_{I I I}(-1)$ at the point $f$. The 1-dimensional representation of $N=\exp \mathfrak{p}$ can be written as

$$
\nu_{ \pm X_{1}^{*}}\left(\exp \left(a X_{1}+b X_{2}\right)\right)=e^{ \pm 2 \pi i a}
$$

where $a X_{1}+b X_{2} \in \mathfrak{p}$. Identifying the coset space $N \backslash G_{I I I}(-1)$ with $\mathbb{R}^{2}$ by

$$
\mathbb{R}^{2} \ni(x, y) \mapsto N \exp x X_{3} \exp y X_{4} \in N \backslash G_{I I I}(-1)
$$

we have a section

$$
s: N \backslash G_{I I I}(-1) \simeq \mathbb{R}^{2} \ni(x, y) \mapsto \exp x X_{3} \exp y X_{4} \in G_{I I I}(-1)
$$

then the master equation

$$
s(\dot{x}) g=n_{s}(\dot{x}, g) s(\dot{x} \cdot g), \quad\left(\dot{x} \in N \backslash G_{I I I}(-1), g \in G_{I I I}(-1), n_{s}(\dot{x}, g) \in N\right)
$$

for the representation $\pi_{\Omega_{ \pm X_{1}^{*}}}$ of $G_{I I I}(-1)$ becomes in our case of the form

$$
\left(\begin{array}{cccc}
e^{x} \cosh y & e^{x} \sinh y & & \\
e^{x} \sinh y & e^{x} \cosh y & & \\
& & 1 & \\
& & & 1
\end{array}\right)(n h)=\left(\begin{array}{cccc}
1 & & -a_{1} & -b_{1} \\
& 1 & -b_{1} & -a_{1} \\
& & 1 & \\
& & & 1
\end{array}\right)\left(\begin{array}{llll}
e^{x^{\prime}} \cosh y^{\prime} & e^{x^{\prime}} \sinh y^{\prime} & & \\
e^{x^{\prime}} \sinh y^{\prime} & e^{x^{\prime}} \cosh y^{\prime} & & \\
& & & 1 \\
& & & \\
& & & \\
& & & \\
& & & \\
& & & \\
& &
\end{array}\right)
$$

where $n h \in G_{I I I}(-1)=N \rtimes H$ is of the form

$$
\left(\begin{array}{cccc}
1 & & -a & -b \\
& 1 & -b & -a \\
& & 1 & \\
& & & 1
\end{array}\right)\left(\begin{array}{cccc}
e^{c} \cosh q & e^{c} \sinh q & & \\
e^{c} \sinh q & e^{c} \cosh q & & \\
& & 1 & \\
& & & 1
\end{array}\right)
$$

Solving the master equation above, we have $a_{1}=a e^{x} \cosh y+b e^{x} \sinh y, b_{1}=$ $a e^{x} \sinh y+b e^{x} \cosh y, x^{\prime}=x+c$, and $y^{\prime}=y+q$. Then, the representation $\pi$ of $G_{I I I}(-1)$ can be induced from the representation $\nu_{ \pm X_{1}^{*}}$ of $N$. Namely, $\pi=\operatorname{Ind}_{N}^{G} \nu_{p_{0}}$. Therefore, we obtain the following theorem.

Theorem 2.12. The representation $\pi$ of $G_{I I I}(-1)$ on $L^{2}\left(\mathbb{R}^{2}, d x d y\right)$ corresponding to the open coadjoint orbits $\Omega_{ \pm X_{1}^{*}}$ can be written as

$$
\begin{equation*}
\pi_{\Omega_{ \pm X_{1}^{*}}}\left(g(a, b, c, q) f(x, y)=e^{ \pm 2 \pi i\left(a e^{x} \cosh y+b e^{x} \sinh y\right)} f(x+c, y+q) \quad\left(f \in L^{2}\left(\mathbb{R}^{2}\right)\right) .\right. \tag{2.59}
\end{equation*}
$$

We also compute the representation $\pi$ of $G_{I I I}(-1)$ with respect to basis $\left\{X_{1}, X_{2}, X_{3}, X_{4}\right\}$ by computing each master equation as follows.

- the master equation with respect to $e^{a X_{1}}$ is of the form

$$
\begin{aligned}
\exp x X_{3} \exp y X_{4} \exp a X_{1} & =\exp x X_{3} \exp \left(e^{\operatorname{ad} y X_{4}} a X_{1}\right) \exp y X_{4} \\
& =\exp x X_{3} \exp \left((a \cosh y) X_{1}+(a \sinh y) X_{2}\right) \exp y X_{4} \\
& =\exp \left(e^{\operatorname{ad} x X_{3}}\left((a \cosh y) X_{1}+(a \sinh y) X_{2}\right)\right) \exp x X_{3} \exp y X_{4} \\
& =\exp \left(\left(a e^{x} \cosh y\right) X_{1}+\left(a e^{x} \sinh y\right) X_{2}\right) \exp x X_{3} \exp y X_{4} .
\end{aligned}
$$

- the master equation with respect to $e^{b X_{2}}$ is of the form

$$
\begin{aligned}
\exp x X_{3} \exp y X_{4} \exp b X_{2} & =\exp x X_{3} \exp \left(e^{\operatorname{ad} y X_{4}} b X_{2}\right) \exp y X_{4} \\
& =\exp \left(\left(b e^{x} \sinh y\right) X_{1}+\left(b e^{x} \cosh y\right) X_{2}\right) \exp x X_{3} \exp y X_{4}
\end{aligned}
$$

- the master equation with respect to $e^{c X_{3}}$ is of the form

$$
\exp x X_{3} \exp y X_{4} \exp c X_{3}=\exp (x+c) X_{3} \exp y X_{4} .
$$

- the master equation with respect to $e^{q X_{4}}$ is of the form

$$
\exp x X_{3} \exp y X_{4} \exp q X_{4}=\exp x X_{3} \exp (y+q) X_{4} .
$$

Therefore, we have the formulas below.

$$
\begin{align*}
& \left(\pi_{\Omega_{ \pm X_{1}^{*}}}\left(\exp a X_{1}\right) f\right)(x, y)=e^{ \pm 2 \pi i a e^{x} \cosh y} f(x, y) \\
& \left(\pi_{\Omega_{ \pm X_{1}^{*}}}\left(\exp b X_{2}\right) f\right)(x, y)=e^{ \pm 2 \pi i b e^{x} \sinh y} f(x, y) \\
& \left(\pi_{\Omega_{ \pm X_{1}^{*}}}\left(\exp c X_{3}\right) f\right)(x, y)=f(x+c, y), \\
& \left(\pi_{\Omega_{ \pm X_{1}^{*}}}\left(\exp q X_{4}\right) f\right)(x, y)=f(x, y+q) \quad\left(f \in L^{2}\left(\mathbb{R}^{2}\right)\right) . \tag{2.60}
\end{align*}
$$

Similarly we can apply exactly the same argument as the one for construction of representation $\pi$ of $G_{I I I}(-1)$ corresponding to the open coadjoint orbit $\Omega_{ \pm X_{1}^{*}}$ to construction of representation $\pi$ of $G_{I I I}(-1)$ corresponding to the open coadjoint orbit $\Omega_{ \pm X_{2}^{*}}$.

Now we shall compute the Duflo-Moore operator of representation $\pi:=\pi_{\Omega_{ \pm X_{1}^{*}}}$ of $G_{I I I}(-1)$ given by 2.60 corresponding to the open coadjoint orbits $\Omega_{ \pm X_{1}^{*}}$ directly. For $\phi \in C_{c}\left(G_{I I I}(-1)\right)$, we have

$$
\int_{G_{I I I}(-1)} \phi(g) d g=\int_{\mathbb{R}^{4}} \phi\left(e^{a X_{1}} e^{b X_{2}} e^{c X_{3}} e^{q X_{4}}\right) \frac{d a d b d c d q}{e^{2 c}}
$$

We compute for $f_{1}, f_{2} \in L^{2}\left(\mathbb{R}^{2}\right)$ the integral

$$
\begin{equation*}
\int_{G_{I I I}(-1)}\left|\left(f_{1} \mid \pi(g) f_{2}\right)\right|^{2} d g \tag{2.61}
\end{equation*}
$$

Now we put $g=e^{a X_{1}} e^{b X_{2}} g^{\prime}$ where $g^{\prime}=e^{c X_{3}} e^{q X_{4}}$. We obtain

$$
\begin{align*}
\left(f_{1} \mid \pi(g) f_{2}\right)= & \int_{\mathbb{R}^{2}} f_{1}(x, y) \overline{e^{ \pm 2 \pi i e^{x}(a \cosh y+b \sinh y)} \pi\left(g^{\prime}\right) f_{2}(x, y)} d x d y \\
= & \int_{\mathbb{R}} \int_{\mathbb{R}} e^{\mp 2 \pi i\left(a e^{x} \cosh y+b e^{x} \sinh y\right)} f_{1}(x, y) \overline{\pi\left(g^{\prime}\right) f_{2}(x, y)} d x d y \\
= & \int\left\{\begin{array}{l}
\zeta_{1}-\zeta_{2}>0 \\
\zeta_{1}+\zeta_{2}>0
\end{array}\right\} \\
& \left(\zeta_{1}=e^{x} \cosh y, \quad \zeta_{2}=e^{x} \sinh y, \quad d x d y=\frac{1}{\zeta_{1}^{2}-\zeta_{2}^{2}} d \zeta_{1} d \zeta_{2}\right) \tag{2.62}
\end{align*}
$$

Using Plancherel formula and (2.62), then we have

$$
\begin{align*}
\int_{\mathbb{R}^{2}} \mid & \left.\left(f_{1} \mid \pi\left(e^{a X_{1}}\right) \pi\left(e^{b X_{2}}\right) \pi\left(g^{\prime}\right) f_{2}\right)\right|^{2} d a d b \\
& =\int\left\{\begin{array}{l}
\zeta_{1}-\zeta_{2}>0 \\
\zeta_{1}+\zeta_{2}>0
\end{array}\right\} \\
& =\int_{\mathbb{R}^{2}}\left|f_{1}(x, y) \pi\left(g^{\prime}\right) f_{2}(x, y) \pi\left(g^{\prime}\right) f_{2}(x, y)\right|^{2} \frac{1}{\left(\zeta_{1}^{2}-\zeta_{2}^{2}\right)^{2}} d \zeta_{1} d \zeta_{2} \\
& =\int_{\mathbb{R}^{2}}\left|f_{1}(x, y)\right|^{2 x}\left|\pi\left(g^{\prime}\right) f_{2}(x, y)\right|^{2} e^{-2 x} d x d y \tag{2.63}
\end{align*}
$$

On the other hand, we also have

$$
\begin{align*}
\pi\left(g^{\prime}\right) f_{2}(x, y) & =\pi\left(e^{c X_{3}}\right) \pi\left(e^{q X_{4}}\right) f_{2}(x, y) \\
& =f_{2}(x+c, y+q) \tag{2.64}
\end{align*}
$$

Therefore, we obtain

$$
\begin{align*}
\int_{\mathbb{R}^{2}} \mid \pi\left(e^{c X_{3}}\right) \pi\left(e^{q X_{4}}\right) & \left.f_{2}(x, y)\right|^{2} \frac{d c d q}{e^{2 c}} \\
= & \int_{\mathbb{R}^{2}}\left|f_{2}(x+c, y+q)\right|^{2} \frac{d c}{e^{2 c}} d q \\
= & \int_{\mathbb{R}^{2}}\left|f_{2}\left(c^{\prime}, q^{\prime}\right)\right|^{2} e^{2 x} \frac{d c^{\prime}}{e^{2 c^{\prime}}} d q^{\prime} \\
& \quad\left(c^{\prime}=x+c, q^{\prime}=y+q\right) . \tag{2.65}
\end{align*}
$$

Combining (2.63) and (2.65), then the formula (2.61) becomes

$$
\begin{align*}
\int_{G_{I I I}(-1)}\left|\left(f_{1} \mid \pi(g) f_{2}\right)\right|^{2} d g & =\int_{\mathbb{R}^{4}} \left\lvert\,\left(f_{1}\left|\pi\left(e^{a X_{1}}\right) \pi\left(e^{b X_{2}}\right) \pi\left(e^{c X_{3}}\right) \pi\left(e^{q X_{4}}\right) f_{2}\right|^{2} \frac{d a d b d c d q}{e^{2 c}}\right.\right. \\
& =\int_{\mathbb{R}^{2}} \int_{\mathbb{R}^{2}}\left|f_{1}(x, y)\right|^{2}\left|f_{2}\left(c^{\prime}, q^{\prime}\right)\right|^{2} e^{2 x} \frac{d c^{\prime} d q^{\prime}}{e^{2 c^{\prime}}} e^{-2 x} d x d y \\
& =\int_{\mathbb{R}^{2}}\left|f_{1}(x, y)\right|^{2} d x d y \cdot \int_{\mathbb{R}^{2}}\left|e^{-c^{\prime}} f_{2}\left(c^{\prime}, q^{\prime}\right)\right|^{2} d c^{\prime} d q^{\prime} \\
& =\left\|f_{1}\right\|_{L^{2}(\mathbb{R})} \cdot \int_{\mathbb{R}^{2}}\left|e^{-c^{\prime}} f_{2}\left(c^{\prime}, q^{\prime}\right)\right|^{2} d c^{\prime} d q^{\prime} . \tag{2.66}
\end{align*}
$$

Therefore, we obtain the following theorem.
Theorem 2.13. The Duflo Moore operator for the representation $\pi$ of $G_{I I I}(-1)$ given in 2.60) can be written of the form

$$
\begin{equation*}
C_{\pi} f(x, y)=e^{-x} f(x, y) \quad\left(f \in L^{2}\left(\mathbb{R}^{2}\right)\right) \tag{2.67}
\end{equation*}
$$

Now from (2.60), we have

$$
\begin{align*}
d \pi\left(X_{1}\right) f(x, y) & = \pm 2 \pi i e^{x} \cosh y f(x, y) \\
d \pi\left(X_{2}\right) f(x, y) & = \pm 2 \pi i e^{x} \sinh y f(x, y) \tag{2.68}
\end{align*}
$$

Furthermore, we have

$$
d \pi\left(X_{1}\right)^{2} f(x, y)-d \pi\left(X_{2}\right)^{2} f(x, y)=4 \pi^{2} i^{2} e^{2 x} f(x, y)
$$

Therefore, the Duflo-Moore operator for the representation $\pi$ of $G_{I I I}(-1)$ as in (2.60) related to the Pfaffian of $\mathfrak{g}_{I I I}(-1)$ can be written as

Proposition 2.14. The Duflo-Moore operator for the representation $\pi$ of $G_{I I I}(-1)$ as in (2.60) related to the Pfaffian of $\mathfrak{g}_{\text {III }}(-1)$ is the form

$$
\begin{equation*}
C_{\pi}=2 \pi\left|d \pi\left(Q_{\mathfrak{g}_{I I I}(-1)}\right)\right|^{-1 / 2} \tag{2.69}
\end{equation*}
$$

where $Q_{\mathfrak{g}_{I I I}(-1)}:=\operatorname{Pf}\left(\mathfrak{g}_{I I I}(-1)\right)=-X_{1}^{2}+X_{2}^{2}$.
Secondly, when $\varepsilon=1$, the set $\left\{\alpha X_{1}^{*}+\beta X_{2}^{*} ; \alpha^{2}+\beta^{2} \neq 0\right\}$ is an $H$-orbit
$\operatorname{Ad}^{*}(H) X_{1}^{*}$. In conclusion, we have just one open coadjoint orbit of the form $\Omega_{X_{1}^{*}}$ in $\mathfrak{g}_{I I I}^{*}(1)$. Now let us construct the irreducible unitary representation $\pi:=\pi_{\Omega_{X_{1}^{*}}}$ of $G_{I I I}(1)$ corresponding to the open coadjoint orbit $\Omega_{X_{1}^{*}}$. Let $f:=X_{1}^{*}$ be element of $\Omega_{X_{1}^{*}}$ and $\mathfrak{p}:=\mathbb{R} X_{1} \oplus \mathbb{R} X_{2} \subset \mathfrak{g}_{I I I}(1)$ be a polarization at the point $f$. The 1-dimensional representation of $N$ can be written as $\nu_{X_{1}^{*}}\left(\exp \left(a X_{1}+b X_{2}\right)\right)=e^{2 \pi i a}$, where $a X_{1}+b X_{2} \in \mathfrak{p}$. Moreover, we choose a section $s: N \mid G \rightarrow G$ which identified by $\mathbb{R} \times[0,2 \pi) \rightarrow G$. Our task is to solve the master equation $s(x) g=h_{s}(x, g) s(x \cdot g)$ with respect to the basis $\left\{X_{1}, X_{2}, X_{3}, X_{4}\right\}$ as follows.

- the master equation with respect to $e^{a X_{1}}$ is of the form

$$
\begin{aligned}
\exp x X_{3} \exp y X_{4} \exp a X_{1} & =\exp x X_{3} \exp \left(e^{\operatorname{ad} y X_{4}} a X_{1}\right) \exp y X_{4} \\
& =\exp x X_{3} \exp \left((a \cos y) X_{1}-(a \sin y) X_{2}\right) \exp y X_{4} \\
& =\exp \left(e^{\operatorname{ad} x X_{3}}\left((a \cos y) X_{1}-(a \sin y) X_{2}\right)\right) \exp x X_{3} \exp y X_{4} \\
& =\exp \left(\left(a e^{x} \cos y\right) X_{1}-\left(a e^{x} \sin y\right) X_{2}\right) \exp x X_{3} \exp y X_{4} .
\end{aligned}
$$

- the master equation with respect to $e^{b X_{2}}$ is of the form

$$
\begin{aligned}
\exp x X_{3} \exp y X_{4} \exp b X_{2} & =\exp x X_{3} \exp \left(e^{\operatorname{ad} y X_{4}} b X_{2}\right) \exp y X_{4} \\
& =\exp \left(\left(b e^{x} \sin y\right) X_{1}+\left(b e^{x} \cos y\right) X_{2}\right) \exp x X_{3} \exp y X_{4} .
\end{aligned}
$$

- the master equation with respect to $e^{c X_{3}}$ is of the form

$$
\exp x X_{3} \exp y X_{4} \exp c X_{3}=\exp (x+c) X_{3} \exp y X_{4} .
$$

- the master equation with respect to $e^{q X_{4}}$ is of the form

$$
\exp x X_{3} \exp y X_{4} \exp q X_{4}=\exp x X_{3} \exp (y+q) X_{4}
$$

Therefore, the irreducible unitary representation $\pi_{\Omega_{X_{1}^{*}}}$ of $G_{I I I}(1)$ on $L^{2}(\mathbb{R} \times[0,2 \pi))$ corresponding to the open coadjoint orbit $\Omega_{X_{1}^{*}}$ with respect to the basis $\left\{X_{1}, \ldots, X_{4}\right\}$
can be written as

$$
\begin{align*}
& \left(\pi_{\Omega_{X_{1}^{*}}}\left(\exp a X_{1}\right) f\right)(x, y)=e^{2 \pi i a e^{x} \cos y} f(x, y), \\
& \left(\pi_{\Omega_{X_{1}^{*}}}\left(\exp b X_{2}\right) f\right)(x, y)=e^{2 \pi i b e^{x} \sin y} f(x, y), \\
& \left(\pi_{\Omega_{X_{1}^{*}}}\left(\exp c X_{3}\right) f\right)(x, y)=f(x+c, y), \\
& \left(\pi_{\Omega_{X_{1}^{*}}}\left(\exp q X_{4}\right) f\right)(x, y)=f(x, y+q) \quad\left(f \in L^{2}\left(\mathbb{R}_{+} \times[0,2 \pi)\right)\right) . \tag{2.70}
\end{align*}
$$

Furthermore, the Duflo-Moore operator for the representation $\pi$ of $G_{I I I}(1)$ in 2.70) can be computed in the following way. For $\phi \in C_{c}\left(G_{I I I}(1)\right)$, we have

$$
\int_{G_{I I I}(1)} \phi(g) d g=\int_{\mathbb{R}^{4}} \phi\left(e^{a X_{1}} e^{b X_{2}} e^{c X_{3}} e^{q X_{4}}\right) \frac{d a d b d c d q}{e^{2 c}} .
$$

We compute for $f_{1}, f_{2} \in L^{2}\left(\mathbb{R}^{2}\right)$ the integral

$$
\begin{equation*}
\int_{G_{I I I}(1)}\left|\left(f_{1} \mid \pi(g) f_{2}\right)\right|^{2} d g \tag{2.71}
\end{equation*}
$$

Now we put $g=e^{a X_{1}} e^{b X_{2}} g^{\prime}$ where $g^{\prime}=e^{c X_{3}} e^{q X_{4}}$. We obtain

$$
\begin{align*}
\left(f_{1} \mid \pi(g) f_{2}\right)= & \int_{[0,2 \pi)} \int_{\mathbb{R}} f_{1}(x, y) \overline{e^{2 \pi i e^{x}(a \cos y+b \sin y)} \pi\left(g^{\prime}\right) f_{2}(x, y)} d x d y \\
= & \int_{[0,2 \pi)} \int_{\mathbb{R}} e^{2 \pi i\left(a e^{x} \cos y+b e^{x} \sin y\right)} f_{1}(x, y) \overline{\pi\left(g^{\prime}\right) f_{2}(x, y)} d x d y \\
= & \int_{\mathbb{R}^{2}} e^{2 \pi i\left(a \zeta_{1}+b \zeta_{2}\right)} f_{1}(x, y) \overline{\pi\left(g^{\prime}\right) f_{2}(x, y)} \frac{d \zeta_{1} d \zeta_{2}}{\zeta_{1}^{2}+\zeta_{2}^{2}} \\
& \left(\zeta_{1}=e^{x} \cos y, \quad \zeta_{2}=e^{x} \sin y, \quad d x d y=\frac{1}{\zeta_{1}^{2}+\zeta_{2}^{2}} d \zeta_{1} d \zeta_{2}\right) . \tag{2.72}
\end{align*}
$$

Using Plancherel formula and (2.72), then we have

$$
\begin{align*}
\int_{\mathbb{R}^{2}} & \left|\left(f_{1} \mid \pi\left(e^{a X_{1}}\right) \pi\left(e^{b X_{2}}\right) \pi\left(g^{\prime}\right) f_{2}\right)\right|^{2} d a d b \\
& =\int_{\mathbb{R}^{2}}\left|f_{1}(x, y) \pi\left(g^{\prime}\right) f_{2}(x, y)\right|^{2} \frac{1}{\left(\zeta_{1}^{2}+\zeta_{2}^{2}\right)^{2}} d \zeta_{1} d \zeta_{2} \\
& =\int_{[0,2 \pi)} \int_{\mathbb{R}}\left|f_{1}(x, y) \pi\left(g^{\prime}\right) f_{2}(x, y)\right|^{2} \frac{1}{e^{4 x}} e^{2 x} d x d y \\
& =\int_{[0,2 \pi)} \int_{\mathbb{R}}\left|f_{1}(x, y)\right|^{2}\left|\pi\left(g^{\prime}\right) f_{2}(x, y)\right|^{2} e^{-2 x} d x d y . \tag{2.73}
\end{align*}
$$

On the other hand, we also have

$$
\begin{align*}
\pi\left(g^{\prime}\right) f_{2}(x, y) & =\pi\left(e^{c X_{3}}\right) \pi\left(e^{q X_{4}}\right) f_{2}(x, y) \\
& =f_{2}(x+c, y+q) \tag{2.74}
\end{align*}
$$

Therefore, we obtain

$$
\begin{align*}
\int_{\mathbb{R}^{2}} \mid \pi\left(e^{c X_{3}}\right) \pi\left(e^{q X_{4}}\right) & \left.f_{2}(x, y)\right|^{2} \frac{d c d q}{e^{2 c}} \\
= & \int_{\mathbb{R}^{2}}\left|f_{2}(x+c, y+q)\right|^{2} \frac{d c}{e^{2 c}} d q \\
= & \int_{\mathbb{R}^{2}}\left|f_{2}\left(c^{\prime}, q^{\prime}\right)\right|^{2} e^{2 x} \frac{d c^{\prime}}{e^{2 c^{\prime}}} d q^{\prime} \\
& \left(c^{\prime}=x+c, q^{\prime}=y+q\right) . \tag{2.75}
\end{align*}
$$

Combining (2.73) and 2.75), then the formula (2.71) becomes

$$
\begin{align*}
\int_{G_{I I I}(1)}\left|\left(f_{1} \mid \pi(g) f_{2}\right)\right|^{2} d g & =\int_{\mathbb{R}^{4}} \left\lvert\,\left(f_{1}\left|\pi\left(e^{a X_{1}}\right) \pi\left(e^{b X_{2}}\right) \pi\left(e^{c X_{3}}\right) \pi\left(e^{q X_{4}}\right) f_{2}\right|^{2} \frac{d a d b d c d q}{e^{2 c}}\right.\right. \\
& =\int_{[0,2 \pi)} \int_{\mathbb{R}} \int_{\mathbb{R}^{2}}\left|f_{1}(x, y)\right|^{2}\left|f_{2}\left(c^{\prime}, q^{\prime}\right)\right|^{2} e^{2 x} \frac{d c^{\prime} d q^{\prime}}{e^{2 c^{\prime}}} e^{-2 x} d x d y \\
& =\int_{[0,2 \pi)} \int_{\mathbb{R}}\left|f_{1}(x, y)\right|^{2} d x d y \cdot \int_{\mathbb{R}^{2}}\left|e^{-c^{\prime}} f_{2}\left(c^{\prime}, q^{\prime}\right)\right|^{2} d c^{\prime} d q^{\prime} \\
& =\left\|f_{1}\right\|_{L^{2}(\mathbb{R})} \cdot \int_{\mathbb{R}^{2}}\left|e^{-c^{\prime}} f_{2}\left(c^{\prime}, q^{\prime}\right)\right|^{2} d c^{\prime} d q^{\prime} . \tag{2.76}
\end{align*}
$$

Therefore, we obtain the following theorem.
Theorem 2.15. The Duflo Moore operator for the representation $\pi$ of $G_{I I I}(1)$ given in 2.70) can be written of the form

$$
\begin{equation*}
C_{\pi} f(x, y)=e^{-x} f(x, y) \quad\left(f \in L^{2}(\mathbb{R} \times[0,2 \pi))\right) \tag{2.77}
\end{equation*}
$$

Now from 2.70, we have

$$
\begin{align*}
d \pi\left(X_{1}\right) f(x, y) & =2 \pi i e^{x} \cos y f(x, y) \\
d \pi\left(X_{2}\right) f(x, y) & =2 \pi i e^{x} \sin y f(x, y) \tag{2.78}
\end{align*}
$$

From equations above, then we have

$$
d \pi\left(X_{1}\right)^{2} f(x, y)+d \pi\left(X_{2}\right)^{2} f(x, y)=4 \pi^{2} i^{2} e^{2 x} f(x, y)
$$

Thus, the Duflo-Moore operator for the representation $\pi$ of $G_{I I I}(1)$ related to the Pfaffian of $\mathfrak{g}_{I I I}(1)$ can be written as

Proposition 2.16. The Duflo-Moore operator for the representation $\pi$ of $G_{I I I}(1)$ given in 2.70 related to the Pfaffian of $\mathfrak{g}_{I I I}(1)$ can be written as

$$
\begin{equation*}
C_{\pi}=2 \pi\left|d \pi\left(Q_{\mathfrak{g}_{I I I}(1)}\right)\right|^{-1 / 2} \tag{2.79}
\end{equation*}
$$

where $Q_{\mathfrak{g}_{I I I}(1)}:=\operatorname{Pf}\left(\mathfrak{g}_{I I I}(1)\right)=-X_{1}^{2}-X_{2}^{2}$.
We also compute the Duflo-Moore operator for the representation of $G_{I I I}(1)$ given in 2.70 by a different way as in Proposition 4.2.

## Chapter 3

## General Results for $V \rtimes H$

Let $\mathfrak{g}$ be a semi-direct sum of $V \cong \mathbb{R}^{n}$ and $\mathfrak{h} \subset \mathfrak{g l}(V)$, denoted by $\mathfrak{g}:=V \rtimes \mathfrak{h}$ and its Lie group be denoted by $G:=V \rtimes H$, where $H$ is the connected subgroup of $\mathrm{GL}(V)$ correponding to $\mathfrak{h}$. In this chapter we give general results for $G$, especially conditions for coadjoint orbits of $G$ to be open in $\mathfrak{g}^{*}$. If this happens, namely the coadjoint orbit of $G$ at $\xi_{0} \in \mathfrak{g}^{*}$, denoted by $\Omega_{\xi_{0}}$, is open in $\mathfrak{g}^{*}$, then we have that the Lie algebra $\mathfrak{g}=V \rtimes \mathfrak{h}$ is Frobenius. Furthermore, when the representation of $G$ is square-integrable, then we compute its Duflo-Moore operator, particularly for $\mathfrak{h}_{p_{0}}=\{0\}$ and the other for $\mathfrak{h}_{p_{0}} \neq\{0\}$.

### 3.1 Conditions for coadjoint orbits of $G=V \rtimes H$ to be open in $\mathfrak{g}^{*}$

Let $G$ be a semi-direct product of $V$ which is isomorphic to an $n$-dimensional real vector space $\mathbb{R}^{n}$ and a connected subgroup $H$ of $\operatorname{GL}(V)$, and let $\mathfrak{g}:=V \rtimes \mathfrak{h}$ be its Lie algebra with $\mathfrak{g}^{*}:=V^{*} \oplus \mathfrak{h}^{*}$ as its dual space. For $p \in V^{*}$ and $A \in \operatorname{End}(V)$, we define a linear functional $A^{*} p$ by

$$
\begin{equation*}
\left\langle A^{*} p, v\right\rangle=\langle p, A v\rangle \quad(v \in V) \tag{3.1}
\end{equation*}
$$

For $u, v \in V, A \in \mathfrak{h}$, and $a \in H$, let $X(v, A)$ be an element of $\mathfrak{g}$, and let $g(u, a)$ be an element of $G$. We also write $g(a)=g(0, a)$ and $g(u)=g(u, I)$. We decribe
adjoint actions of $G$ on $\mathfrak{g}$ by

$$
\operatorname{Ad}(g(a)) X(v, A)=X(a v, \operatorname{Ad}(a) A)
$$

and

$$
\operatorname{Ad}(g(u)) X(v, A)=X(v-A u, A) .
$$

Furthermore, we have formulas for coadjoint actions of $G$ and $\mathfrak{g}$ on $\mathfrak{g}^{*}$ respectively as follows :

$$
\begin{align*}
\operatorname{Ad}^{*}(g(a)) \xi(p, \alpha) & =\xi\left(\left(a^{-1}\right)^{*} p, \operatorname{Ad}^{*}(a) \alpha\right) \\
\operatorname{Ad}^{*}(g(u)) \xi(p, \alpha) & =\xi(p, \alpha+u \cdot p) \\
\operatorname{ad}^{*}(X(v, A)) \xi(p, \alpha) & =\xi\left(-A^{*} p, \operatorname{ad}^{*}(A) \alpha+v \cdot p\right) \tag{3.2}
\end{align*}
$$

where $u . p \in \mathfrak{h}^{*}$ is defined by $\langle u . p, A\rangle:=\langle p, A u\rangle \quad(A \in \mathfrak{h})$. Let $\xi_{0}=\xi\left(p_{0}, \alpha_{0}\right)$ be an element of $\mathfrak{g}^{*}$ with $p_{0} \in V^{*}$ and $\alpha_{0} \in \mathfrak{h}^{*}$, we consider conditions for coadjoint orbit $\Omega_{\xi_{0}}:=\operatorname{Ad}^{*}(G) \xi_{0} \subset \mathfrak{g}^{*}$ to be open in $\mathfrak{g}^{*}$ as follows.

Lemma 3.1. The coadjoint orbit $\Omega_{\xi_{0}}$ is open in $\mathfrak{g}^{*}$ if and only if the map

$$
\begin{equation*}
f: \mathfrak{g} \rightarrow \mathfrak{g}^{*} \tag{3.3}
\end{equation*}
$$

defined by

$$
\begin{equation*}
f: \mathfrak{g} \ni X(v, A) \mapsto \operatorname{ad}^{*}(X(v, A)) \xi_{0}=\xi\left(-A^{*} p_{0}, \operatorname{ad}^{*}(A) \alpha_{0}+v \cdot p_{0}\right) \in \mathfrak{g}^{*} \tag{3.4}
\end{equation*}
$$

is bijective.
Proof. Assume that the coadjoint orbit $\Omega_{\xi_{0}}$ is open in $\mathfrak{g}^{*}$. This means that $f$ is surjective. Since $\operatorname{dim} \mathfrak{g}=\operatorname{dim} \mathfrak{g}^{*}$, surjectivity of $f$ is equivalent to bijectivity.

Let $\mathfrak{h}_{p_{0}}$ be the stabilizer of $\mathfrak{h}$ at $p_{0} \in V^{*}$. In addition, let $\mathfrak{l}$ be a subspace of $\mathfrak{h}$ such that $\mathfrak{h}=\mathfrak{l} \oplus \mathfrak{h}_{p_{0}}$. Now let $\varpi$ be a canonical projection of $\mathfrak{g}^{*}=V^{*} \oplus \mathfrak{h}^{*}$ onto $V^{*}$.

Lemma 3.2. The coadjoint orbit $\varpi\left(\Omega_{\xi_{0}}\right)$ is open in $V^{*}$ if and only if

$$
V \ni v \longmapsto v \cdot p_{0} \in \mathfrak{l}^{*}
$$

is bijective.
Proof. First of all, let assume that $\varpi\left(\Omega_{\xi_{0}}\right)$ is open in $V^{*}$. We observe that

$$
\begin{aligned}
\varpi\left(\Omega_{\xi_{0}}\right) & =\varpi\left(\left\{\operatorname{Ad}^{*}(g) \xi_{0} ; g \in G\right\}\right) \\
& =\varpi\left(\left\{\operatorname{Ad}^{*}(g(v, h)) \xi_{0} ; v \in V, h \in H\right\}\right) \\
& =\left\{\left(h^{-1}\right)^{*} p_{0} ; h \in H\right\} \simeq H / H_{p_{0}} .
\end{aligned}
$$

Since $\varpi\left(\Omega_{\xi_{0}}\right) \simeq H / H_{p_{0}}$ and $\varpi\left(\Omega_{\xi_{0}}\right)$ is open in $V^{*}$, then $\operatorname{dim} V^{*}=\operatorname{dim} \mathfrak{h}-\operatorname{dim} \mathfrak{h}_{p_{0}}$. On the other hand, $\operatorname{dim} \mathfrak{h}=\operatorname{dim} \mathfrak{l}+\operatorname{dim} \mathfrak{h}_{p_{0}}$. Therefore, we obtain $\operatorname{dim} \mathfrak{l}=\operatorname{dim} V^{*}$. Furthermore, let $B$ an element of $\mathfrak{l}$ for which $-B^{*} p_{0}=0$, then $B \in \mathfrak{h}_{p_{0}}$. We get $B \in \mathfrak{l} \cap \mathfrak{h}_{p_{0}}=\{0\}$. Therefore, $B=0$. We obtain that the map

$$
\mathfrak{l} \ni B \longmapsto-B^{*} p_{0} \in V^{*}
$$

is always injective, so that bijective since $\operatorname{dim} \mathfrak{l}=\operatorname{dim} V^{*}$. Let us take $v \in V$ for which $v \cdot p_{0}=0$, then for all $B \in \mathfrak{l}$ we have

$$
\left\langle v \cdot p_{0}, B\right\rangle=\left\langle B^{*} p_{0}, v\right\rangle=0 .
$$

Thus, $v=0$. This means the map $V \ni v \longmapsto v \cdot p_{0} \in \mathfrak{l}^{*}$ is injective, so that it is bijective since $\operatorname{dim} V=\operatorname{dim} \mathfrak{l}^{*}$.
Now we assume that the map $V \ni v \longmapsto v \cdot p_{0} \in \mathfrak{L}^{*}$ is bijective. We have $\operatorname{dim} V=$ $\operatorname{dim} \mathfrak{l}^{*}$. Let us take $B \in \mathfrak{l}$ for which $B^{*} p_{0}=0$, then for all $v \in V$ we have

$$
\left\langle B^{*} p_{0}, v\right\rangle=\left\langle v \cdot p_{0}, B\right\rangle=0 .
$$

Therefore, $B=0$. This means, $\mathfrak{l} \ni B \longmapsto-B^{*} p_{0} \in V^{*}$ is injective, so that bijective. Thus, $\varpi\left(\Omega_{\xi_{0}}\right)$ is open.

Theorem 3.3. $\Omega_{\xi_{0}}$ is open if and only if the following two conditions are satisfied

1. $\varpi\left(\Omega_{\xi_{0}}\right)$ is open in $V^{*}$.
2. $\mathfrak{h}_{p_{0}}=0$, or the coadjoint orbit $\operatorname{Ad}^{*}\left(H_{p_{0}}\right)\left(\left.\alpha_{0}\right|_{\mathfrak{h}_{p_{0}}}\right)$ in $\mathfrak{h}_{p_{0}}^{*}$ through $\left.\alpha_{0}\right|_{\mathfrak{h}_{p_{0}}} \in \mathfrak{h}_{p_{0}}^{*}$ is open.

Proof. In the previous construction, $\mathfrak{h}=\mathfrak{l} \oplus \mathfrak{h}_{p_{0}}$, so that we have $\mathfrak{g}=V \oplus \mathfrak{l} \oplus \mathfrak{h}_{p_{0}}$ and $\mathfrak{g}^{*}=V^{*} \oplus \mathfrak{l}^{*} \oplus \mathfrak{h}_{p_{0}}^{*}$. We note that $\mathfrak{l}^{*}$ is naturally identified with $\left(\mathfrak{h}_{p_{0}}^{\perp}\right)$. For $(p, \beta, \gamma) \in V^{*} \oplus \mathfrak{l}^{*} \oplus \mathfrak{h}_{p_{0}}^{*}$, we write $\zeta(p, \beta, \gamma)$ for the corresponding element of $\mathfrak{g}^{*}$. Namely,

$$
\langle\zeta(p, \beta, \gamma), X(v, B+C)\rangle:=\langle p, v\rangle+\langle\beta, B\rangle+\langle\gamma, C\rangle,
$$

where $B \in \mathfrak{l}$ and $C \in \mathfrak{h}_{p_{0}}$. In other words, $\xi(p, \alpha)=\zeta\left(p, \alpha|\mathfrak{l}, \alpha|_{\mathfrak{h}_{p_{0}}}\right)$ for $p \in V^{*}$ and $\alpha \in \mathfrak{h}^{*}$. Then, the map $f_{0}: \mathfrak{g} \rightarrow \mathfrak{g}^{*}$ in (3.4) is described as

$$
\begin{align*}
& X(v, 0) \longmapsto \zeta\left(0, v \cdot p_{0}, 0\right), \\
& X(0, B) \longmapsto \zeta\left(-B^{*} p_{0}, \operatorname{ad}^{*}(B)\left(\left.\alpha_{0}\right|_{\mathfrak{r}}\right), \operatorname{ad}^{*}(B)\left(\left.\alpha_{0}\right|_{\mathfrak{h}_{p_{0}}}\right)(B \in \mathfrak{l}),\right. \\
& X(0, C) \longmapsto \zeta\left(0, \operatorname{ad}^{*}(C)\left(\alpha_{0} \mid \mathfrak{r}\right), \operatorname{ad}^{*}(C)\left(\left.\alpha_{0}\right|_{\mathfrak{h}_{p_{0}}}\right)\left(C \in \mathfrak{h}_{p_{0}}\right) .\right. \tag{3.5}
\end{align*}
$$

We shall prove "if" part. Assume $\varpi\left(\Omega_{\xi_{0}}\right)$ is open and $\operatorname{Ad}^{*}\left(H_{p_{0}}\right)\left(\left.\alpha_{0}\right|_{\mathfrak{h}_{p_{0}}}\right) \subset \mathfrak{h}_{p_{0}}$ is open. As is seen before $\operatorname{dim} \mathfrak{l}=\operatorname{dim} V^{*}$. Therefore, the map $\mathfrak{l} \ni B \mapsto-B^{*} p_{0} \in V^{*}$ is bijective. For a given $\zeta\left(p_{1}, \beta_{1}, \gamma_{1}\right) \in \mathfrak{g}^{*}$, we can find $X\left(v_{1}, B_{1}+C_{1}\right)$ for which

$$
\operatorname{ad}^{*}\left(X\left(v_{1}, B_{1}+C_{1}\right)\right) \xi_{0}=\zeta\left(p_{1}, \beta_{1}, \gamma_{1}\right)
$$

In fact, we have by (3.5)

$$
\begin{align*}
& p_{1}=-B_{1}^{*} p_{0}  \tag{3.6}\\
& \beta_{1}=v_{1} \cdot p_{0}+\operatorname{ad}^{*}\left(B_{1}+C_{1}\right)\left(\alpha_{0} \mid \mathfrak{r}\right)  \tag{3.7}\\
& \gamma_{1}=\operatorname{ad}^{*}\left(B_{1}+C_{1}\right)\left(\left.\alpha_{0}\right|_{\mathfrak{h}_{p_{0}}}\right) \tag{3.8}
\end{align*}
$$

First, by (3.6) we find $B_{1} \in \mathfrak{l}$. Then by (3.8) and openness of $\operatorname{Ad}^{*}\left(H_{p_{0}}\right)\left(\left.\alpha\right|_{\mathfrak{h}_{p_{0}}}\right)$, we can find $C_{1} \in \mathfrak{h}_{p_{0}}$. Finally, we can find $v_{1} \in V$ by (3.7) and Lemma 3.2. Thus, we prove "if part' for the case $\mathfrak{h}_{p_{0}} \neq\{0\}$, and the case $\mathfrak{h}_{p_{0}}=\{0\}$ is proved similarly. Now we shall prove the "only if" part. If $\varpi\left(\Omega_{\xi_{0}}\right)$ is not open in $V^{*}$, then there exists $p_{1} \in V^{*}$ such that $A^{*} p_{0} \neq p_{1}$ for any $A \in \mathfrak{h}$. This implies that $\operatorname{ad}^{*}(X) \xi_{0} \neq$ $\zeta\left(p_{1}, *, *\right)$ by (3.6) for any $X \in \mathfrak{g}$. Therefore, $\Omega_{\xi_{0}}$ is not open in $\mathfrak{g}^{*}$.

Assume that $\varpi\left(\Omega_{\xi_{0}}\right)$ is open. If $\mathfrak{h}_{p_{0}} \neq\{0\}$ and $\operatorname{Ad}^{*}\left(H_{p_{0}}\right)\left(\left.\alpha_{0}\right|_{\mathfrak{h}_{0}}\right)$ is not open in $\mathfrak{h}_{p_{0}}^{*}$, then there exists $\gamma_{1} \in \mathfrak{h}_{p_{0}}^{*}$ such that $\operatorname{ad}^{*}(C)\left(\left.\alpha\right|_{\mathfrak{h}_{p_{0}}}\right) \neq \gamma_{1}$ for any $C \in \mathfrak{h}_{p_{0}}$. This implies that $\operatorname{ad}^{*}(X) \xi_{0} \neq \zeta\left(0,0, \gamma_{1}\right)$ for any $X \in \mathfrak{g}$. In fact, if $\operatorname{ad}^{*}(X) \xi_{0}=\zeta\left(0,0, \gamma_{1}\right)$ with $X=X\left(v_{1}, B_{1}+C_{1}\right)$, then $B_{1}^{*} p_{0}=0$ means $B_{1}=0$, because as is already
seen that openness of $\varpi\left(\Omega_{\xi_{0}}\right)$ implies $B_{1} \mapsto-B_{1}^{*} p_{0}$ is injective. On the other hand, (3.8) means $\gamma_{1}=\operatorname{ad}^{*}\left(C_{1}\right)\left(\left.\alpha_{0}\right|_{\mathfrak{h}_{0}}\right)$. This is a contradiction, therefore, $\Omega_{\xi_{0}}$ is not open in $\mathfrak{g}^{*}$ either. We have shown that if $\Omega_{\xi_{0}}$ is open in $\mathfrak{g}^{*}$ then $\varpi\left(\Omega_{\xi_{0}}\right)$ is open in $V^{*}$ and $\operatorname{Ad}^{*}\left(H_{p_{0}}\right)\left(\left.\alpha_{0}\right|_{\mathfrak{h}_{p_{0}}}\right)$ is open in $\mathfrak{h}_{p_{0}}^{*}$ or $\mathfrak{h}_{p_{0}}=\{0\}$.

As a corollary of Theorem 3.3, we obtain the following result.
Corollary 3.4. The Lie algebra $\mathfrak{g}=V \rtimes \mathfrak{h}$ is a Frobenius Lie algebra if and only if there exists $p_{0} \in V^{*}$ such that $\mathfrak{h} . p_{0}=V^{*}$ and the stabilizer $\mathfrak{h}_{p_{0}} \subset \mathfrak{h}$ is a Frobenius Lie algebra.

We shall see later that Corollary 3.4 will be applied to similitude and connected affine Lie group in Chapter IV.

### 3.2 Duflo-Moore Operators for $V \rtimes H$ with trivial stabilizer case of $H$

As in the previous section, let $G$ be a semi-direct product of $V \cong \mathbb{R}^{n}$ and a Lie subgroup $H$ of $\operatorname{GL}(V)$. We take $\xi_{0}:=\xi\left(p_{0}, \alpha_{0}\right)$ in $\mathfrak{g}^{*}$ and assume that $\Omega_{\xi_{0}}$ is open as described in Theorem 3.3. Furthermore, we assume $\mathfrak{h}_{p_{0}}=\{0\}$. The case $\mathfrak{h}_{p_{0}} \neq\{0\}$, it shall be discussed in the Section 3.3.

## Lemma 3.5.

$$
\begin{equation*}
\Omega_{\xi_{0}}=\Omega_{\xi\left(p_{0}, 0\right)} . \tag{3.9}
\end{equation*}
$$

Proof. Since $\mathfrak{h}_{p_{0}}=\{0\}$, we have $\mathfrak{h}_{p_{0}}^{\perp}=\mathfrak{h}^{*}$ and the bijection

$$
V \ni u \mapsto u \cdot p_{0} \in \mathfrak{h}^{*}
$$

as in the proof of Lemma 3.2. Let $u_{0} \in V$ for which $u_{0} \cdot p_{0}=\alpha_{0}$. Then,

$$
\xi_{0}=\xi\left(p_{0}, \alpha_{0}\right)=\operatorname{Ad}^{*}\left(g\left(u_{0}\right)\right) \xi\left(p_{0}, 0\right)
$$

by (3.2). Therefore, $\Omega_{\xi_{0}}=\Omega_{\xi\left(p_{0}, 0\right)}$.
We define an action of $H$ on $V^{*}$ by

$$
h \cdot p:=\left(h^{-1}\right)^{*} p \quad\left(h \in H, p \in V^{*}\right) .
$$

Then $\mathcal{O}_{p_{0}}:=\varpi\left(\Omega_{p_{0}}\right) \subset V^{*}$ is the $H$-orbit $\left\{h \cdot p_{0} ; h \in H\right\}$. By Theorem 3.3, $\mathcal{O}_{p_{0}}$ is open in $V^{*}$. By Lemma 3.5, we assume $\xi_{0}=\xi\left(p_{0}, 0\right)$ in what follows. We also note that $\Omega_{\xi_{0}}=\mathcal{O}_{p_{0}} \oplus V^{*}$.

Furthermore, since the stabilizer $H_{p_{0}}=\{1\}$, we have a bijection $H \ni h \mapsto$ $h . p_{0} \in \mathcal{O}_{p_{0}}$. In addition, for $p \in \mathcal{O}_{p_{0}}$, we denote by $h_{p}$ a unique element of $H$ for which $h_{p} \cdot p_{0}=p$.

Lemma 3.6. Define a linear form

$$
\mu: C_{c}(H) \rightarrow \mathbb{R}
$$

by

$$
\begin{equation*}
\mu(\psi):=\int_{\mathcal{O}_{p_{0}}} \psi\left(h_{p}\right)\left|\operatorname{det} h_{p}\right| d p \quad\left(\psi \in C_{c}(H)\right) \tag{3.10}
\end{equation*}
$$

Then, $\mu$ is left invariant.
Proof. For each $a \in H$, we define left translation $L(a) \psi(h):=\psi\left(a^{-1} h\right)$. Then we have,

$$
\begin{aligned}
\mu(L(a) \psi) & =\int_{\mathcal{O}_{p_{0}}} \psi\left(a^{-1} h_{p}\right)\left|\operatorname{det} h_{p}\right| d p \\
& =\int_{\mathcal{O}_{p_{0}}} \psi\left(h_{a^{-1} \cdot p}\right)\left|\operatorname{det} h_{p}\right| d p \\
& =\int_{\mathcal{O}_{p_{0}}} \psi\left(h_{p^{\prime}}\right)\left|\operatorname{det} h_{a \cdot p^{\prime}}\right||\operatorname{det} a|^{-1} d p^{\prime} \quad\left(p^{\prime}=a^{-1} \cdot p\right) \\
& =\int_{\mathcal{O}_{p_{0}}} \psi\left(h_{p^{\prime}}\right)\left|\operatorname{det} a \cdot h_{p^{\prime}}\right||\operatorname{det} a|^{-1} d p^{\prime} \\
& =\int_{\mathcal{O}_{p_{0}}} \psi\left(h_{p^{\prime}}\right)|\operatorname{det} a| \cdot\left|\operatorname{det} h_{p^{\prime}}\right||\operatorname{det} a|^{-1} d p^{\prime} \\
& =\int_{\mathcal{O}_{p_{0}}} \psi\left(h_{p^{\prime}}\right)\left|\operatorname{det} h_{p^{\prime}}\right| d p^{\prime}=\mu(\psi) .
\end{aligned}
$$

Therefore, $\mu$ is left invariant.
By a uniqueness of Haar measure and Lemma 3.6, there exists a $C_{0}>0$ such that

$$
\begin{equation*}
\int_{H} \psi(h) d h=C_{0} \mu(\psi)=C_{0} \int_{\mathcal{O}_{p_{0}}} \psi\left(h_{p}\right)\left|\operatorname{det} h_{p}\right| d p \tag{3.11}
\end{equation*}
$$

If we define $D(p):=C_{0}\left|\operatorname{det} h_{p}\right| \quad\left(p \in \mathcal{O}_{p_{0}}\right)$, then (3.11) is rewritten as

$$
\begin{equation*}
\int_{H} \psi(h) d h=\int_{\mathcal{O}_{p_{0}}} \psi(p) D(p) d p \quad\left(\psi \in C_{c}(H)\right) . \tag{3.12}
\end{equation*}
$$

Let us consider a unitary representation of $G$ corresponding to $\Omega_{\xi_{0}} \subset \mathfrak{g}^{*}$. In this case, $V \subset \mathfrak{g}$ is a polarization at $\xi_{0}$. Let $\pi$ be the induced representation $\operatorname{Ind}_{V}^{G} \nu_{p_{0}}$ of $G$. By Mackey Theory, $\pi$ is irreducible and we realize $\pi$ on $L^{2}(H, d h)$ by

$$
\begin{align*}
& \pi(g(a)) f(h)=f\left(a^{-1} h\right)  \tag{3.13}\\
& \pi(g(v)) f(h)=\nu_{p_{0}}\left(h^{-1} v\right) f(h) \quad\left(f \in L^{2}(H, d h), a, h \in H, v \in V\right) . \tag{3.14}
\end{align*}
$$

Since $\nu_{p_{0}}\left(h^{-1} v\right)=e^{2 \pi i\left\langle p_{0}, h^{-1} v\right\rangle}=e^{2 \pi i\left\langle h \cdot p_{0}, v\right\rangle}$, we rewrite (3.14) as

$$
\begin{equation*}
\pi(g(v)) f(h)=e^{2 \pi i\left\langle h \cdot p_{0}, v\right\rangle} f(h) . \tag{3.15}
\end{equation*}
$$

Now we shall compute the Duflo-Moore operator $C_{\pi}$ for the representation $\pi$. To do that, let $f_{1}$ and $f_{2}$ be elements in $L^{2}(H)$. We shall consider the integral

$$
\begin{equation*}
\int_{H} \int_{V}\left|\left(f_{1} \mid \pi(g(v)) \pi(g(a)) f_{2}\right)_{L^{2}(H)}\right|^{2} d v|\operatorname{det} a|^{-1} d a . \tag{3.16}
\end{equation*}
$$

We obtain by 3.15

$$
\begin{align*}
\left(f_{1} \mid \pi(g(v)) \pi(g(a)) f_{2}\right)_{L^{2}(H)} & =\int_{H} f_{1}(h) \overline{\pi(g(v)) \pi(g(a)) f_{2}(h)} d \mu_{l}(h) \\
& =\int_{H} e^{-2 \pi i\left\langle h \cdot p_{0}, v\right\rangle} f_{1}(h) \overline{\pi(g(a)) f_{2}(h)} d \mu_{l}(h) . \tag{3.17}
\end{align*}
$$

Using (3.12), the last term equals

$$
\begin{equation*}
\int_{\mathcal{O}_{p_{0}}} e^{-2 \pi i\langle p, v\rangle} f_{1}\left(h_{p}\right) \overline{\pi(g(a)) f_{2}\left(h_{p}\right)} D(p) d p \tag{3.18}
\end{equation*}
$$

By the Plancherel formula, we have

$$
\begin{equation*}
\int_{V}\left|\left(f_{1} \mid \pi(g(v)) \pi(g(a)) f_{2}\right)_{L^{2}(H)}\right|^{2} d v=\int_{\mathcal{O}_{p_{0}}}\left|f_{1}\left(h_{p}\right)\right|^{2}\left|\pi(g(a)) f_{2}\left(h_{p}\right)\right|^{2} D(p)^{2} d p \tag{3.19}
\end{equation*}
$$

On the other hand, we have

$$
\begin{align*}
\int_{H}\left|\pi(g(a)) f_{2}\left(h_{p}\right)\right|^{2}|\operatorname{det} a|^{-1} d a & =\int_{H}\left|f_{2}\left(a^{-1} \cdot h_{p}\right)\right|^{2}|\operatorname{det} a|^{-1} d a \\
& =\left|\operatorname{det} h_{p}\right|^{-1} \int_{H}\left|f_{2}\left(h^{\prime}\right)\right|^{2}\left|\operatorname{det} h^{\prime}\right| \Delta_{H}\left(h^{\prime}\right)^{-1} d h^{\prime} \quad\left(h^{\prime}=a^{-1} \cdot h_{p}\right) . \tag{3.20}
\end{align*}
$$

By (3.19) and Fubini Theorem, we obtain

$$
\begin{align*}
\int_{H} \int_{V} \mid\left(f_{1} \mid \pi\right. & \left.(g(v)) \pi(g(a)) f_{2}\right)\left._{L^{2}(H)}\right|^{2} d v|\operatorname{det} a|^{-1} d a \\
& =\int_{H}\left\{\int_{\mathcal{O}_{p_{0}}}\left|f_{1}\left(h_{p}\right)\right|^{2}\left|\pi(g(a)) f_{2}\left(h_{p}\right)\right|^{2} D(p)^{2} d p\right\}|\operatorname{det} a|^{-1} d a \\
& =\int_{\mathcal{O}_{p_{0}}}\left|f_{1}\left(h_{p}\right)\right|^{2}\left\{\int_{H}\left|f_{2}\left(a^{-1} h_{p}\right)\right|^{2}|\operatorname{det} a|^{-1} d a\right\} D(p)^{2} d p \tag{3.21}
\end{align*}
$$

Then we apply (3.20) and $D(p)=C_{0}\left|\operatorname{det} h_{p}\right|$, we see that (3.21) equals

$$
\begin{equation*}
\int_{\mathcal{O}_{p_{0}}}\left|f_{1}\left(h_{p}\right)\right|^{2} C_{0}\left|\operatorname{det} h_{p}\right| d p\left\{C_{0} \int_{H}\left|f_{2}\left(h^{\prime}\right)\right|^{2}\left|\operatorname{det} h^{\prime}\right| \Delta_{H}\left(h^{\prime}\right)^{-1} d h^{\prime}\right\} \tag{3.22}
\end{equation*}
$$

Using (3.11), we see that (3.22) equals

$$
\begin{equation*}
\left\|f_{1}\right\|_{L^{2}(H)}^{2} \cdot\left\{C_{0} \int_{H}\left|f_{2}\left(h^{\prime}\right)\right|^{2}\left|\operatorname{det} h^{\prime}\right| \Delta_{H}\left(h^{\prime}\right)^{-1} d h^{\prime}\right\} . \tag{3.23}
\end{equation*}
$$

Substituting $\Delta_{G}\left(h^{\prime}\right)^{-1}=\left|\operatorname{det} h^{\prime}\right| \Delta_{H}\left(h^{\prime}\right)^{-1}$, the result equals

$$
\begin{equation*}
\left\|f_{1}\right\|_{L^{2}(H)}^{2} \cdot\left\{C_{0} \int_{H}\left|f_{2}\left(h^{\prime}\right)\right|^{2} \Delta_{G}\left(h^{\prime}\right)^{-1} d h^{\prime}\right\} \tag{3.24}
\end{equation*}
$$

Therefore, from (3.24) we obtain the Duflo-Moore operator for the representation $\pi$ of $G$ as follows.

Theorem 3.7. We assume that $\mathfrak{h}_{p_{0}}=\{0\}$. The Duflo-Moore operator $C_{\pi}$ : $L^{2}(H) \rightarrow L^{2}(H)$ of the representation $\pi:=\operatorname{Ind}_{V}^{G} \nu_{p_{0}}$ is described as

$$
\begin{equation*}
C_{\pi} f_{2}(h)=C_{0}^{1 / 2} \Delta_{G}(h)^{-1 / 2} f_{2}(h) \quad\left(f_{2} \in L^{2}(H)\right) \tag{3.25}
\end{equation*}
$$

where $C_{0}$ is defined in (3.11).

### 3.3 General Formula of Duflo-Moore Operator for $V \rtimes H$

As in the previous section, let $G$ be a semi-direct product of $V \cong \mathbb{R}^{n}$ and a Lie subgroup $H$ of $\mathrm{GL}(V)$. We take $\xi_{0}:=\xi\left(p_{0}, \alpha_{0}\right)$ in $\mathfrak{g}^{*}$ and assume that $\Omega_{\xi_{0}}$ is open as described in Theorem 3.3. Furthermore, we assume $\mathfrak{h}_{p_{0}} \neq\{0\}$.

Lemma 3.8. For $h_{0} \in H_{p_{0}}$, we have

$$
\begin{equation*}
\Delta_{G}\left(h_{0}\right)=\Delta_{H_{p_{0}}}\left(h_{0}\right) . \tag{3.26}
\end{equation*}
$$

Proof. We shall consider the coadjoint orbit $\Omega_{p_{0}}:=\operatorname{Ad}^{*}(G) p_{0} \subset \mathfrak{g}^{*}$ and the isotropy representation

$$
\tau: H_{p_{0}} \rightarrow \operatorname{GL}\left(T_{p_{0}} \Omega_{p_{0}}\right)
$$

We have

$$
\begin{align*}
T_{p_{0}} \Omega_{p_{0}} & =\left\{\operatorname{ad}^{*}(X(v, A)) p_{0} ; v \in V, A \in \mathfrak{h}\right\} \\
& =\left\{\xi\left(-A^{*} p_{0}, v \cdot p_{0}\right) ; v \in V, A \in \mathfrak{h}\right\}, \tag{3.27}
\end{align*}
$$

and we see that $v . p_{0} \in\left(\mathfrak{h}_{p_{0}}\right)^{\perp}$ by Lemma 3.2. Thus,

$$
\begin{equation*}
T_{p_{0}} \Omega_{p_{0}}=V^{*} \oplus\left(\mathfrak{h}_{p_{0}}\right)^{\perp} . \tag{3.28}
\end{equation*}
$$

For $h_{0} \in H_{p_{0}}$, the linear map

$$
\begin{equation*}
\tau\left(h_{0}\right): T_{p_{0}} \Omega_{p_{0}} \rightarrow T_{p_{0}} \Omega_{p_{0}} \tag{3.29}
\end{equation*}
$$

is symplectic, so that $\operatorname{det} \tau\left(h_{0}\right)=1$. On the other hand by (3.28)

$$
\begin{align*}
\operatorname{det} \tau\left(h_{0}\right) & =\operatorname{det}\left(\left.\tau\left(h_{0}\right)\right|_{V^{*}}\right) \cdot \operatorname{det}\left(\left.\tau\left(h_{0}\right)\right|_{\mathfrak{h}_{p_{0}}}\right) \\
& =\left(\operatorname{det} h_{0}\right)^{-1} \cdot \operatorname{det} \operatorname{Ad}_{\mathfrak{h}}\left(h_{0}\right)^{-1} / \operatorname{det} \operatorname{Ad}_{\mathfrak{h}_{p_{0}}}\left(h_{0}\right)^{-1} \\
& =\left(\operatorname{det} h_{0}\right)^{-1} \cdot \Delta_{H}\left(h_{0}\right) / \Delta_{H_{p_{0}}}\left(h_{0}\right) . \tag{3.30}
\end{align*}
$$

Therefore,

$$
\operatorname{det} h_{0}=\Delta_{H}\left(h_{0}\right) / \Delta_{H_{p_{0}}}\left(h_{0}\right)
$$

On the other hand,

$$
\operatorname{det} h_{0}=\Delta_{H}\left(h_{0}\right) / \Delta_{G}\left(h_{0}\right)
$$

which implies that $\Delta_{G}\left(h_{0}\right)=\Delta_{H_{p_{0}}}\left(h_{0}\right)$.
We also obtain
Theorem 3.9. Let $\mathfrak{m}_{0} \subset \mathfrak{h}_{p_{0}}$ be a polarization at $\left.\alpha_{0}\right|_{\mathfrak{h}_{p_{0}}}$ satisfying Pukanszky condition and let $\pi_{0}$ be the induced representation $\operatorname{Ind}_{\exp \mathfrak{m}_{0}}^{H_{p_{0}}} \nu_{\alpha_{0}}$ of $H_{p_{0}}$.

1. $\mathfrak{p}_{0}:=V \rtimes \mathfrak{m}_{0} \subset \mathfrak{g}$ is a polarization at $\xi_{0}=\xi\left(p_{0}, \alpha_{0}\right)$ satisfying Pukanszky condition.
2. $\pi:=\operatorname{Ind}_{\exp p_{0}}^{G} \nu_{\xi_{0}}$ is irreducible if $\pi_{0}$ is irreducible.
3. $\pi$ is square-integrable if $\pi_{0}$ is square-integrable.

Proof. For the first part, let us observe the value of linear functional $\xi_{0}$ on $\left[\mathfrak{p}_{0}, \mathfrak{p}_{0}\right]$. Since we have

$$
\left\langle\xi_{0},\left[v+A, v^{\prime}+A^{\prime}\right]\right\rangle=p_{0}\left(A v^{\prime}-A^{\prime} v\right)+\alpha_{0}\left(\left[A, A^{\prime}\right]\right)=0 \quad\left(v, v^{\prime} \in V, A, A^{\prime} \in \mathfrak{m}_{0}\right)
$$

we see that $\left\langle\xi_{0},\left[\mathfrak{p}_{0}, \mathfrak{p}_{0}\right]\right\rangle=0$. Moreover, since $\mathfrak{m}_{0}$ is a polarization at $\left.\alpha_{0}\right|_{\mathfrak{h}_{p_{0}}}$, we have $\operatorname{dim} \mathfrak{m}_{0}=\frac{1}{2} \operatorname{dim} \mathfrak{h}_{p_{0}}=\frac{1}{2}(\operatorname{dim} \mathfrak{h}-n)$. Therefore we obtain

$$
\operatorname{dim} \mathfrak{p}=n+\operatorname{dim} \mathfrak{m}_{0}=\frac{1}{2}(n+\operatorname{dim} \mathfrak{h})=\frac{1}{2} \operatorname{dim} \mathfrak{g} .
$$

Now we shall prove that $\mathfrak{p}_{0}$ satisfies Pukanszky condition, namely, for each $\xi_{0}^{\prime} \in$ $\xi_{0}+\mathfrak{p}_{0}^{\perp}$, there exist $g(v, h) \in G$ so that $\operatorname{Ad}^{*}(g(v, h)) \xi_{0}=\xi_{0}^{\prime}$. We recall the notation in the proof of Theorem 3.3 so that $\xi_{0}=\zeta\left(p_{0}, \beta_{0}, \gamma_{0}\right)$ and $\xi_{0}^{\prime}=\zeta\left(p_{0}, \beta_{0}^{\prime}, \gamma_{0}^{\prime}\right)$ where $\beta_{0}, \beta_{0}^{\prime} \in \mathfrak{l}^{*}$ and $\gamma_{0}, \gamma_{0}^{\prime} \in \mathfrak{h}_{0}^{*}$. By the assumption that $\mathfrak{m}_{0}$ satisfies Pukansky condition, we can take $h \in H_{p_{0}}$ for which $\gamma_{0}^{\prime}=\operatorname{Ad}^{*}(h) \gamma_{0}$. Let $\xi_{0}^{\prime \prime}:=\operatorname{Ad}^{*}(h) \xi_{0}$. For $C \in \mathfrak{h}_{p_{0}}$,
we have

$$
\begin{aligned}
\left\langle\xi_{0}^{\prime \prime}, C\right\rangle & =\left\langle\operatorname{Ad}^{*}(h) \xi_{0}, C\right\rangle \\
& =\left\langle\xi_{0}, \operatorname{Ad}\left(h^{-1}\right) C\right\rangle \\
& =\left\langle\zeta\left(p_{0}, \beta_{0}, \gamma_{0}\right), \operatorname{Ad}\left(h^{-1}\right) C\right\rangle \\
& =\left\langle\gamma_{0}, \operatorname{Ad}\left(h^{-1}\right) C\right\rangle \\
& =\left\langle\operatorname{Ad}^{*}(h) \gamma_{0}, C\right\rangle \\
& =\left\langle\gamma_{0}^{\prime}, C\right\rangle .
\end{aligned}
$$

Therefore, we have $\xi_{0}^{\prime \prime}=\zeta\left(p_{0}, \beta_{0}^{\prime \prime}, \gamma_{0}^{\prime}\right)$. On the other hand, by Lemma 3.2, we can take $v \in V$ for which $\beta_{0}^{\prime}-\beta_{0}^{\prime \prime}=v \cdot p_{0}$. Then we have

$$
\begin{aligned}
\operatorname{Ad}^{*}(g(v, h)) \xi_{0} & =\operatorname{Ad}^{*}(g(v)) \operatorname{Ad}^{*}\left(g(h) \xi_{0}\right. \\
& =\operatorname{Ad}^{*}(g(v)) \xi_{0}^{\prime \prime} \\
& =\operatorname{Ad}^{*}(g(v)) \zeta\left(p_{0}, \beta_{0}^{\prime \prime}, \gamma_{0}^{\prime}\right) \\
& =\zeta\left(p_{0}, \beta_{0}^{\prime \prime}+v \cdot p_{0}, \gamma_{0}^{\prime}\right) \\
& =\zeta\left(p_{0}, \beta_{0}^{\prime}, \gamma_{0}^{\prime}\right)=\xi_{0}^{\prime} .
\end{aligned}
$$

Therefore, $\mathfrak{p}_{0}$ satisfies Pukanszky condition.
For the second part, the proof of the statement can be found in [4] and [23] in the context of Mackey Machine. The last part about square-integrability of $\pi:=\operatorname{Ind}_{\exp \mathfrak{p}_{0}}^{G} \nu_{\xi_{0}}$, we can find the detailed proof in [2].

Let us assume that $\pi_{0}$ is irreducible and square integrable in what follows. We shall describe the Duflo-Moore operator of square-integrable representation $\pi$ of $G$. To do that, we realize induced representations in the Blattner model in ( [8], [23]) as follows.

The representation space $\mathcal{H}_{\pi}$ of $\pi$ is given by

$$
\begin{align*}
\mathcal{H}_{\pi} & =L^{2}\left(G / \exp \mathfrak{p}_{0}, \nu_{\xi_{0}}\right) \\
& =\left\{\begin{array}{cc}
\phi(g \exp X)=\Delta_{G, \exp \mathfrak{p}_{0}}(\exp X)^{-1 / 2} \nu_{\xi_{0}}(\exp X)^{-1} \phi(g) \\
\phi: G \rightarrow \mathbb{C} ; \quad & \left(g \in G, X \in \mathfrak{p}_{0}\right), \\
& \|\phi\|_{\mathcal{H}_{\pi}}^{2}=\oint_{G / \exp \mathfrak{p}_{0}}|\phi(g)|^{2} d \mu(\dot{g})<\infty
\end{array}\right\} \tag{3.31}
\end{align*}
$$

Since $G / \exp \mathfrak{p}_{0} \simeq H / \exp \mathfrak{m}_{0}$, the space $\mathcal{H}_{\pi}$ is identified with $L^{2}\left(H / \exp \mathfrak{m}_{0}, \nu_{\alpha_{0}}\right)$ through the restriction map

$$
\begin{equation*}
\left.\mathcal{H}_{\pi} \ni \phi \longmapsto \phi\right|_{H} \in L^{2}\left(H / \exp \mathfrak{m}_{0}, \nu_{\alpha_{0}}\right) \tag{3.32}
\end{equation*}
$$

Then $\pi$ is realized on $L^{2}\left(H / \exp \mathfrak{m}_{0}, \nu_{\alpha_{0}}\right)$ by

$$
\begin{align*}
& \pi(g(a)) \phi(h)=\phi\left(a^{-1} h\right) \\
& \pi(g(v)) \phi(h)=\nu_{p_{0}}\left(h^{-1} \cdot v\right) \phi(h) \quad\left(\phi \in L^{2}\left(H / \exp \mathfrak{m}_{0}, \nu_{\alpha_{0}}\right), a, h \in H, v \in V\right) \tag{3.33}
\end{align*}
$$

and the latter formula is rewritten as

$$
\begin{equation*}
\pi(g(v)) \phi(h)=e^{2 \pi i\left\langle h \cdot p_{0}, v\right\rangle} \phi(h) \tag{3.34}
\end{equation*}
$$

Because of induction by stage, we have

$$
\begin{aligned}
\operatorname{Ind}_{\exp \mathfrak{m}_{0}}^{H} \nu_{\alpha_{0}} & \simeq \operatorname{Ind}_{H_{p_{0}}}^{H}\left(\operatorname{Ind}_{\exp \mathfrak{m}_{0}}^{H_{p_{0}}} \nu_{\alpha_{0}}\right) \\
& \simeq \operatorname{Ind}_{H_{p_{0}}}^{H} \pi_{0} .
\end{aligned}
$$

This equivalence is realized by the Hilbert space isomorphism

$$
L^{2}\left(H / \exp \mathfrak{m}_{0}, \nu_{\alpha_{0}}\right) \ni \phi \longmapsto \tilde{\phi} \in L^{2}\left(H / H_{p_{0}}, \mathcal{H}_{\pi_{0}}\right)
$$

given by

$$
\begin{equation*}
\tilde{\phi}(l)(h):=\phi(l h) \Delta_{H, H_{p_{0}}}(h)^{1 / 2} \quad\left(l \in H, h \in H_{p_{0}}\right) . \tag{3.35}
\end{equation*}
$$

Indeed, for almost all $l \in H$, we see that $\tilde{\phi}(l) \in \mathcal{H}_{\pi_{0}}$ because

$$
\begin{align*}
\|\phi\|^{2} & =\oint_{H / \exp \mathfrak{m}_{0}}|\phi(h)|^{2} d \mu_{0}(\dot{h}) \\
& =\oint_{H / H_{p_{0}}}\left\{\oint_{H_{p_{0}} / \exp \mathfrak{m}_{0}}\left|\phi\left(l h_{0}\right)\right|^{2} \Delta_{H, H_{p_{0}}}\left(h_{0}\right) d \mu\left(\dot{h_{0}}\right)\right\} d \mu_{0}(i) \\
& =\oint_{H / H_{p_{0}}}\|\tilde{\phi}(l)\|_{\mathcal{H}_{\pi_{0}}}^{2} d \mu_{0}(\dot{l}) . \tag{3.36}
\end{align*}
$$

Theorem 3.10. The representation $\pi=\operatorname{Ind}_{\exp \mathfrak{p}_{0}}^{G} \nu_{\xi_{0}}$ is isomorphic to $\operatorname{Ind}_{G_{p_{0}}}^{G}\left(\nu_{p_{0}} \otimes\right.$ $\left.\pi_{0}\right)$, where $G_{p_{0}}:=V \rtimes H_{p_{0}}$ and $\nu_{p_{0}} \otimes \pi_{0}$ is defined by

$$
\nu_{p_{0}} \otimes \pi_{0}(u, h):=\nu_{p_{0}}(u) \pi_{0}(h) \quad\left((u, h) \in G_{p_{0}}\right) .
$$

Proof. Let $\pi^{\prime}:=\operatorname{Ind}_{G_{p_{0}}}^{G}\left(\nu_{p_{0}} \otimes \pi_{0}\right)$. The representation space of $\pi^{\prime}$ is $\mathcal{H}_{\pi^{\prime}}=$ $L^{2}\left(G / G_{p_{0}}, \mathcal{H}_{\pi_{0}}\right)$ which is isomorphic to $L^{2}\left(H / H_{p_{0}}, \mathcal{H}_{\pi_{0}}\right)$ via

$$
\left.L^{2}\left(G / G_{p_{0}}, \mathcal{H}_{\pi_{0}}\right) \ni \psi \longmapsto \psi\right|_{H} \in L^{2}\left(H / H_{p_{0}}, \mathcal{H}_{\pi_{0}}\right)
$$

Then $\pi^{\prime}$ is realized on $L^{2}\left(H / H_{p_{0}}, \mathcal{H}_{\pi_{0}}\right)$ by

$$
\begin{align*}
& \pi^{\prime}(g(a)) \psi(h)=\psi\left(a^{-1} h\right) \\
& \pi^{\prime}(g(v)) \psi(h)=\nu_{p_{0}}\left(h^{-1} v\right) \psi(h) \quad\left(a, h \in H, v \in V, \psi \in L^{2}\left(H / \exp \mathfrak{m}_{0}, \nu_{\alpha_{0}}\right)\right) . \tag{3.37}
\end{align*}
$$

Comparing (3.33) and (3.37), we see that the isomorphism

$$
L^{2}\left(H / \exp \mathfrak{m}_{0}, \nu_{\alpha_{0}}\right) \ni \phi \longmapsto \psi=\tilde{\phi} \in L^{2}\left(H / H_{p_{0}}, \mathcal{H}_{\pi_{0}}\right)
$$

defined in (3.35) gives an intertwining operator from $\pi$ to $\pi^{\prime}$.
Based on Theorem 3.10, we describe the Duflo-Moore operator $C_{\pi}$ for the representation $\pi$ by using Duflo-Moore operator $C_{\pi_{0}}$ for the representation $\pi_{0}$. Now take a section $L=\left\{l_{p} ; p \in \mathcal{O}_{p_{0}}\right\} \subset H$ of $H / H_{p_{0}}$ such that $L \ni l_{p} \mapsto p=l_{p} . p_{0} \in \mathcal{O}_{p_{0}}$ is bijective.

Lemma 3.11. Define a linear form

$$
\mu: \mathcal{E}\left(H / H_{p_{0}}\right) \rightarrow \mathbb{R}
$$

by

$$
\begin{equation*}
\mu(f)=\int_{\mathcal{O}_{p_{0}}} f\left(l_{p}\right)\left|\operatorname{det} l_{p}\right| d p \quad\left(f \in \mathcal{E}\left(H / H_{p_{0}}\right)\right) . \tag{3.38}
\end{equation*}
$$

Then

1. $\mu$ does not depend on the choice of $L$.
2. $\mu$ is left invariant.
3. There exists $C_{0}>0$ such that

$$
\begin{equation*}
\oint_{H / H_{p_{0}}} f(l) d \mu_{0}(l)=C_{0} \mu(f) . \tag{3.39}
\end{equation*}
$$

Proof. 1. Let $L^{\prime}:=\left\{l_{p}^{\prime}\right\}$ be another section of $\mathcal{O}_{p_{0}}$. We observe that for each $p \in \mathcal{O}_{p_{0}}$, we can find a unique $a_{p} \in H_{p_{0}}$ such that $l_{p}^{\prime}=l_{p} a_{p}$. Moreover, for $f \in \mathcal{E}\left(H / H_{p_{0}}\right)$ we have $f(l a)=\Delta_{H, H_{p_{0}}}(a)^{-1} f(l)$, so that

$$
\begin{aligned}
\int_{\mathcal{O}_{p_{0}}} f\left(l_{p}^{\prime}\right)\left|\operatorname{det} l_{p}^{\prime}\right| d p & =\int_{\mathcal{O}_{p_{0}}} f\left(l_{p} a_{p}\right)\left|\operatorname{det} l_{p} a_{p}\right| d p \\
& =\int_{\mathcal{O}_{p_{0}}} f\left(l_{p}\right) \Delta_{H, H_{p_{0}}}\left(a_{p}\right)^{-1}\left|\operatorname{det} l_{p}\right|\left|\operatorname{det} a_{p}\right| d p
\end{aligned}
$$

By Lemma 3.8, we have $\operatorname{det} a_{p}=\Delta_{H, H_{p_{0}}}\left(a_{p}\right)$. Therefore, the last term equals

$$
\int_{\mathcal{O}_{p_{0}}} f\left(l_{p}\right)\left|\operatorname{det} l_{p}\right| d p
$$

as required.
2. Let $l_{p}^{\prime}=a^{-1} \cdot l_{a \cdot p}$ which is a section of $\mathcal{O}_{p_{0}}$. We have

$$
\begin{aligned}
\mu(L(a) f) & =\int_{\mathcal{O}_{p_{0}}} f\left(a^{-1} l_{p}\right)\left|\operatorname{det} l_{p}\right| d p \\
& =\int_{\mathcal{O}_{p_{0}}} f\left(a^{-1} l_{a \cdot p^{\prime}}\right)\left|\operatorname{det} l_{a \cdot p^{\prime}}\right||\operatorname{det} a|^{-1} d p^{\prime} \quad\left(p=a \cdot p^{\prime}\right) \\
& =\int_{\mathcal{O}_{p_{0}}} f\left(l_{p^{\prime}}^{\prime}\right)\left|\operatorname{det} l_{p^{\prime}}^{\prime}\right| d p^{\prime} .
\end{aligned}
$$

By the first statement, the last term equals $\mu(f)$.
3. Since $\mu$ is left invariant, the statement follows from a uniqueness of the linear functional $\mu_{0}$ in Proposition 1.11 .

We define $D_{L}(p):=C_{0}\left|\operatorname{det} l_{p}\right|$. Then by Lemma 3.11(3), we have

$$
\begin{equation*}
\oint_{H / H_{p_{0}}} f(l) d \mu_{0}(i)=\int_{\mathcal{O}_{p_{0}}} f\left(l_{p}\right) D_{L}(p) d p \quad\left(f \in \mathcal{E}\left(H / H_{p_{0}}\right)\right) . \tag{3.40}
\end{equation*}
$$

Now for $\phi_{1}, \phi_{2} \in \mathcal{H}_{\pi}$, we shall evaluate the integral

$$
\begin{equation*}
\int_{G}\left|\left(\phi_{1} \mid \pi(g) \phi_{2}\right)_{\mathcal{H}_{\pi}}\right|^{2} d g=\int_{H} \int_{V}\left|\left(\phi_{1} \mid \pi(g(v)) \pi(g(h)) \phi_{2}\right)_{\mathcal{H}_{\pi}}\right|^{2}|\operatorname{det} h|^{-1} d h d v . \tag{3.41}
\end{equation*}
$$

We have for $g=g(v) g(h) \in G$

$$
\begin{aligned}
\left(\phi_{1} \mid \pi(g) \phi_{2}\right)_{\mathcal{H}_{\pi}} & =\int_{H / H_{p_{0}}}\left(\tilde{\phi}_{1}(l) \mid \widetilde{\pi(g) \phi_{2}}(l)\right)_{\mathcal{H}_{\pi_{0}}} d \mu(i) \\
& =\int_{\mathcal{O}_{p_{0}}}\left(\tilde{\phi}_{1}\left(l_{p}\right) \widetilde{\pi(g) \phi_{2}}\left(l_{p}\right)\right)_{\mathcal{H}_{\pi_{0}}} D_{L}(p) d p \\
& =\int_{\mathcal{O}_{p_{0}}} e^{-2 \pi i\langle p, v\rangle}\left(\tilde{\phi}_{1}\left(l_{p}\right) \mid \widetilde{(g(h))} \phi_{2}\left(l_{p}\right)\right)_{\mathcal{H}_{\pi_{0}}} D_{L}(p) d p
\end{aligned}
$$

by (3.36), (3.40), and (3.34). Furthermore, using the Plancherel formula, we have

$$
\begin{equation*}
\int_{V}\left|\left(\phi_{1} \mid \pi(g(v)) \pi(g(h)) \phi_{2}\right)_{\mathcal{H}_{\pi}}\right|^{2} d v=\int_{\mathcal{O}_{p_{0}}}\left|\left(\tilde{\phi}_{1}\left(l_{p}\right) \mid \pi \widetilde{(g(h))} \phi_{2}\left(l_{p}\right)\right)_{\mathcal{H}_{\pi_{0}}}\right|^{2} D_{L}(p)^{2} d p . \tag{3.42}
\end{equation*}
$$

Next task is to consider for each $p \in \mathcal{O}_{p_{0}}$ the following integral

$$
\begin{align*}
\int_{H} & \left|\left(\tilde{\phi}_{1}\left(l_{p}\right) \mid \pi \widetilde{(g(h))} \phi_{2}\left(l_{p}\right)\right)_{\mathcal{H}_{\pi_{0}}}\right|^{2}|\operatorname{det} h|^{-1} d h \\
& =\int_{H}\left|\left(\tilde{\phi}_{1}\left(l_{p}\right) \mid \pi\left(\widetilde{g\left(h^{-1}\right)}\right) \phi_{2}\left(l_{p}\right)\right)_{\mathcal{H}_{\pi_{0}}}\right|^{2}|\operatorname{det} h| \Delta_{H}(h)^{-1} d h \quad\left(h \rightarrow h^{-1}\right) \\
& =\int_{H}\left|\left(\tilde{\phi}_{1}\left(l_{p}\right) \mid \pi\left(\widetilde{g\left(h^{-1}\right)}\right) \phi_{2}\left(l_{p}\right)\right)_{\mathcal{H}_{\pi_{0}}}\right|^{2} \Delta_{G}(h)^{-1} d h \tag{3.43}
\end{align*}
$$

By Proposition 1.11, we have

$$
\int_{H} f(h) d h=\oint_{H / H_{p_{0}}}\left\{\int_{H_{p_{0}}} f\left(l h_{0}\right) \Delta_{H, H_{p_{0}}}\left(h_{0}\right) d h_{0}\right\} d \mu_{0}(i) \quad\left(f \in C_{c}(H)\right) .
$$

Indeed, the formula is valid for a continuous function $f$ on $H$ if the integrals in both sides converges. Thus, for $a \in H$ we have

$$
\begin{aligned}
\Delta_{H}(a) \int_{H} f(h) d h & =\int_{H} f\left(a h a^{-1}\right) d h \\
& =\oint_{H / H_{p_{0}}}\left\{\int_{H_{p_{0}}} f\left(a l h_{0} a^{-1}\right) \Delta_{H, H_{p_{0}}}\left(h_{0}\right) d h_{0}\right\} d \mu_{0}(i) \\
& =\oint_{H / H_{p_{0}}}\left\{\int_{H_{p_{0}}} f\left(a l a^{-1} \cdot a h_{0} a^{-1}\right) \Delta_{H, H_{p_{0}}}\left(h_{0}\right) d h_{0}\right\} d \mu_{0}(i) .
\end{aligned}
$$

Using the identification

$$
H / H_{p_{0}} \ni \dot{l} \mapsto \dot{l}^{\prime} \in H / a H_{p_{0}} a^{-1}=H / H_{a \cdot p_{0}} \quad\left(l^{\prime}:=a l a^{-1}\right)
$$

we define a linear functional $\mu_{a}$ on $\mathcal{E}\left(H / H_{a . p_{0}}\right)$ in such a way that

$$
\begin{equation*}
\int_{H / H_{a \cdot p_{0}}} \phi\left(l^{\prime}\right) d \mu_{a}\left(\dot{l}^{\prime}\right)=\int_{H / H_{p_{0}}} \phi\left(a l a^{-1}\right) d \mu_{0}(\dot{l}) . \tag{3.44}
\end{equation*}
$$

Based on the observation above, we obtain
Lemma 3.12. For each $a \in H$, we have

$$
\begin{equation*}
\int_{H} f(h) d h=\frac{1}{\Delta_{H}(a)} \oint_{H / H_{a \cdot p_{0}}}\left\{\int_{H_{p_{0}}} f\left(l^{\prime} a h_{0} a^{-1}\right) \Delta_{H, H_{p_{0}}}\left(h_{0}\right) d h_{0}\right\} d \mu_{a}\left(l^{\prime}\right) . \tag{3.45}
\end{equation*}
$$

Substituting $a=l_{p}$ and

$$
f(h)=\left|\left(\tilde{\phi}_{1}\left(l_{p}\right) \mid \pi\left(\widetilde{g\left(h^{-1}\right)}\right) \phi_{2}\left(l_{p}\right)\right)_{\mathcal{H}_{\pi_{0}}}\right|^{2} \Delta_{G}(h)^{-1}
$$

to Lemma 3.12, we see that (3.43) equals

$$
\begin{align*}
& \frac{1}{\Delta_{H}\left(l_{p}\right)} \oint_{H / H_{p}}\left\{\int_{H_{p_{0}}}\left|\left(\tilde{\phi}_{1}\left(l_{p}\right) \mid\left[\pi\left(g\left(l_{p} h_{0}^{-1} l_{p}^{-1}\right)\right) \pi\left(g\left(l^{\prime}\right)\right)^{-1} \phi_{2}\right]^{\sim}\left(l_{p}\right)\right)_{\mathcal{H}_{\pi_{0}}}\right|^{2}\right. \\
&=\frac{1}{\Delta_{H}\left(l_{p}\right)} \oint_{H / H_{p}}\{ \int_{H_{p_{0}}}\left|\left(\tilde{\phi}_{1}\left(l_{p}\right) \mid\left[\pi\left(g\left(l_{p} h_{0}^{-1} l_{p}^{-1}\right)\right) \pi\left(g\left(l^{\prime}\right)\right)^{-1} \phi_{2}\right]^{\sim}\left(l_{p}\right)\right)_{\mathcal{H}_{\pi_{0}}}\right|^{2}  \tag{3.46}\\
&\left.\times \Delta_{G}\left(l^{\prime}\right)^{-1} \Delta_{G}\left(h_{0}\right)^{-1} \Delta_{H, H_{p_{0}}}\left(h_{0}\right) d h_{0}\right\} d \mu_{l_{p}}\left(l^{\prime}\right) .
\end{align*}
$$

Lemma 3.13. For each $\phi \in \mathcal{H}_{\pi}, h_{0} \in H_{p_{0}}$ and $a \in H$ we have

$$
\begin{equation*}
\left[\pi\left(g\left(a h_{0} a^{-1}\right)\right) \phi\right]^{\sim}(a)=\Delta_{H, H_{p_{0}}}\left(h_{0}\right)^{1 / 2} \pi_{0}\left(h_{0}\right)[\tilde{\phi}(a)] \tag{3.47}
\end{equation*}
$$

as element of $\mathcal{H}_{\pi_{0}}$.
Proof. For $h^{\prime} \in H_{p_{0}}$, we observe

$$
\begin{aligned}
{\left[\pi\left(g\left(a h_{0} a^{-1}\right)\right) \phi\right]^{\sim}(a)\left(h^{\prime}\right) } & =\pi\left(g\left(a h_{0} a^{-1}\right)\right) \phi\left(a h^{\prime}\right) \Delta_{H, H_{p_{0}}}\left(h^{\prime}\right)^{1 / 2} \\
& =\phi\left(a h_{0}^{-1} a^{-1} a h^{\prime}\right) \Delta_{H, H_{p_{0}}}\left(h^{\prime}\right)^{1 / 2} \\
& =\phi\left(a h_{0}^{-1} h^{\prime}\right) \Delta_{H, H_{p_{0}}}\left(h_{0}^{-1} h^{\prime}\right)^{1 / 2} \Delta_{H, H_{p_{0}}}\left(h_{0}\right)^{1 / 2}
\end{aligned}
$$

Furthermore, the last term equals

$$
\Delta_{H, H_{p_{0}}}\left(h_{0}\right)^{1 / 2} \tilde{\phi}(a)\left(h_{0}^{-1} h^{\prime}\right)=\Delta_{H, H_{p_{0}}}\left(h_{0}\right)^{1 / 2} \pi_{0}\left(h_{0}\right)[\tilde{\phi}(a)]\left(h^{\prime}\right),
$$

which completes the proof.
Substituting $\phi=\pi\left(g\left(l^{\prime}\right)\right)^{-1} \phi_{2}$ and $a=l_{p}$ to Lemma 3.13, we have

$$
\begin{aligned}
& \mid\left(\tilde{\phi}_{1}\left(l_{p}\right) \mid\right.\left.\left.\mid\left[\pi\left(g\left(l_{p} h_{0}^{-1} l_{p}^{-1}\right)\right) \pi\left(g\left(l^{\prime}\right)\right)^{-1} \phi_{2}\right)\right]^{\sim}\left(l_{p}\right)\right)\left._{\mathcal{H}_{0}}\right|^{2} \\
& \quad=\left|\left(\tilde{\phi}_{1}\left(l_{p}\right) \mid \pi_{0}\left(h_{0}^{-1}\right)\left[\pi\left(g\left(l^{\prime}\right)\right)^{-1} \phi_{2}\left(l_{p}\right)\right]\right)_{\mathcal{H}_{\pi_{0}}}\right|^{2} \Delta_{H, H_{p_{0}}}\left(h_{0}\right)^{-1},
\end{aligned}
$$

so that (3.46) becomes
$\frac{1}{\Delta_{H}\left(l_{p}\right)} \oint_{H / H_{p}}\left\{\Delta_{G}\left(l^{\prime}\right)^{-1} \int_{H_{p_{0}}} \mid\left(\tilde{\phi}_{1}\left(l_{p}\right)\left|\pi_{0}\left(h_{0}^{-1}\right)\left[\pi\left(\widetilde{\left.g\left(l^{\prime}\right)\right)^{-1}} \phi_{2}\left(l_{p}\right)\right]\right)_{\mathcal{H}_{\pi_{0}}}\right|^{2} \Delta_{G}\left(h_{0}\right)^{-1} d h_{0}\right\} d \mu_{l_{p}}\left(l^{\prime}\right)\right.$.
By Lemma 3.8, (3.48) equals

$$
\begin{align*}
\frac{1}{\Delta_{H}\left(l_{p}\right)} & \oint_{H / H_{p}}\left\{\Delta_{G}\left(l^{\prime}\right)^{-1} \int_{H_{p_{0}}} \mid\left(\tilde{\phi}_{1}\left(l_{p}\right)\left|\pi_{0}\left(h_{0}^{-1}\right)\left[\pi\left(\widetilde{\left.g\left(l^{\prime}\right)\right)^{-1}} \phi_{2}\left(l_{p}\right)\right]\right)_{\mathcal{H}_{\pi_{0}}}\right|^{2} \Delta_{H_{p_{0}}}\left(h_{0}\right)^{-1} d h_{0}\right\} d \mu_{l_{p}}\left(i^{\prime}\right)\right. \\
& \left(h_{0}^{-1} \mapsto h_{0}\right) \\
& =\frac{1}{\Delta_{H}\left(l_{p}\right)} \oint_{H / H_{p_{0}}}\left\{\Delta_{G}\left(l^{\prime}\right)^{-1} \int_{H_{p_{0}}} \mid\left(\tilde{\phi}_{1}\left(l_{p}\right)\left|\pi_{0}\left(h_{0}\right)\left[\pi\left(\widetilde{\left.g\left(l^{\prime}\right)\right)^{-1}} \phi_{2}\left(l_{p}\right)\right]\right)_{\mathcal{H}_{\pi_{0}}}\right|^{2} d h_{0}\right\} d \mu_{l_{p}}\left(i^{\prime}\right) .\right. \tag{3.49}
\end{align*}
$$

Now by square-integrability of $\pi_{0}$, we have

$$
\int_{H_{p_{0}}} \mid\left(\tilde{\phi}_{1}\left(l_{p}\right)\left|\pi_{0}\left(h_{0}\right)\left[\pi\left(\widetilde{\left.g\left(l^{\prime}\right)\right)^{-1}} \phi_{2}\left(l_{p}\right)\right]\right)_{\mathcal{H}_{\pi_{0}}}\right|^{2} d h_{0}=\left\|\tilde{\phi}_{1}\left(l_{p}\right)\right\|^{2} \| C_{\pi_{0}}\left[\pi\left(\widetilde{\left(g\left(l^{\prime}\right)\right)^{-1}} \phi_{2}\left(l_{p}\right)\right] \|_{\mathcal{H}_{\pi_{0}}}^{2} .\right.\right.
$$

Thus, (3.49) is equal to

$$
\begin{equation*}
\frac{1}{\Delta_{H}\left(l_{p}\right)} \oint_{H / H_{p}} \Delta_{G}\left(l^{\prime}\right)^{-1}\left\|\tilde{\phi}_{1}\left(l_{p}\right)\right\|^{2} \| C_{\pi_{0}}\left[\pi\left(\widetilde{\left.\left(l^{\prime}\right)\right)^{-1}} \phi_{2}\left(l_{p}\right)\right] \|_{\mathcal{H}_{\pi_{0}}}^{2} d \mu_{l_{p}}\left(l^{\prime}\right)\right. \tag{3.50}
\end{equation*}
$$

We note that

$$
\begin{aligned}
\pi\left(\widetilde{\left.g\left(l^{\prime}\right)\right)^{-1}} \phi_{2}\left(l_{p}\right)\left(h^{\prime}\right)\right. & =\pi\left(g\left(l^{\prime}\right)\right)^{-1} \phi_{2}\left(l_{p} h^{\prime}\right) \Delta_{H, H_{p_{0}}}\left(h^{\prime}\right)^{1 / 2} \\
& =\phi_{2}\left(l^{\prime} l_{p} h^{\prime}\right) \Delta_{H, H_{p_{0}}}\left(h^{\prime}\right)^{1 / 2} \\
& =\tilde{\phi}_{2}\left(l^{\prime} l_{p}\right)\left(h^{\prime}\right) .
\end{aligned}
$$

Therefore, 3.50 is equal to

$$
\begin{align*}
\frac{1}{\Delta_{H}\left(l_{p}\right)} & \oint_{H / H_{p}} \Delta_{G}\left(l^{\prime}\right)^{-1}\left\|\tilde{\phi}_{1}\left(l_{p}\right)\right\|_{\mathcal{H}_{\pi_{0}}}^{2}\left\|C_{\pi_{0}} \tilde{\phi}_{2}\left(l^{\prime} l_{p}\right)\right\|_{\mathcal{H}_{\pi_{0}}}^{2} d \mu_{l_{p}}\left(l^{\prime}\right) \\
& =\frac{1}{\Delta_{H}\left(l_{p}\right)} \oint_{H / H_{p_{0}}} \Delta_{G}\left(l_{p} l l_{p}^{-1}\right)^{-1}\left\|\tilde{\phi}_{1}\left(l_{p}\right)\right\|^{2}\left\|C_{\pi_{0}} \widetilde{\phi}_{2}\left(l_{p} l l_{p}^{-1} l_{p}\right)\right\|_{\mathcal{H}_{\pi_{0}}}^{2} d \mu_{0}(i) \\
& =\left\|\tilde{\phi}_{1}\left(l_{p}\right)\right\|_{\mathcal{H}_{\pi_{0}}}^{2} \cdot \frac{1}{\Delta_{H}\left(l_{p}\right)} \oint_{H / H_{p_{0}}} \Delta_{G}(l)^{-1}\left\|C_{\pi_{0}} \widetilde{\phi}_{2}\left(l_{p} l\right)\right\|_{\mathcal{H}_{\pi_{0}}}^{2} d \mu_{0}(i) \\
& =\left\|\tilde{\phi}_{1}\left(l_{p}\right)\right\|_{\mathcal{H}_{\pi_{0}}}^{2} \cdot \frac{1}{\Delta_{H}\left(l_{p}\right)} \oint_{H / H_{p_{0}}} \Delta_{G}\left(l_{p}^{-1} l^{\prime}\right)^{-1}\left\|C_{\pi_{0}} \widetilde{\phi}_{2}\left(l^{\prime}\right)\right\|_{\mathcal{H}_{\pi_{0}}}^{2} d \mu_{0}\left(l^{\prime}\right) \quad\left(l^{\prime}=l_{p} l\right) \\
& =\left\|\tilde{\phi}_{1}\left(l_{p}\right)\right\|_{\mathcal{H}_{\pi_{0}}}^{2} \cdot \frac{\Delta_{G}\left(l_{p}\right)}{\Delta_{H}\left(l_{p}\right)} \oint_{H / H_{p_{0}}}\left\|\Delta_{G}(l)^{-1 / 2} \cdot C_{\pi_{0}} \widetilde{\phi}_{2}\left(l^{\prime}\right)\right\|_{\mathcal{H}_{\pi_{0}}}^{2} d \mu_{0}\left(l^{\prime}\right), \tag{3.51}
\end{align*}
$$

where we use (3.44) for the first equality. Therefore, using (3.42) and (3.43), the formula (3.41) equals

$$
\begin{align*}
\int_{G}\left|\left(\phi_{1} \mid \pi(g) \phi_{2}\right)_{\mathcal{H}_{\pi}}\right|^{2} d g= & \int_{\mathcal{O}_{p_{0}}}\left\|\tilde{\phi}_{1}\left(l_{p}\right)\right\|_{\mathcal{H}_{\pi_{0}}}^{2} \frac{\Delta_{G}\left(l_{p}\right)}{\Delta_{H}\left(l_{p}\right)} D_{L}(p)^{2} d p \\
& \times \oint_{H / H_{p_{0}}}\left\|\Delta_{G}\left(l^{\prime}\right)^{-1 / 2} \cdot C_{\pi_{0}} \tilde{\phi}_{2}\left(l^{\prime}\right)\right\|_{\mathcal{H}_{\pi_{0}}}^{2} d \mu_{0}\left(l^{\prime}\right) . \tag{3.52}
\end{align*}
$$

Using Lemma 3.11, the formula (3.52) equals

$$
\begin{align*}
\int_{G}\left|\left(\phi \mid \pi(g) \phi_{2}\right)\right|^{2} d g & =\int_{\mathcal{O}_{p_{0}}}\left\|\tilde{\phi}_{1}\left(l_{p}\right)\right\|_{\mathcal{H}_{\pi_{0}}}^{2} \cdot C_{0}\left|\operatorname{det} l_{p}\right| d p \\
& \times \oint_{H / H_{p_{0}}}\left\|C_{0}^{1 / 2} \Delta_{G}\left(l^{\prime}\right)^{-1 / 2} \cdot C_{\pi_{0}} \tilde{\phi}_{2}\left(l^{\prime}\right)\right\|_{\mathcal{H}_{\pi_{0}}}^{2} d \mu_{0}\left(l^{\prime}\right) \\
& =\left\|\phi_{1}\right\|_{\mathcal{H}_{\pi}}^{2} \cdot \oint_{H / H_{p_{0}}}\left\|C_{0}^{1 / 2} \Delta_{G}\left(l^{\prime}\right)^{-1 / 2} \cdot C_{\pi_{0}} \tilde{\phi}_{2}\left(l^{\prime}\right)\right\|_{\mathcal{H}_{\pi_{0}}}^{2} d \mu_{0}\left(l^{\prime}\right) . \tag{3.53}
\end{align*}
$$

Therefore, by (3.53) we obtain
Theorem 3.14. The the Duflo-Moore operator of $\left(\pi, \mathcal{H}_{\pi}\right)$ can be described as

$$
\begin{equation*}
\widetilde{C_{\pi} \phi}(l)=C_{0}^{1 / 2} \Delta_{G}^{-1 / 2}(l) C_{\pi_{0}} \tilde{\phi}(l) \quad\left(\text { a.a. } l \in H, \quad \tilde{\phi}(l) \in \mathcal{H}_{\pi_{0}}\right) . \tag{3.54}
\end{equation*}
$$

## Chapter 4

## Application for similitude and affine Lie group cases

The goal of this Chapter is to apply previous results to the Lie algebras of similitude Lie group $\operatorname{Sim}(n):=\mathbb{R}^{n} \rtimes\left(\mathbb{R}_{+} \times \operatorname{SO}(n)\right)$ and the connected affine Lie group $\mathrm{Aff}^{+}(n):=\mathbb{R}^{n} \rtimes \mathrm{GL}_{n}^{+}(\mathbb{R})$. We shall describe the condition for the coadjoint orbits of $\operatorname{Sim}(n)$ and $\mathrm{Aff}^{+}(n)$ to be open in each dual space respectively. Particularly, when a representation of $\mathrm{Aff}^{+}(n)$ is square-integrable, we compute its Duflo-Moore operator. We shall also describe the Pfaffian of $\mathfrak{a f f}(n)=\operatorname{Lie}\left(\operatorname{Aff}^{+}(n)\right)$.

### 4.1 The Lie algebra $\mathbb{R}^{n} \rtimes(\mathbb{R} \oplus \mathfrak{s o}(n))$

As an application of Theorem 3.3 and Corollary 3.4, we see that
Theorem 4.1. The Lie algebra $\mathfrak{g}:=\mathbb{R}^{n} \rtimes(\mathbb{R} \oplus \mathfrak{s o}(n))$ of the similitude Lie group $\operatorname{Sim}(n)$ is not a Frobenius Lie algebra for $n \geq 3$.

Proof. Let $H$ be the group $\mathbb{R}_{+} \times \operatorname{SO}(n)$ acting on $\mathbb{R}^{n}$ by

$$
h \cdot x=r A x \quad\left(x \in \mathbb{R}^{n}, h:=(r, A) \in H\right) .
$$

Then $H$ acts on $\left(\mathbb{R}^{n}\right)^{*}$ identified with the space of row vectors by

$$
h \cdot p=r^{-1} p A^{-1} \quad\left(p \in\left(\mathbb{R}^{n}\right)^{*}, h:=(r, A) \in H\right)
$$

Let $\xi_{0}\left(p_{0}, \alpha_{0}\right) \in \mathfrak{g}^{*} \cong\left(\mathbb{R}^{n}\right)^{*} \oplus\left(\mathbb{R}^{*} \oplus \mathfrak{s o}(n)^{*}\right)$ and we choose $p_{0}=(0,0, \ldots, 1) \in\left(\mathbb{R}^{n}\right)^{*}$. Then

$$
\begin{align*}
H_{p_{0}} & =\left\{h \in H ; h \cdot p_{0}=p_{0}\right\} \\
& =\left\{(r, A) \in H ; r^{-1} p_{0} A^{-1}=p_{0}\right\} \\
& \cong\left\{\left(1,\left(\begin{array}{cc}
M & 0 \\
0 & 1
\end{array}\right)\right) ; M \in \mathrm{SO}(n-1)\right\} \cong \mathrm{SO}(n-1) . \tag{4.1}
\end{align*}
$$

Now we consider the orbits of $H$ at $p_{0}$ as follows.

$$
\begin{aligned}
H \cdot p_{0} & =\left\{h \cdot p_{0} ; h \in H\right\} \\
& =\left\{r^{-1} p_{0} A^{-1} ; A \in \mathrm{SO}(n), r>0\right\} \\
& =\left\{r p_{0} A ; A \in \mathrm{SO}(n), r>0\right\} .
\end{aligned}
$$

This set is equal to $\left(\mathbb{R}^{n}\right)^{*} \backslash\{0\}$. To see this, let $p \in\left(\mathbb{R}^{n}\right)^{*} \backslash\{0\}$. Put $r:=\|p\|>0$ and $q:=\frac{1}{r} p \in\left(\mathbb{R}^{n}\right)^{*} \backslash\{0\}$. Then $\|q\|=1$ so that we can take $A \in \operatorname{SO}(n)$ for which $q=p_{0} A$. Thus, $p=r q=r p_{0} A \in H \cdot p_{0}$ as required. Moreover, we note for $p_{1}=h_{1} \cdot p_{0}, \quad\left(h_{1} \in H\right)$, we have $H_{p_{1}}=h_{1} H_{p_{0}} h_{1}^{-1}$. Therefore, we get the stabilizer of $H$ at $p$ as

$$
H_{p} \simeq \begin{cases}H=\mathbb{R}_{+} \times \mathrm{SO}(n) & (p=0)  \tag{4.2}\\ \mathrm{SO}(n-1) & \left(p \in H \cdot p_{0}\right)\end{cases}
$$

We can see from Theorem 3.3 and Corollary 3.4 that

1. If $n=2$, then $\mathfrak{s o}(1)=\{0\}$ and $H_{p_{0}}$ is trivial, so that $\mathfrak{g}:=\mathbb{R}^{2} \rtimes\left(\mathbb{R}_{+} \times \mathfrak{s o}(2)\right)$ is a Frobenius Lie algebra as proved in [12], but
2. If $n \geq 3$, then $\mathfrak{s o}(n-1) \neq\{0\}$ which is unimodular. Thus, $\mathfrak{s o}(n-1)$ nor $\mathbb{R}_{+} \oplus \mathfrak{s o}(n-1)$ is not a Frobenius Lie algebra. Therefore, $\mathfrak{g}:=\mathbb{R}^{n} \rtimes\left(\mathbb{R}_{+} \times\right.$ $\mathfrak{s o}(n)$ ) is not a Frobenius Lie algebra either.

Remark 5. Although the Lie algebra of $\operatorname{Sim}(n)(n \geq 3)$ is not Frobenius, $\operatorname{Sim}(n)$ has square-integrable representations as is found in [1, p.308] and [20].

Let us consider the similitude group $\operatorname{Sim}(n)$, particularly for the case $n=2$, that is, $\operatorname{Sim}(2):=V \rtimes H$ where $V \cong \mathbb{R}^{2}$ and $H \cong \mathbb{R}_{+} \times \mathrm{SO}(2)$. The multiplication
in $\operatorname{Sim}(2)$ is given as follow.
$g(v, r, A) g\left(v^{\prime}, r^{\prime}, A^{\prime}\right)=g\left(v+r A v^{\prime}, r r^{\prime}, A A^{\prime}\right) \quad\left(v, v^{\prime} \in \mathbb{R}^{2}, r, r^{\prime} \in \mathbb{R}_{+}, A, A^{\prime} \in \mathrm{SO}(2)\right)$.
Recalling that the Lie group $G_{I I I}(1)$ corresponds to $\mathfrak{g}_{I I I}(1)$ and noting that

$$
\operatorname{ad}\left(X_{4}\right)\left(X_{2} X_{1}\right)=\left(X_{2} X_{1}\right)\left(\begin{array}{rr}
0 & -1 \\
1 & 0
\end{array}\right)
$$

Therefore, we have an isomorphism

$$
G_{I I I}(1) \ni e^{a X_{1}} e^{b X_{2}} e^{c X_{3}} e^{q X_{4}} \longmapsto\left(\binom{b}{a},\left(e^{c},\left(\begin{array}{rr}
\cos q & -\sin q \\
\sin q & \cos q
\end{array}\right)\right)\right) \in \operatorname{Sim}(2) .
$$

We recall the representation $\pi_{\Omega_{X_{1}^{*}}}$ of $G_{I I I}(1)$ on $L^{2}\left(\mathbb{R}_{+} \times[0,2 \pi)\right)$ as in 2.70) as follows.

$$
\begin{aligned}
& \left(\pi_{\Omega_{X_{1}^{*}}}\left(\exp a X_{1}\right) f\right)(x, y)=e^{2 \pi i a e^{x} \cos y} f(x, y), \\
& \left(\pi_{\Omega_{X_{1}^{*}}}\left(\exp b X_{2}\right) f\right)(x, y)=e^{2 \pi i b e^{x} \sin y} f(x, y), \\
& \left(\pi_{\Omega_{X_{1}^{*}}}\left(\exp c X_{3}\right) f\right)(x, y)=f(x+c, y), \\
& \left(\pi_{\Omega_{X_{1}^{*}}}\left(\exp q X_{4}\right) f\right)(x, y)=f(x, y+q) \quad\left(f \in L^{2}\left(\mathbb{R}_{+} \times[0,2 \pi)\right)\right) .
\end{aligned}
$$

On the other hand, we obtain the representation $\pi$ of $\operatorname{Sim}(2)$ on $L^{2}(H, d h)$ from (3.13) as follows.

$$
\begin{align*}
\left(\pi\left(\exp a X_{1}\right) F\right)(h) & =e^{2 \pi i a e^{x} \cos y} F(h), \\
\left(\pi\left(\exp b X_{2}\right) F\right)(h) & =e^{2 \pi i b e^{x} \sin y} F(h) \quad\left(h \in H, \quad F \in L^{2}(H, d h)\right) . \tag{4.3}
\end{align*}
$$

Moreover, from (3.15) we also obtain the representation $\pi$ of $\operatorname{Sim}(2)$ on $L^{2}(H, d h)$
as below

$$
\begin{align*}
\left(\pi\left(\exp c X_{3}\right) F\right)\left(e^{-x},\left(\begin{array}{rr}
\cos y & \sin y \\
-\sin y & \cos y
\end{array}\right)\right) & =F\left(e^{-x-c},\left(\begin{array}{rr}
\cos y & \sin y \\
-\sin y & \cos y
\end{array}\right)\right) \\
\left(\pi\left(\exp q X_{4}\right) F\right)\left(e^{-x},\left(\begin{array}{rr}
\cos y & \sin y \\
-\sin y & \cos y
\end{array}\right)\right) & =F\left(e^{-c},\left(\begin{array}{rr}
\cos q & \sin q \\
-\sin q & \cos q
\end{array}\right)\left(\begin{array}{rr}
\cos y & \sin y \\
-\sin y & \cos y
\end{array}\right)\right) \\
& =F\left(e^{-c},\left(\begin{array}{rr}
\cos (y+q) & \sin (y+q) \\
-\sin (y+q) & \cos (y+q)
\end{array}\right)\right) \tag{4.4}
\end{align*}
$$

where $F \in L^{2}(H, d h)$. In this case, $f(x, y)=F\left(e^{-x},\left(\begin{array}{rr}\cos y & \sin y \\ -\sin y & \cos y\end{array}\right)\right)$. Furthermore, we shall prove that

$$
\begin{equation*}
\phi: L^{2}(H, d h) \rightarrow L^{2}(\mathbb{R} \times[0,2 \pi)) \tag{4.5}
\end{equation*}
$$

is an intertwining operator, namely, $\phi \circ \pi(g) F=\pi_{\Omega_{X_{1}^{*}}}(g) \circ \phi(F)$. To do so, let us observe that

- for $g=e^{a X_{1}} e^{b X_{2}}$

$$
\begin{aligned}
& \phi \circ \pi\left(e^{a X_{1}} e^{b X_{2}}\right) F(x, y) \\
& \quad=\exp \left\{2 \pi i\left\langle p_{0}, e^{x}\left(\begin{array}{cc}
\cos y & -\sin y \\
\sin y & \cos y
\end{array}\right)\binom{b}{a}\right\rangle\right\} F\left(e^{-x},\left(\begin{array}{cc}
\cos y & \sin y \\
-\sin y & \cos y
\end{array}\right)\right) \\
& \quad=\exp \left\{2 \pi i\left\langle p_{0}, e^{x}\binom{b \cos y-a \sin y}{b \sin y+a \cos y}\right\rangle\right\} F\left(e^{-x},\left(\begin{array}{cc}
\cos y & \sin y \\
-\sin y & \cos y
\end{array}\right)\right) \\
& \quad=\exp \left\{2 \pi i e^{x}(a \cos y+b \sin y)\right\} F\left(e^{-x},\left(\begin{array}{cc}
\cos y & \sin y \\
-\sin y & \cos y
\end{array}\right)\right) \quad\left(p_{0}=(0,1)\right) .
\end{aligned}
$$

- for $g=e^{c X_{3}} e^{q X_{4}}$

$$
\begin{aligned}
\phi \circ \pi\left(e^{c X_{3}} e^{q X_{4}}\right) F(x, y) & =F\left(e^{-x-c},\left(\begin{array}{rr}
\cos q & \sin q \\
-\sin q & \cos q
\end{array}\right)\left(\begin{array}{rr}
\cos y & \sin y \\
-\sin y & \cos y
\end{array}\right)\right) \\
& =F\left(e^{-x-c},\left(\begin{array}{rr}
\cos (y+q) & \sin (y+q) \\
-\sin (y+q) & \cos (y+q)
\end{array}\right)\right) .
\end{aligned}
$$

Therefore, $\phi \circ \pi(g) F=\pi_{\Omega_{X_{1}^{*}}}(g) \circ \phi(F)$ as required.
Now we shall compute the Duflo-Moore operator $C_{\pi}$ as follows. We know that $\Delta_{G_{I I I}(1)}(g)=r^{-2}$ if $g=g(v, r, A)$ and $C_{0}$ defined in (3.11) equals 1 . To prove the latter statement, that is $C_{0}=1$, let us consider $\psi \in C_{c}(H), p_{0}=(0,1), p=(x, y) \in$ $\left(\mathbb{R}^{2}\right)^{*}$ and $h_{p}=r A=r\left(\begin{array}{rr}\cos \theta & \sin \theta \\ -\sin \theta & \cos \theta\end{array}\right) \in H$ for which $h_{p} \cdot p_{0}=p$. Solving the equation, we get $p=(x, y)=\left(r^{-1} \sin \theta, r^{-1} \cos \theta\right)$. Thus, using (3.11) we obtain $C_{0}$ as follows :

$$
C_{0}=\frac{\int_{H} \psi(h) d h}{\int_{\mathcal{O}_{p_{0}}} \psi\left(h_{p}\right)\left|\operatorname{det} h_{p}\right| d p}=\frac{\int_{H} \psi(h) d h}{\int_{\mathbb{R}^{2} \backslash\{(0,0)\}} \psi\left(h_{p}\right)\left|\operatorname{det} h_{p}\right| d p},
$$

but since

$$
\begin{aligned}
\int_{\mathbb{R}^{2} \backslash\{(0,0)\}} \psi\left(h_{p}\right)\left|\operatorname{det} h_{p}\right| d p & =\int_{\mathbb{R}^{2} \backslash\{(0,0)\}} \psi(r A) r^{2} \frac{d r d \theta}{r^{3}} \\
& =\int_{\mathbb{R}^{2} \backslash\{(0,0)\}} \psi(r A) \frac{d r d \theta}{r} \\
& =\int_{H} \psi(h) d h,
\end{aligned}
$$

then we obtain $C_{0}=1$. Therefore, due to the general result for $V \rtimes H$ in Chapter III in Theorem 3.7, for trivial stabilizer of $H$, we get

Proposition 4.2. The Duflo-Moore operator for the representation $\left(\pi, L^{2}(H, d h)\right.$ of $\operatorname{Sim}(2)$ given by (4.3) and (4.4) is described by

$$
\begin{equation*}
C_{\pi} F(h)=r F(h) \quad\left(h=h(r, A) \in H, F \in L^{2}(H, d h)\right) . \tag{4.6}
\end{equation*}
$$

### 4.2 Duflo-Moore Operator for $\mathrm{Aff}^{+}(1)$

In this sub-section we recall the Duflo-Moore operator for 2-dimensional affine Lie group. Although it is well known as in [21] and [28], we shall give the detailed computation in order to compare the general result in Theorem 3.7 for the DufloMoore operator of representation $\pi$ of $V \rtimes H$ in $\mathfrak{h}_{p_{0}}=\{0\}$ case. Note that in [21] and [28] the Duflo-Moore operator for the representation Aff $^{+}(1)$ is given by using

Fourier transform whereas our formula is more direct. Let us denote

$$
G=\left\{g(x, a)=\left(\begin{array}{cc}
a & x \\
0 & 1
\end{array}\right) ; a>0, x \in \mathbb{R}\right\} .
$$

Then we have $G=V \rtimes H$, where $V=\left\{v(x)=\left(\begin{array}{cc}1 & x \\ 0 & 1\end{array}\right) ; x \in \mathbb{R}\right\} \simeq \mathbb{R}$ and $H=\left\{h(a)=\left(\begin{array}{cc}a & 0 \\ 0 & 1\end{array}\right) ; a>0\right\} \simeq \mathbb{R}_{+}$and $g(x, a)=v(x) h(a)$. Moreover, the Lie algebra of $G$ is of the form

$$
\mathfrak{g}=\left\langle X_{1}, X_{2}\right\rangle=\left\{\left(\begin{array}{cc}
x_{1} & x_{2} \\
0 & 0
\end{array}\right) ; x_{1}, x_{2} \in \mathbb{R}\right\} .
$$

It is well known that the open coadjoint orbit for $G$ is of the form $\Omega_{ \pm}=\left\{x X_{1}^{*}+\right.$ $\left.y X_{2}^{*} ; \pm y>0\right\}$. Now let $f= \pm X_{2}^{*}$ be an element of $\Omega_{ \pm}$and let $\mathfrak{p}=\mathbb{R} X_{2}$ be a polarization in $\mathfrak{g}$ at $\pm X_{2}^{*}$ satisfying Pukanszky condition, namely, $\pm X_{2}^{*}+\mathfrak{p}^{\perp} \subset \Omega_{ \pm}$. We also have $V=\exp \mathfrak{p}$. Furthermore, Let $\pi_{ \pm}:=\operatorname{Ind}_{V}^{G} \nu_{ \pm X_{2}^{*}}$ be an irreducible unitary representations of $G$ induced from the representation

$$
\nu_{ \pm X_{2}^{*}}: V \ni v(x)=\left(\begin{array}{ll}
1 & x \\
0 & 1
\end{array}\right) \mapsto e^{ \pm 2 \pi i x} \in \mathbb{C} .
$$

acts on the space

$$
\mathcal{H}_{ \pm}:=\left\{\begin{array}{l}
\quad \phi(g v)=\nu_{ \pm X_{2}^{*}}(v)^{-1} \phi(g)(g \in G, v \in V) \\
\phi: G \rightarrow \mathbb{C} ; \quad \oint_{G / V}|\phi(g)|^{2} d \dot{g}<\infty
\end{array}\right\}
$$

where

$$
\oint_{G / V}|\phi(g)|^{2} d \dot{g}=\int_{H}|\phi(h)|^{2} d h=\int_{0}^{\infty}\left|\phi\left(\begin{array}{cc}
a & 0 \\
0 & 1
\end{array}\right)\right|^{2} \frac{d a}{a}
$$

Particularly, by restrictions of $\phi$ to $H$ with $\left.\mathcal{H}_{ \pm} \ni \phi \mapsto \phi\right|_{H}=: f \in L^{2}(H, d h)$,
we obtain

$$
\begin{align*}
& \pi_{ \pm}\left(h_{0}\right) f(h)=f\left(h_{0}^{-1} h\right) \\
& \pi_{ \pm}\left(v_{0}\right) f(h)=e^{ \pm 2 \pi i x_{0} a^{-1}} f(h) \quad\left(h_{0}, h=h(a) \in H, v_{0}=v\left(x_{0}\right) \in V\right) \tag{4.7}
\end{align*}
$$

where $f(h)=\phi\left(\begin{array}{ll}a & 0 \\ 0 & 1\end{array}\right)$.
Now we shall compute the integral

$$
\begin{equation*}
\int_{0}^{\infty} \int_{-\infty}^{\infty}\left|\left(f_{1} \mid \pi_{ \pm}(v(x)) \pi_{ \pm}(h(a)) f_{2}\right)_{L^{2}(H, d h)}\right|^{2} d x \frac{d a}{|a|^{2}} \tag{4.8}
\end{equation*}
$$

Let us consider

$$
\begin{align*}
\left(f_{1} \mid \pi_{ \pm}(v(x)) \pi_{ \pm}(h(a)) f_{2}\right)_{L^{2}(H, d h)} & =\int_{0}^{\infty} f_{1}(h(b)) \overline{\pi_{ \pm}(v(x)) \pi_{ \pm}(h(a)) f_{2}(h(b))} \frac{d b}{b} \\
& =\int_{0}^{\infty} f_{1}(h(b)) \overline{e^{ \pm 2 \pi i x b^{-1}} \pi_{ \pm}(h(a)) f_{2}(h(b))} \frac{d b}{b} \\
& =\int_{0}^{\infty} e^{\mp 2 \pi i x \xi} f_{1}\left(h\left(\xi^{-1}\right)\right) \overline{\pi_{ \pm}(h(a)) f_{2}\left(h\left(\xi^{-1}\right)\right)} \frac{d \xi}{\xi} \quad\left(\xi=b^{-1}\right) \tag{4.9}
\end{align*}
$$

By Plancherel formula, we have

$$
\begin{align*}
\int_{-\infty}^{\infty}\left|\left(f_{1} \mid \pi_{ \pm}(v(x)) \pi_{ \pm}(h(a)) f_{2}\right)_{L^{2}(H, d h)}\right|^{2} d x & =\int_{0}^{\infty}\left|f_{1}\left(h\left(\xi^{-1}\right)\right) \overline{\pi_{ \pm}(h(a)) f_{2}\left(h\left(\xi^{-1}\right)\right)}\right|^{2} \frac{d \xi}{\xi^{2}} \\
& =\int_{0}^{\infty}\left|f_{1}(h(\eta)) \overline{\pi_{ \pm}(h(a)) f_{2}(h(\eta))}\right|^{2} d \eta \quad\left(\eta=\xi^{-1}\right) \tag{4.10}
\end{align*}
$$

Therefore, (4.8) equals

$$
\begin{align*}
\int_{0}^{\infty} \int_{-\infty}^{\infty} \mid\left(f_{1} \mid \pi_{ \pm}(v(x))\right. & \left.\pi_{ \pm}(h(a)) f_{2}\right)\left._{L^{2}(H, d h)}\right|^{2} d x \frac{d a}{a^{2}} \\
& =\int_{0}^{\infty}\left|f_{1}(h(\eta))\right|^{2}\left\{\int_{0}^{\infty} \frac{\left|f_{2}\left(h\left(a^{-1}\right) h(\eta)\right)\right|^{2}}{} \frac{d a}{a^{2}}\right\} d \eta \\
& =\int_{0}^{\infty}\left|f_{1}(h(\eta))\right|^{2}\left\{\int_{0}^{\infty} \overline{\left|f_{2}\left(h\left(a^{-1} \eta\right)\right)\right|^{2}} \frac{d a}{a^{2}}\right\} d \eta \\
& =\int_{0}^{\infty}\left|f_{1}(h(\eta))\right|^{2}\left\{\int_{0}^{\infty}\left|f_{2}\left(h\left(a^{\prime}\right)\right)\right|^{2} \frac{d a^{\prime}}{\eta}\right\} d \eta \quad\left(a^{\prime}=a^{-1} \eta\right) \\
& =\int_{0}^{\infty}\left|f_{1}(h(\eta))\right|^{2} \frac{d \eta}{\eta}\left\{\int_{0}^{\infty}\left|\left(a^{\prime}\right)^{1 / 2} f_{2}\left(h\left(a^{\prime}\right)\right)\right|^{2} \frac{d a^{\prime}}{\left|a^{\prime}\right|}\right\} \tag{4.11}
\end{align*}
$$

Thus, we have
Proposition 4.3. The Duflo-Moore operator $C_{\pi_{ \pm}}$for the representation $\left(\pi_{ \pm}, L^{2}(H)\right)$ of $\mathrm{Aff}^{+}(1)$ as in 4.7) can be written as

$$
\begin{equation*}
C_{\pi_{ \pm}} f(h)=a^{1 / 2} f(h) \quad\left(f \in L^{2}(H, d h), \quad h=h(a) \in H, a>0\right) . \tag{4.12}
\end{equation*}
$$

Remark 6. It is well known that $\Delta_{G}(g(x, a))=a^{-1}$, and applying Theorem 3.7, the Duflo-Moore operator of representation $\pi_{ \pm}$of $\operatorname{Aff}(1)$ is nothing but 4.12.

On the other hand, for $h:=h(a) \in H$, we have

$$
d \pi\left(X_{2}\right) f(h)= \pm 2 \pi i a^{-1} f(h), \quad X_{2}=\left(\begin{array}{cc}
0 & 1 \\
0 & 0
\end{array}\right) \in \mathfrak{g} .
$$

Therefore, the formula in 4.12) corresponding to Pfaffian equals

$$
\begin{align*}
C_{\pi_{ \pm}} & =\sqrt{2 \pi}\left|i d \pi\left(X_{2}\right)\right|^{-1 / 2}, \\
& =\sqrt{2 \pi}\left|i d \pi\left(Q_{\mathfrak{g}}\right)\right|^{-1 / 2} \tag{4.13}
\end{align*}
$$

where $Q_{\mathfrak{g}}:=X_{2}$ is the Pfaffian of $\mathfrak{g}$. Thus, we obtain
Proposition 4.4. The Duflo-Moore operator $C_{\pi_{ \pm}}$for the representation $\left(\pi_{ \pm}, L^{2}(H)\right)$
of $\mathrm{Aff}^{+}(1)$ corresponding to Pfaffian of $\mathfrak{g}:=\mathfrak{a f f}(1)$ is written as

$$
\begin{equation*}
C_{\pi_{ \pm}}=\sqrt{2 \pi}\left|i d \pi\left(Q_{\mathfrak{g}}\right)\right|^{-1 / 2} \tag{4.14}
\end{equation*}
$$

where $Q_{\mathfrak{g}}:=X_{2}$ is the Pfaffian of $\mathfrak{g}$.

## $4.3 \mathfrak{a f f}(n)$ as the Frobenius Lie algebra

In this sub-section, we shall prove that the real affine Lie algebra $\mathfrak{g}:=\mathfrak{a f f}(n)$ of $G=\mathrm{Aff}^{+}(n)$ is Frobenius. Although it is mentioned in ([48], p.497), we give a direct proof and give all open coadjoint orbits. We shall recall notations in Section 3.1 and rephrase some formulas in concrete form. Now, let $X(v, A), X\left(v^{\prime}, A^{\prime}\right)$ be elements of $\mathfrak{g}$ and $g(u, a), g\left(u^{\prime}, a^{\prime}\right)$ be elements of $G$. The Lie bracket of $\mathfrak{g}$ and the multiplication in $G$ are given as follows.

$$
\begin{align*}
{\left[X(v, A), X\left(v^{\prime}, A^{\prime}\right)\right] } & =X\left(A v^{\prime}-A^{\prime} v,\left[A, A^{\prime}\right]\right) \\
g(u, a) g\left(u^{\prime}, a^{\prime}\right) & =g\left(u+a u^{\prime}, a a^{\prime}\right) \tag{4.15}
\end{align*}
$$

We write $g(u):=g(u, I)$ and $g(a):=g(0, a)$. We obtain adjoint actions of $G$ on $\mathfrak{g}$ as follow

$$
\begin{align*}
& \operatorname{Ad}(g(a)) X(v, A)=g(a) X(v, A) g\left(a^{-1}\right)=X\left(a v, a A a^{-1}\right) \\
& \operatorname{Ad}(g(u)) X(v, A)=g(u) X(v, A) g(-u)=X(v-A u, A) \tag{4.16}
\end{align*}
$$

Therefore, we have

$$
\begin{equation*}
\operatorname{Ad}(g(u, a)) X(v, A)=X\left(a v-a A a^{-1} u, a A a^{-1}\right) \tag{4.17}
\end{equation*}
$$

We shall regard $p \in\left(\mathbb{R}^{n}\right)^{*}$ as a row vector and we identify $\left(\mathfrak{g l}_{n}(\mathbb{R})\right)^{*}$ with $\operatorname{Mat}_{n}(\mathbb{R})$ by

$$
\langle X, \alpha\rangle=\operatorname{tr}(\alpha X) \quad\left(\alpha \in \operatorname{Mat}_{n}(\mathbb{R}), X \in \mathfrak{g l}_{n}(\mathbb{R})\right)
$$

Then the coadjoint actions of $G$ and $\mathfrak{g}$ on $\mathfrak{g}^{*}$ are given respectively by

$$
\begin{align*}
\operatorname{Ad}^{*}(g(u, a)) \xi(p, \alpha) & =\xi\left(p a^{-1}, a \alpha a^{-1}+u p a^{-1}\right)  \tag{4.18}\\
\operatorname{ad}^{*}(X(v, A)) \xi(p, \alpha) & =\xi(-p A,[A, \alpha]+v p) \tag{4.19}
\end{align*}
$$

where $g(u, a) \in G, X(v, A) \in \mathfrak{g}$, and $\xi(p, \alpha) \in \mathfrak{g}^{*}$. Let $\xi_{0}:=\xi\left(p_{0}, \alpha_{0}\right)$ be an element of $\mathfrak{g}^{*}$, and the coadjoint orbit $\operatorname{Ad}^{*}(G) \xi_{0}$ of $G$ at point $\xi_{0}$ be denoted by $\Omega_{\xi_{0}}$. By definition, the coadjoint orbit $\Omega_{\xi_{0}}$ is open in $\mathfrak{g}^{*}$ if the dimension of $\Omega_{\xi_{0}}$ is equal to the dimension of $G$. Using Lemma 3.1 we obtain that the coadjoint orbit $\Omega_{\xi_{0}}$ is open in $\mathfrak{g}^{*}$ if and only if the map $f: \mathfrak{g} \rightarrow \mathfrak{g}^{*}$ defined by

$$
\begin{equation*}
f(X(v, A))=\operatorname{ad}^{*}(X(v, A)) \xi_{0}=\xi\left(-p_{0} A,\left[A, \alpha_{0}\right]+v p_{0}\right) \in \mathfrak{g}^{*} \tag{4.20}
\end{equation*}
$$

is bijective. We obtain the proposition below.
Proposition 4.5. For $\xi_{0}=\xi\left(p_{0}, \alpha_{0}\right)$ with $p_{0}:=(1,1, \ldots, 1)$ and $\alpha_{0}:=\operatorname{diag}\left\{\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right\}$, $\alpha_{i} \neq \alpha_{j}$, the coadjoint orbit $\Omega_{\xi_{0}}$ is open.

Proof. Using Lemma 3.1, we will show that the map 4.20) is bijective. We introduce sets $D:=\left\{\operatorname{diag}\left\{d_{1}, d_{2}, \ldots, d_{n}\right\} ; d_{i} \in \mathbb{R}\right\}$ and $D^{\perp}:=\left\{A \in \operatorname{Mat}_{n}(\mathbb{R}) ; A_{i i}=\right.$ $0, i=1,2, \ldots, n\}$. Let us denote sets

$$
\begin{align*}
& \mathfrak{h}_{1}=\left\{X(v, 0) ; v \in \mathbb{R}^{n}\right\}, \\
& \mathfrak{h}_{2}=\{X(0, B) ; B \in D\}, \\
& \mathfrak{h}_{3}=\left\{X(0, C) ; C \in D^{\perp}\right\}, \tag{4.21}
\end{align*}
$$

then the affine Lie algebra $\mathfrak{g}$ can be written as a direct sum of the form $\mathfrak{h}_{1} \oplus \mathfrak{h}_{2} \oplus \mathfrak{h}_{3}$. Furthermore, the map $f: \mathfrak{g} \rightarrow \mathfrak{g}^{*}$ defined in 4.20 can be described as

$$
\begin{align*}
& f_{1}: \mathbb{R}^{n} \ni v \longmapsto v p_{0} \in \operatorname{Mat}_{n}(\mathbb{R}), \\
& f_{2}: D \ni B \longmapsto p_{0} B=\left(B_{11}, B_{22}, \ldots, B_{n n}\right) \in\left(\mathbb{R}^{n}\right)^{*}, \\
& f_{3}: D^{\perp} \ni C \longmapsto\left[C, \alpha_{0}\right] \in \operatorname{Mat}_{n}(\mathbb{R}) . \tag{4.22}
\end{align*}
$$

Since $v p_{0}=\left(\begin{array}{cccc}v_{1} & v_{1} & \ldots & v_{1} \\ v_{2} & v_{2} & \ldots & v_{2} \\ \vdots & \vdots & \ddots & \vdots \\ v_{n} & v_{n} & \ldots & v_{n}\end{array}\right)$ and $\left[C, \alpha_{0}\right] \in D^{\perp}$, we can see that $\operatorname{Im} f_{1} \cap \operatorname{Im} f_{3}=$
$\{0\}$. Furthermore, we also have

$$
\begin{aligned}
\operatorname{dim}\left(\operatorname{Im} f_{1}+\operatorname{Im} f_{3}\right) & =\operatorname{dim} \operatorname{Im} f_{1}+\operatorname{dim} \operatorname{Im} f_{3} \\
& =\operatorname{dim} \mathbb{R}^{n}+\operatorname{dim} D^{\perp} \\
& =n+\left(n^{2}-n\right)=n^{2} \\
& =\operatorname{dim}_{\operatorname{Mat}}^{n}(\mathbb{R}) .
\end{aligned}
$$

Therefore, $\operatorname{Mat}_{n}(\mathbb{R})=\operatorname{Im} f_{1} \oplus \operatorname{Im} f_{3}$. This means that for each $\alpha \in \operatorname{Mat}_{n}(\mathbb{R})$, there exist $v \in \mathbb{R}^{n}$ and $C \in D^{\perp}$ uniquely such that $\alpha=\left[C, \alpha_{0}\right]+v p_{0}$. Therefore, $f_{1}+f_{3}: \mathbb{R}^{n} \oplus D^{\perp} \rightarrow \operatorname{Mat}_{n}(\mathbb{R})$ is surjective, so that $f_{1}+f_{3}$ is bijective. On the other hand, $f_{2}$ is bijective. Therefore, $f$ is bijective.

Thus we obtain
Theorem 4.6. The affine Lie algebra $\mathfrak{a f f}(n)$ is Frobenius.
Let $\xi_{1}:=\xi\left(p_{1}, \alpha_{1}\right)$ be an element of $\mathfrak{g}^{*}$ with $p_{1} \in\left(\mathbb{R}^{n}\right)^{*}$ and $\alpha_{1} \in \mathfrak{g l}_{n}(\mathbb{R})^{*}$. We shall give other criteria for coadjoint orbit $\Omega_{\xi_{1}}$ to be open in $\mathfrak{g}^{*}$. First, let us assume that $\Omega_{\xi_{1}}$ is open. Then the map 4.20 is surjective, so that

$$
\begin{align*}
\operatorname{Mat}_{n}(\mathbb{R}) & =\left\{\left[A, \alpha_{1}\right]+v p_{1} ; A \in \operatorname{Mat}_{n}(\mathbb{R}), v \in \mathbb{R}^{n}\right\} \\
& =\operatorname{Imad} \alpha_{1}+\left\{v p_{1} ; v \in \mathbb{R}^{n}\right\} \tag{4.23}
\end{align*}
$$

We observe

$$
\begin{equation*}
\operatorname{Im} \operatorname{ad}\left(\alpha_{1}\right) \cong \operatorname{Mat}_{n}(\mathbb{R}) / \operatorname{Ker} \operatorname{ad}\left(\alpha_{1}\right) \cong \operatorname{Mat}_{n}(\mathbb{R}) / \operatorname{Cent}\left(\alpha_{1}\right) \tag{4.24}
\end{equation*}
$$

where Cent $\left(\alpha_{1}\right)$ denotes the centralizer of $\alpha_{1}$ in $\operatorname{Mat}_{n}(\mathbb{R})$ so that $\operatorname{dim} \operatorname{Imad}\left(\alpha_{1}\right)=$ $n^{2}-\operatorname{dim} \operatorname{Cent}\left(\alpha_{1}\right)$. Let

$$
\phi_{1}: \mathbb{R}^{n} \ni v \mapsto v p_{1} \in \operatorname{Mat}_{n}(\mathbb{R}),
$$

then we have $\operatorname{Mat}_{n}(\mathbb{R})=\operatorname{Imad}\left(\alpha_{1}\right)+\operatorname{Im}\left(\phi_{1}\right)$ by (4.23). Therefore,

$$
\begin{equation*}
n^{2} \leqq n^{2}-\operatorname{dim} \operatorname{Cent}\left(\alpha_{1}\right)+n-\operatorname{dim} \operatorname{Ker}\left(\phi_{1}\right) \tag{4.25}
\end{equation*}
$$

that is

$$
\operatorname{dim} \operatorname{Ker}\left(\phi_{1}\right) \leqq n-\operatorname{dim} \operatorname{Cent}\left(\alpha_{1}\right)
$$

Since $\operatorname{dim} \operatorname{Cent}\left(\alpha_{1}\right) \geqq n$ in general, the possibility is only that $\operatorname{dim} \operatorname{Cent}\left(\alpha_{1}\right)=n$ and $\operatorname{dim} \operatorname{Ker}\left(\alpha_{1}\right)=0$ and the equality 4.25 holds. In particular

$$
\begin{equation*}
\operatorname{Mat}_{n}(\mathbb{R})=\operatorname{Im} \operatorname{ad}\left(\alpha_{1}\right) \oplus \operatorname{Im}\left(\phi_{1}\right) \tag{4.26}
\end{equation*}
$$

Therefore, we proved the lemma below.
Lemma 4.7. If $\Omega_{\xi_{1}}$ is open then $\operatorname{dim} \operatorname{Cent}\left(\alpha_{1}\right)=n$.
Again from 4.26), we have $\operatorname{Im} \operatorname{ad}\left(\alpha_{1}\right) \cap\left\{v p_{1} ; v \in \mathbb{R}^{n}\right\}=\{0\}$. In other words, we have

Lemma 4.8. If $\operatorname{Im} \operatorname{ad} \alpha_{1} \cap\left\{v p_{1} ; v \in \mathbb{R}^{n}\right\} \neq\{0\}$, then $\Omega_{\xi_{1}}$ is not open in $\mathfrak{g}^{*}$.
If the coadjoint orbit $\Omega_{\xi_{1}}$ is open in $\mathfrak{g}^{*}, f$ is injective by Lemma 3.1, so that the map

$$
F: \operatorname{Cent}\left(\alpha_{1}\right) \ni A \longmapsto-p_{1} A \in\left(\mathbb{R}^{n}\right)^{*}
$$

is injective. On the other hand, if $\operatorname{dim} \operatorname{Cent}\left(\alpha_{1}\right)=n$ and $\operatorname{Ker} F=\{0\}$, then $F$ is surjective. Based on the explanation above, we obtain necessary and sufficient conditions for $\Omega_{\xi_{1}}$ to be open in $\mathfrak{g}^{*}$ as follows.

Proposition 4.9. The orbit $\Omega_{\xi_{1}}$ is open in $\mathfrak{g}^{*}$ if and only if the following three conditions are satisfied

1. $\operatorname{dim} \operatorname{Cent}\left(\alpha_{1}\right)=n$.
2. $\operatorname{Im} \operatorname{ad}\left(\alpha_{1}\right) \cap\left\{v p_{1} ; v \in \mathbb{R}^{n}\right\}=\{0\}$.
3. If $A \in \operatorname{Cent}\left(\alpha_{1}\right) \backslash\{0\}$, then $-p_{1} A \neq 0$.

To bring it down to earth, we shall give some examples as follow. If we choose $\xi_{1}=\xi\left(p_{1}, \alpha_{1}\right)$ where $p_{1}=(1,0)$ and $\alpha_{1}=\left(\begin{array}{rr}1 & 0 \\ 0 & -1\end{array}\right)$, then the coadjoint orbit $\Omega_{\xi_{1}}$ is not open in $\mathfrak{a f f}(2)^{*}$ since $\operatorname{Im} \operatorname{ad} \alpha_{1} \cap\left\{v p_{1} ; v \in \mathbb{R}^{n}\right\} \neq\{0\}$. On the other hand, if we choose $\xi_{0}=\xi\left(p_{0}, \alpha_{0}\right)$ where $p_{0}=(0,1)$ and $\alpha_{0}=\left(\begin{array}{cc}0 & 0 \\ 1 & 0\end{array}\right)$, then the coadjoint orbit $\Omega_{\xi_{0}}$ is open in $\mathfrak{a f f}(2)^{*}$, and this implies that $\mathfrak{a f f}(2)$ is Frobenius Lie algebra.

Now we shall prove the openness of some coadjoint orbits of $\mathrm{Aff}^{+}(n)$. For simplicity, let $G^{n}:=\operatorname{Aff}^{+}(n)=\mathbb{R}^{n} \rtimes H^{n}$ with $H^{n}:=\mathrm{GL}_{n}^{+}(\mathbb{R})$, and $\mathfrak{g}^{n}:=\mathfrak{a f f}(n)=$ $\mathbb{R}^{n} \rtimes \mathfrak{h}^{n}$ with $\mathfrak{h}^{n}:=\mathfrak{g l}_{n}(\mathbb{R})$. Let $\xi_{1}^{ \pm}=( \pm 1,0)$ be an element of $\left(\mathfrak{g}^{1}\right)^{*}$ and $\xi_{n}^{ \pm}:=$ $\xi\left(p_{n}, \alpha_{n}^{ \pm}\right)$be an element of $\left(\mathfrak{g}^{n}\right)^{*}$ for $n \geqq 2$ with

$$
p_{n}=(0,0, \ldots, 1), \quad \alpha_{n}^{ \pm}=\left(\begin{array}{rccccc}
0 & 0 & \ldots & 0 & 0 & 0  \tag{4.27}\\
\pm 1 & 0 & \ldots & 0 & 0 & 0 \\
0 & 1 & \ldots & 0 & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & \ldots & 1 & 0 & 0 \\
0 & 0 & \ldots & 0 & 1 & 0
\end{array}\right) .
$$

Although we can check the coadjoint orbit $\Omega_{\xi_{n}^{ \pm}}$of $G^{n}$ through $\xi_{n}^{ \pm}=\xi\left(p_{n}, \alpha_{n}^{ \pm}\right)$is open in $\left(\mathfrak{g}^{n}\right)^{*}$ by applying Proposition 4.9, we shall show the openness $\Omega_{\xi_{n}^{ \pm}}$in other way by induction.

For $n=1, \Omega_{\xi_{1}^{ \pm}}=\Omega_{ \pm X_{2}^{*}}$ through $\xi_{1}^{ \pm}=( \pm 1,0)= \pm X_{2}^{*}$ is open as is shown in Section 4.2. Assume that $n \geqq 2$ and $\Omega_{\xi_{n-1}^{ \pm}}$is open in $\left(\mathfrak{g}^{n-1}\right)^{*}$. We observe that the stabilizer $H_{p_{n}}^{n}$ is equal to

$$
\left\{\left(\begin{array}{cc}
M & v  \tag{4.28}\\
0 & 1
\end{array}\right) ; M \in \mathrm{GL}_{n-1}^{+}(\mathbb{R}), v \in \mathbb{R}^{n-1}\right\} \simeq G^{n-1}=\mathrm{Aff}^{+}(n-1)
$$

Let $\iota_{n}: \mathfrak{g}^{n-1} \hookrightarrow \mathfrak{h}_{p_{n}}^{n}$ be the corresponding Lie algebra isomorphism defined by

$$
\iota_{n}(X(v, A))=\left(\begin{array}{cc}
A & v  \tag{4.29}\\
0 & 0
\end{array}\right) \quad\left(A \in \mathfrak{g l}_{n-1}(\mathbb{R}), v \in \mathbb{R}^{n-1}\right)
$$

then $\xi_{n-1}^{ \pm}=\alpha_{n}^{ \pm} \circ \iota_{n}$. Since $\operatorname{Ad}^{*}\left(G^{n-1}\right) \xi_{n-1}^{ \pm}$is open in $\left(\mathfrak{g}^{n-1}\right)^{*}$ by induction hypothesis, $\operatorname{Ad}^{*}\left(H_{p_{n}}^{n}\right)\left(\left.\alpha_{n}^{ \pm}\right|_{\mathfrak{h}_{p_{n}}^{n}}\right)$ is open in $\left(\mathfrak{h}_{p_{n}}^{n}\right)^{*}$. On the other hand,

$$
\begin{aligned}
\varpi\left(\Omega_{\xi_{n}^{ \pm}}\right) & =\left\{-p_{n} A ; A \in H^{n}\right\} \\
& =\left\{-\left(a_{n 1}, a_{n 2}, \ldots, a_{n n}\right) ; A=\left(a_{i j}\right) \in H^{n}\right\} \\
& =\left(\mathbb{R}^{n}\right)^{*} \backslash\{(0,0, \ldots, 0)\}
\end{aligned}
$$

is open in $\left(\mathbb{R}^{n}\right)^{*}$. Therefore, $\Omega_{\xi_{n}^{ \pm}}$is open in $\left(\mathfrak{g}^{n}\right)^{*}$ by Theorem 3.3. We shall show
later that $\Omega_{\xi_{n}^{+}} \neq \Omega_{\xi_{n}^{-}}$so that we have exactly two open coadjoint orbits in $\left(\mathfrak{g}^{n}\right)^{*}$.

### 4.4 The Duflo-Moore operator for $\mathrm{Aff}^{+}(n)$

We have already proved that $\Omega_{\xi_{n}^{ \pm}}$through $\xi_{n}^{ \pm}:=\xi\left(p_{n}, \alpha_{n}^{ \pm}\right)$with $p_{n}$ and $\alpha_{n}$ in (4.27) is open in $\left(\mathfrak{g}^{n}\right)^{*}$. We shall observe representations $\pi_{\Omega_{\xi^{ \pm}}}$of $G^{n}$ corresponding to the open coadjoint orbit $\Omega_{\xi_{n}^{ \pm}}$as follows. We have already described the representation $\pi_{\Omega_{\xi_{n}^{ \pm}}}$of $G^{n}$ for $n=1$ case in Section 4.2. Let $\mathfrak{p}_{n}=\mathbb{R}^{n} \rtimes \mathfrak{m}_{n}$ be defined inductively by $\mathfrak{m}_{n}:=\iota_{n}\left(\mathfrak{p}_{n-1}\right)$ starting from $\mathfrak{p}_{1}=\mathbb{R} X_{2} \subset \mathfrak{g}^{1}=\mathfrak{a f f}(1)$ with $\iota_{n}: \mathfrak{g}^{n-1} \hookrightarrow \mathfrak{h}_{p_{n}}^{n}$ be the corresponding Lie algebra isomorphism as is defined in (4.29). In this case, $\mathfrak{m}_{n}$ is a polarization of $\mathfrak{h}_{p_{n}}^{n}$ satisfying Pukanszky condition and $\xi_{n-1}^{ \pm}=\alpha_{n}^{ \pm} \circ \iota_{n}$. As is already seen that the stabilizer $H_{p_{n}}^{n}$ is of the form 4.28). Assume that $\mathfrak{p}_{n-1}$ is a polarization of $\mathfrak{g}^{n-1}$ satisfying Pukanszky condition and representations $\pi_{\Omega_{\xi_{n-1}^{ \pm}}}=\operatorname{Ind}_{\exp \mathfrak{p}_{n-1}}^{G^{n-1}} \nu_{\xi_{n-1}^{ \pm}}$are irreducible and square-integrable. We shall show that $\mathfrak{p}_{n}$ is a polarization of $\mathfrak{g}^{n}$ satisfying Pukanszky condition. Since $\mathfrak{p}_{n-1}=\left\{X(v, A) ; v \in R^{n-1}, A \in \mathfrak{g l}_{n-1}(\mathbb{R})\right\}$ with

$$
v=\left(\begin{array}{c}
v_{1} \\
v_{2} \\
\vdots \\
v_{n-1}
\end{array}\right), \text { and } A=\left(\begin{array}{cccccc}
0 & x_{12} & x_{13} & \ldots & x_{1, n-2} & x_{1, n-1} \\
0 & 0 & x_{23} & \ldots & x_{2, n-2} & x_{2, n-1} \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \ldots & 0 & x_{n-2, n-1} \\
0 & 0 & 0 & \ldots & 0 & 0
\end{array}\right)
$$

is a polarization of $\mathfrak{g}^{n-1}$ at $\xi_{n-1}^{ \pm}$satisfying Pukanszky condition by induction hypothesis, $\mathfrak{m}_{n}$ defined inductively by

$$
\mathfrak{m}_{n}:=\iota_{n}\left(\mathfrak{p}_{n-1}\right)=\left\langle\left(\begin{array}{cccccc}
0 & x_{12} & x_{13} & \ldots & x_{1, n-1} & v_{1} \\
0 & 0 & x_{23} & \ldots & x_{2, n-1} & v_{2} \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \ldots & 0 & v_{n-1} \\
0 & 0 & 0 & \ldots & 0 & 0
\end{array}\right)\right\rangle
$$

is also a polarization of $\mathfrak{h}_{p_{n}}^{n}$ at $\left.\alpha_{n}\right|_{\mathfrak{h}_{p n}^{n}}$ satisfying Pukanszky condition. Then by Theorem 3.9 (1), $\mathfrak{p}_{n}:=\mathbb{R}^{n} \rtimes \mathfrak{m}_{n} \subset \mathfrak{g}^{n}$ is a polarization at $\xi_{n}^{ \pm}$satisfying Pukanszky condition. Furthermore, through the identification of $H_{p_{n}}^{n}$ and $G^{n-1}=\mathrm{Aff}^{+}(n-$
1), the representations $\pi_{0}=\left.\operatorname{Ind}_{\exp ^{n} \mathfrak{m}_{n}}^{H_{p_{n}}^{n}} \nu_{\alpha_{n}^{ \pm}}\right|_{\mathfrak{h}_{p n}^{n}}$ are exactly $\pi_{\Omega_{\xi_{n-1}^{ \pm}}}=\operatorname{Ind}_{\exp \mathfrak{p}_{n-1}}^{G^{n-1}} \nu_{\xi_{n-1}^{ \pm}}$ which are irreducible and square-integrable by induction hypothesis. Therefore, by Theorem (3.9) (2) and (3), the representation $\pi_{\Omega_{\xi_{n}^{ \pm}}}=\operatorname{Ind}_{\exp p_{n}}^{G^{n}} \nu_{\xi_{n}^{ \pm}}$of $G^{n}$ is irreducible and square-integrable. Moreover, using Theorem 3.10 we have $\pi_{\Omega_{\xi_{n}^{ \pm}}}=$ $\operatorname{Ind}_{\mathbb{R}^{n} \rtimes G^{n-1}}^{G^{n}}\left(\nu_{p_{n}} \otimes \pi_{\Omega_{\xi_{n-1}^{ \pm}}}\right)$. Therefore, we have already proved the Theorem below.

Theorem 4.10. Let $\xi_{n}^{ \pm}=\left(p_{n}, \alpha_{n}^{ \pm}\right)$be an element of $\left(\mathfrak{g}^{n}\right)^{*}$ as in 4.27).

1. $\mathfrak{p}_{n}$ is a polarization of $\mathfrak{g}^{n}$ at $\xi_{n}^{ \pm}$satisfying Pukanszky condition.
2. $\pi_{\Omega_{\xi_{n}^{ \pm}}}=\operatorname{Ind}_{\exp p_{n}}^{G^{n}} \nu_{\xi_{n}^{ \pm}}$is irreducible and square-integrable.
3. Under the identification $H_{p_{n}}^{n} \simeq G^{n-1}=\operatorname{Aff}^{+}(n-1)$, the representation $\pi_{\Omega_{\xi_{n}^{ \pm}}}$ is isomorphic to $\operatorname{Ind}_{\mathbb{R}^{n} \rtimes G^{n-1}}^{G_{n}}\left(\nu_{p_{n}} \otimes \pi_{\Omega_{\xi_{n-1}^{ \pm}}}\right)$.

In our discussion above, the coadjoint orbit $\Omega_{\xi_{n}^{ \pm}}$is open and indeed, it satisfies Theorem 3.3. Furthermore, we also have known that stabilizer $\mathfrak{h}_{p_{n}}^{n} \neq\{0\}$ for $n \geq 2$ and $\pi_{\Omega_{\xi_{n-1}^{ \pm}}}$is the square-integrable representation of $H_{p_{n}}^{n} \simeq G^{n-1}=\operatorname{Aff}^{+}(n-1)$, then using Theorem 3.14 we can describe the Duflo-Moore operator $C_{\pi_{\Omega_{n}^{ \pm}}}$for the representation $\left(\pi_{\Omega_{\xi_{n}^{ \pm}}}, L^{2}\left(H^{n} / H_{p_{n}}^{n}\right)\right.$ of $G^{n}$ as follows.

Proposition 4.11. The Duflo-Moore operator of $\left(\pi_{\Omega_{\xi_{n}^{ \pm}}}, L^{2}\left(H^{n} / H_{p_{n}}^{n}\right)\right.$ of $G^{n}(n \geq$ 2) can be described as

$$
\begin{equation*}
\widetilde{C_{\pi_{\Omega_{n}^{ \pm}}}} \phi(a)=C_{0}^{1 / 2}|\operatorname{det} a|^{1 / 2} C_{\pi_{\Omega_{\xi_{n-1}^{ \pm}}}} \tilde{\phi}(a) \tag{4.30}
\end{equation*}
$$

for almost all $a \in H^{n}$.

### 4.5 Pfaffian of $\mathfrak{a f f}(n)$

In the end of this sub-section, we shall observe a general formula for the Pfaffian of the $N:=n(n+1)$-dimensional affine Lie algebra $\mathfrak{g}^{n}:=\mathfrak{a f f}(n)=\mathbb{R}^{n} \rtimes \mathfrak{g l}_{n}(\mathbb{R})$ as follows. First we realize $\mathfrak{g}^{n}$ as the subalgebra of $\mathfrak{g l}_{n+1}(\mathbb{R})$ via

$$
\iota_{n+1}: \mathfrak{g}^{n} \ni X(v, A) \longmapsto \iota(X(v, A)):=\left(\begin{array}{cc}
A & v \\
0 & 0
\end{array}\right) \in \mathfrak{h}_{p_{n+1}}^{n+1} \subset \mathfrak{g l}_{n+1}(\mathbb{R}) .
$$

Let $\xi:=\xi(p, \alpha)$ be an element of $\left(\mathfrak{g}^{n}\right)^{*}$ with

$$
p=\left(\beta_{1}, \beta_{2}, \ldots, \beta_{n}\right), \alpha=\left(\begin{array}{cccc}
\alpha_{11} & \alpha_{12} & \ldots & \alpha_{1 n}  \tag{4.31}\\
\alpha_{21} & \alpha_{22} & \ldots & \alpha_{2 n} \\
\vdots & \vdots & \ddots & \vdots \\
\alpha_{n 1} & \alpha_{n 2} & \ldots & \alpha_{n n}
\end{array}\right) .
$$

Furthermore, we denote the Pfaffian of $\mathfrak{g}^{n}$ by $Q_{\mathfrak{g}^{n}}(\xi):=\operatorname{Pf} \xi\left(\left[X_{i}, X_{j}\right]\right)_{i, j=1}^{N}$ with a basis $\left\{X_{i}\right\}_{i=1}^{N}$ of $\mathfrak{g}^{n}$ taken in a specific way explained below.

Let us consider the Pfaffian $Q_{\mathfrak{g}^{n}}(\xi)$ for the case $n=1$. We take $\left\{E_{11}, E_{12}\right\}$ as a basis of $\mathfrak{g}^{1}$ realized by $\iota_{2}\left(\mathfrak{g}^{1}\right)=\mathfrak{h}_{p_{2}}^{2} \subset \mathfrak{g l}_{2}(\mathbb{R})$. Since $\left[E_{11}, E_{12}\right]=E_{12}$, we have for $\xi=(p, \alpha) \in\left(\mathfrak{g}^{1}\right)^{*}$

$$
M_{\mathfrak{g}^{1}}=\left(\begin{array}{cc}
0 & E_{12} \\
-E_{12} & 0
\end{array}\right) \text { and } M_{\mathfrak{g}^{1}}\left(\xi_{1}\right)=\left(\begin{array}{cc}
0 & p \\
-p & 0
\end{array}\right) .
$$

Therefore, we get $Q_{\mathfrak{g}^{1}}(\xi)=p$.
Now let us consider the case $n=2$. Let $\xi=\xi(p, \alpha)$ be an element of $\left(\mathfrak{g}^{2}\right)^{*}$ with

$$
p=\left(\beta_{1}, \beta_{2}\right), \alpha=\left(\begin{array}{ll}
\alpha_{11} & \alpha_{12} \\
\alpha_{21} & \alpha_{22}
\end{array}\right) .
$$

We take $\left\{E_{11}, E_{12}, E_{21}, E_{22}, E_{13}, E_{23}\right\}$ as a basis for $\mathfrak{g}^{2}$ realized by $\iota_{3}\left(\mathfrak{g}^{2}\right)=\mathfrak{h}_{p_{3}}^{3} \subset$ $\mathfrak{g l}_{3}(\mathbb{R})$. We obtain the matrix $M_{\mathfrak{g}^{2}}(\xi)$

$$
M_{\mathfrak{g}^{2}}(\xi)=\left(\begin{array}{ccc}
M_{11}(\xi)_{2 \times 2} & M_{12}(\xi)_{2 \times 2} & M_{13}(\xi)_{2 \times 2}  \tag{4.32}\\
M_{21}(\xi)_{2 \times 2} & M_{22}(\xi)_{2 \times 2} & M_{23}(\xi)_{2 \times 2} \\
M_{31}(\xi)_{2 \times 2} & M_{32}(\xi)_{2 \times 2} & M_{33}(\xi)_{2 \times 2}
\end{array}\right)
$$

with

$$
\begin{aligned}
& M_{11}(\xi)=\left(\begin{array}{cc}
0 & \alpha_{21} \\
-\alpha_{21} & 0
\end{array}\right), \quad M_{31}(\xi)=\left(\begin{array}{cc}
\beta_{1} & 0 \\
0 & \beta_{1}
\end{array}\right), \quad M_{32}(\xi)=\left(\begin{array}{cc}
\beta_{2} & 0 \\
0 & \beta_{2}
\end{array}\right) \\
& M_{33}(\xi)=O, \quad M_{13}(\xi)=-{ }^{t} M_{31}(\xi), \quad M_{23}(\xi)=-{ }^{t} M_{32}(\xi) .
\end{aligned}
$$

Note that $M_{11}(\xi)$ can be identified with $M_{\mathfrak{g}^{1}}(\xi)$ via the map $\iota_{2}: \mathfrak{g}^{1} \rightarrow \mathfrak{h}_{p_{2}}^{2} \subset \mathfrak{g}^{2}$.

Moreover, if $\beta_{1}=0$, then we have $M_{13}(\xi)=M_{31}(\xi)=O$ and $M_{23}(\xi)=-{ }^{t} M_{32}(\xi)=$ $-\beta_{2} I_{2}$. In this case, the form (4.32) becomes

$$
M_{\mathfrak{g}^{3}}(\xi)=\left(\begin{array}{ccc}
M_{11}(\xi)_{2 \times 2} & M_{12}(\xi)_{2 \times 2} & O_{2 \times 2}  \tag{4.33}\\
M_{21}(\xi)_{2 \times 2} & M_{22}(\xi)_{2 \times 2} & -\beta_{2} I_{2 \times 2} \\
O_{2 \times 2} & \beta_{2} I_{2 \times 2} & O_{2 \times 2}
\end{array}\right)
$$

so that $Q_{\mathfrak{g}^{2}}(\xi)=\beta_{2}^{2} \operatorname{Pf} M_{11}(\xi)=\beta_{2}^{2} \alpha_{21}$. For general $\xi=\xi(p, \alpha)$ with $\beta_{2} \neq 0$, take $a=\left(\begin{array}{cc}1 & 0 \\ \beta_{1} / \beta_{2} & 1\end{array}\right) \in H^{2}$ and $\xi^{\prime}:=\operatorname{Ad}^{*}(g(a)) \xi$. Then $\beta_{1}^{\prime}=0$ because

$$
\begin{aligned}
\xi^{\prime} & =\operatorname{Ad}^{*}(g(a)) \xi \\
& =\left(\left(0, \beta_{2}\right),\left(\begin{array}{cc}
\alpha_{11}-\frac{\beta_{1}}{\beta_{2}} \alpha_{12} & \alpha_{11} \\
\alpha_{21}-\frac{\beta_{1}}{\beta_{2}} \alpha_{22}+\frac{\beta_{1}}{\beta_{2}} \alpha_{11}-\left(\frac{\beta_{1}}{\beta_{2}}\right)^{2} \alpha_{12} & \alpha_{22}+\frac{\beta_{1}}{\beta_{2}} \alpha_{11}
\end{array}\right)\right),
\end{aligned}
$$

so that $Q_{\mathfrak{g}^{2}}\left(\xi^{\prime}\right)=\beta_{2}^{2}\left(\alpha_{21}-\frac{\beta_{1}}{\beta_{2}} \alpha_{22}+\frac{\beta_{1}}{\beta_{2}} \alpha_{11}-\left(\frac{\beta_{1}}{\beta_{2}}\right)^{2} \alpha_{12}\right)$. On the other hand, since det $\operatorname{Ad}(g(a))=1$, we have $Q_{\mathfrak{g}^{2}}(\xi)=Q_{\mathfrak{g}^{2}}\left(\xi^{\prime}\right)$ by Proposition 1.7. Therefore, we get

$$
Q_{\mathfrak{g}^{2}}(\xi)=\beta_{2}^{2} \alpha_{21}-\beta_{1}^{2} \alpha_{12}+\beta_{1} \beta_{2}\left(\alpha_{11}-\alpha_{22}\right) .
$$

Since the both sides are polynomial functions, the formula above is valid also for the case $\beta_{2}=0$. We define a rational map

$$
\Phi:\left(\mathfrak{g}^{2}\right)^{*} \rightarrow\left(\mathfrak{g}^{1}\right)^{*}
$$

given by

$$
\Phi(\xi)=\xi^{\prime} \circ \iota_{2}=\left(\alpha_{11}-\frac{\beta_{1}}{\beta_{2}} \alpha_{12}, \alpha_{21}-\frac{\beta_{1}}{\beta_{2}} \alpha_{22}+\frac{\beta_{1}}{\beta_{2}} \alpha_{11}-\left(\frac{\beta_{1}}{\beta_{2}}\right)^{2} \alpha_{12}\right)
$$

Then, the arguments above are summarized as an equality

$$
\begin{equation*}
Q_{\mathfrak{g}^{2}}(\xi)=\beta_{2}^{2} Q_{\mathfrak{g}^{1}}(\Phi(\xi)) . \tag{4.34}
\end{equation*}
$$

Let us consider the case $n=3$. We take a basis

$$
\left\{E_{11}, E_{12}, E_{21}, E_{22}, E_{13}, E_{23}, E_{31}, E_{32}, E_{33}, E_{14}, E_{24}, E_{34}\right\}
$$

of $\mathfrak{g}^{3}$. We take $\xi=\xi(p, \alpha)$ with

$$
p=\left(\beta_{1}, \beta_{2}, \beta_{3}\right), \text { and } \alpha=\left(\begin{array}{ccc}
\alpha_{11} & \alpha_{12} & \alpha_{13} \\
\alpha_{21} & \alpha_{22} & \alpha_{23} \\
\alpha_{31} & \alpha_{32} & \alpha_{33}
\end{array}\right)
$$

The matrix $M_{\mathfrak{g}^{3}}(\xi)$ can be written as

$$
M_{\mathfrak{g}^{3}}(\xi)=\left(\begin{array}{ccc}
M_{11}(\xi)_{6 \times 6} & M_{12}(\xi)_{6 \times 3} & M_{13}(\xi)_{6 \times 3}  \tag{4.35}\\
M_{21}(\xi)_{3 \times 6} & M_{22}(\xi)_{3 \times 3} & M_{23}(\xi)_{3 \times 3} \\
M_{31}(\xi)_{3 \times 6} & M_{32}(\xi)_{3 \times 3} & M_{33}(\xi)_{3 \times 3}
\end{array}\right)
$$

where

$$
\begin{aligned}
& M_{11}(\xi)=\left(\begin{array}{cccccc}
0 & -\alpha_{12} & \alpha_{21} & 0 & -\alpha_{13} & 0 \\
\alpha_{12} & 0 & \alpha_{22}-\alpha_{11} & -\alpha_{12} & 0 & -\alpha_{13} \\
-\alpha_{21} & \alpha_{11}-\alpha_{22} & 0 & \alpha_{21} & -\alpha_{23} & 0 \\
0 & \alpha_{12} & -\alpha_{21} & 0 & 0 & -\alpha_{23} \\
\alpha_{13} & 0 & \alpha_{23} & 0 & 0 & 0 \\
0 & \alpha_{13} & 0 & \alpha_{23} & 0 & 0
\end{array}\right) \\
& M_{31}(\xi)=\left(\begin{array}{cccccc}
\beta_{1} & 0 & \beta_{2} & 0 & 0 & 0 \\
0 & \beta_{1} & 0 & \beta_{2} & 0 & 0 \\
0 & 0 & 0 & 0 & \beta_{1} & \beta_{2}
\end{array}\right), M_{32}(\xi)=\left(\begin{array}{ccc}
\beta_{3} & 0 & 0 \\
0 & \beta_{3} & 0 \\
0 & 0 & \beta_{3}
\end{array}\right) \\
& M_{33}(\xi)=O, \quad M_{13}(\xi)=-{ }^{t} M_{31}(\xi), \quad M_{23}(\xi)=-{ }^{t} M_{32}(\xi) .
\end{aligned}
$$

Note that $M_{11}(\xi)$ can be identified with $M_{\mathfrak{g}^{2}}(\xi)$ via the map $\iota_{3}: \mathfrak{g}^{2} \rightarrow \mathfrak{h}_{p_{3}}^{3} \subset \mathfrak{g}^{3}$. Moreover, if $\beta_{1}=\beta_{2}=0$, then we have $M_{13}(\xi)=M_{31}(\xi)=O$ and $M_{23}(\xi)=$ $-{ }^{t} M_{32}(\xi)=-\beta_{3} I_{3}$. In this case, the form 4.35) becomes

$$
M_{\mathfrak{g}^{3}}(\xi)=\left(\begin{array}{ccc}
M_{11}(\xi)_{6 \times 6} & M_{12}(\xi)_{6 \times 3} & O_{3 \times 3}  \tag{4.36}\\
M_{21}(\xi)_{3 \times 6} & M_{22}(\xi)_{3 \times 3} & -\beta_{3} I_{3 \times 3} \\
O_{3 \times 6} & \beta_{3} I_{3 \times 3} & O_{3 \times 3}
\end{array}\right)
$$

We apply exactly the same arguments to the Pfaffian $Q_{\mathfrak{g}^{3}}(\xi)$ as the one for the Pfaffian $Q_{\mathfrak{g}^{2}}(\xi)$. We obtain that $Q_{\mathfrak{g}^{3}}(\xi)=\beta_{3}^{3} Q_{\mathfrak{g}_{2}}\left(\Phi_{3}(\xi)\right)$ with $\Phi:\left(\mathfrak{g}^{3}\right)^{*} \ni \xi \longmapsto$
$\Phi_{3}(\xi)=\operatorname{Ad}^{*}(g(a)) \xi \circ \iota_{3} \in\left(\mathfrak{g}^{2}\right)^{*}$ and $a=\left(\begin{array}{ccc}1 & 0 & 0 \\ 0 & 1 & 0 \\ \beta_{1} / \beta_{3} & \beta_{2} / \beta_{3} & 1\end{array}\right)$. Repeating the computations in these ways, we obtain

Proposition 4.12. Let $\xi:=\xi(p, \alpha)$ be an element of $\left(\mathfrak{g}^{n}\right)^{*}$ as in 4.31) and $\Phi_{n}$ be a map given by

$$
\Phi_{n}:\left(\mathfrak{g}^{n}\right)^{*} \ni \xi \longmapsto \Phi_{n}(\xi)=\operatorname{Ad}^{*}(g(a)) \xi \circ \iota_{n} \in\left(\mathfrak{g}^{n-1}\right)^{*}
$$

with

$$
a=\left(\begin{array}{cccccc}
1 & 0 & 0 & \ldots & 0 & 0 \\
0 & 1 & 0 & \ldots & 0 & 0 \\
0 & 0 & 1 & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \ldots & 1 & 0 \\
\beta_{1} / \beta_{n} & \beta_{2} / \beta_{n} & \beta_{3} / \beta_{n} & \ldots & \beta_{n-1} / \beta_{n} & 1
\end{array}\right) .
$$

Then the Pfaffian of $\mathfrak{g}^{n}=\mathfrak{a f f}(n)$ is of the form

$$
\begin{equation*}
Q_{\mathfrak{g}^{n}}(\xi)=\beta_{n}^{n} Q_{\mathfrak{g}^{n-1}}\left(\Phi_{n}(\xi)\right) \tag{4.37}
\end{equation*}
$$

Proposition 4.13. Let $\xi:=\xi(p, \alpha)$ with $p \in\left(\mathbb{R}^{n}\right)^{*}$ and $\alpha \in \operatorname{Mat}_{n}(\mathbb{R})$ such that $\Omega_{\xi}$ is open in $\left(\mathfrak{g}^{n}\right)^{*}$, then $\Omega_{\xi}=\Omega_{\xi_{n}^{+}}$or $\Omega_{\xi}=\Omega_{\xi_{n}^{-}}$.

Proof. We apply induction on $n$ as follows. It is true for $n=1$. Now let us assume that for $n=k-1$ the statement is true, that is, if $\Omega_{\xi}$ is open in $\left(\mathfrak{g}^{k-1}\right)^{*}$, then $\Omega_{\xi}=\Omega_{\xi_{k-1}^{+}}$or $\Omega_{\xi}=\Omega_{\xi_{k-1}^{-}}$. Let $\xi=\xi(p, \alpha)$ be an element of $\mathfrak{a f f}(k)^{*}$ such that $\Omega_{\xi}$ is open in $\left(\mathfrak{g}^{k}\right)^{*}$. Then $p \neq 0$. Take $a \in \mathrm{GL}_{k}^{+}(\mathbb{R})$ such that $p a^{-1}=p_{k}=(0, \ldots, 0,1)$ then by (4.18) we have
$\xi^{\prime}=\operatorname{Ad}^{*}(g(a)) \xi=\xi\left(p_{k}, \alpha^{\prime}\right) \in\left(\mathfrak{g}^{k}\right)^{*}$, with $\alpha^{\prime}=\left(\begin{array}{ccccc}\alpha_{11}^{\prime} & \alpha_{12}^{\prime} & \ldots & \alpha_{1, k-1}^{\prime} & \alpha_{1 k}^{\prime} \\ \alpha_{21}^{\prime} & \alpha_{22}^{\prime} & \ldots & \alpha_{2, k-1}^{\prime} & \alpha_{2 k}^{\prime} \\ \vdots & \vdots & \ddots & \vdots & \\ \alpha_{k 1}^{\prime} & \alpha_{k 2}^{\prime} & \ldots & \alpha_{k, k-1}^{\prime} & \alpha_{k, k}^{\prime}\end{array}\right)$.

Let $v=\left(\begin{array}{c}-\alpha_{1, k}^{\prime} \\ -\alpha_{2, k}^{\prime} \\ \vdots \\ -\alpha_{k-1, k}^{\prime} \\ -\alpha_{k, k}^{\prime}\end{array}\right)$, we obtain by 4.18) that $\xi^{\prime \prime}=\operatorname{Ad}^{*}(g(v)) \xi^{\prime}=\xi\left(p_{k}, \alpha^{\prime}+\right.$ $\left.v p_{k}\right) \in\left(\mathfrak{g}^{k}\right)^{*}$ with

$$
\alpha^{\prime}+v p_{k}=\left(\begin{array}{ccccc}
\alpha_{11}^{\prime} & \alpha_{12}^{\prime} & \ldots & \alpha_{1, k-1}^{\prime} & 0 \\
\alpha_{21}^{\prime} & \alpha_{22}^{\prime} & \ldots & \alpha_{2, k-1}^{\prime} & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
\alpha_{k 1}^{\prime} & \alpha_{k 2}^{\prime} & \ldots & \alpha_{k, k-1}^{\prime} & 0
\end{array}\right)
$$

We get that $\left(\mathfrak{g}^{k}\right)^{*} \supset \Omega_{\xi}=\Omega_{\xi^{\prime}}=\Omega_{\xi^{\prime \prime}}$. By Theorem 3.3, since $\Omega_{\xi^{\prime \prime}}$ is open in $\left(\mathfrak{g}^{k}\right)^{*}$, then $\operatorname{Ad}^{*}\left(H_{p_{k}}^{k}\right)\left(\left.\xi^{\prime \prime}\right|_{\mathfrak{h}_{p_{k}}^{k}}\right)$ is open in $\left(\mathfrak{h}_{p_{k}}^{k}\right)^{*}$ with $\left.\xi^{\prime \prime}\right|_{\mathfrak{h}_{p_{k}}^{k}}=\xi\left(p^{\prime}, \alpha^{\prime \prime}\right)$ is identified with $\xi^{\prime} \circ \iota_{k} \in\left(\mathfrak{g}^{k-1}\right)^{*}$ given by

$$
p^{\prime}=\left(\alpha_{k 1}^{\prime}, \alpha_{k 2}^{\prime}, \ldots, \alpha_{k, k-1}^{\prime}\right) \text { and } \alpha^{\prime \prime}=\left(\begin{array}{cccc}
\alpha_{11}^{\prime} & \alpha_{12}^{\prime} & \ldots & \alpha_{1, k-1}^{\prime} \\
\alpha_{21}^{\prime} & \alpha_{22}^{\prime} & \ldots & \alpha_{2, k-1}^{\prime} \\
\vdots & \vdots & \ddots & \vdots \\
\alpha_{k-1,1}^{\prime} & \alpha_{k-1,2}^{\prime} & \ldots & \alpha_{k-1, k-1}^{\prime}
\end{array}\right)
$$

On the other hand, $G^{k-1} \simeq H_{p_{k}}^{k}$ so that $\Omega_{\xi^{\prime \prime} \circ \iota_{k}}:=\operatorname{Ad}^{*}\left(G^{k-1}\right)\left(\xi^{\prime \prime} \circ \iota_{k}\right)$ is open in $\left(\mathfrak{g}^{k-1}\right)^{*}$. By induction hypothesis, there exists $h \in G^{k-1}$ such that $\xi^{\prime \prime} \circ \iota_{k}=$ $\operatorname{Ad}^{*}(h) \xi_{k-1}^{ \pm}$and if we regard $h \in H_{p_{k}}^{k}$ then $\xi^{\prime \prime}=\operatorname{Ad}^{*}(h) \xi_{k}^{ \pm}$. Moreover, we obtain

$$
\xi=\operatorname{Ad}^{*}\left(g(a)^{-1}\right) \operatorname{Ad}^{*}\left(g(v)^{-1}\right) \operatorname{Ad}^{*}(h) \xi_{k}^{ \pm}
$$

Therefore, $\Omega_{\xi}=\Omega_{\xi_{k}^{+}}$or $\Omega_{\xi}=\Omega_{\xi_{k}^{-}}$as required.
Proposition 4.14. Let $\xi_{n}^{ \pm}=\xi\left(p_{n}, \alpha_{n}^{ \pm}\right)$as in 4.27). We have

1. $Q_{\mathfrak{g}^{n}}\left(\xi_{n}^{ \pm}\right)= \pm 1$.
2. $\Omega_{\xi_{n}^{+}} \neq \Omega_{\xi_{n}^{-}}$.

Proof. Taking $\xi_{n}^{ \pm}=\xi\left(p_{n}, \alpha_{n}^{ \pm}\right)$as in 4.27) and applying to Proposition 4.12, we obtain $Q_{\mathfrak{g}^{n}}\left(\xi_{n}^{ \pm}\right)= \pm 1$. Suppose that there exists $g \in \operatorname{Aff}^{+}(n)$ such that $\operatorname{Ad}^{*}(g) \xi_{n}^{+}=$
$\xi_{n}^{-}$. Then $Q_{\mathfrak{g}^{n}}\left(\xi_{n}^{-}\right)=\operatorname{det} \operatorname{Ad}(g) Q_{\mathfrak{g}^{n}}\left(\xi_{n}^{+}\right)$by Proposition 1.7. By connectedness of $\operatorname{Aff}^{+}(n)$, we have $\operatorname{det} \operatorname{Ad}(g)>0$. Therefore, $Q_{\mathfrak{g}^{n}}\left(\xi_{n}^{-}\right)>0$. But, this contradicts to the first assertion.

In conclusion, using Proposition 4.13 and Proposition 4.14 above, we obtain that $\mathrm{Aff}^{+}(n)$ has exactly two open coadjoint orbits $\Omega_{\xi_{n}^{+}}$and $\Omega_{\xi_{n}^{-}}$.
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