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Abstract 

How do many constituent molecules in a biochemical system synchronize, giving rise to 

coherent system-level oscillations? One system that is particularly suitable for use in 

studying this problem is a mixture solution of three cyanobacterial proteins, KaiA, KaiB, 

and KaiC: phosphorylation level of KaiC shows stable oscillations with a period of 

approximately 24 hours when these three Kai proteins are incubated with ATP in vitro. 

Here, we analyze the mechanism behind synchronization in the KaiABC system 

theoretically by enhancing a model previously developed by the present author. Our 

simulation results suggest that positive feedback between stochastic ATP hydrolysis and 

the allosteric structural transitions in KaiC molecules drives oscillations of individual 

molecules and promotes synchronization of oscillations of many KaiC molecules. Our 

simulations also show that ATPase activity of KaiC is correlated with the oscillation 

frequency of an ensemble of KaiC molecules. These results suggest that stochastic ATP 

hydrolysis in each KaiC molecule plays an important role in regulating the coherent 

system-level oscillations. This property is robust against changes in the binding and 

unbinding rate constants for KaiA to/from KaiC or KaiB, but the oscillations are sensitive 

to the rate constants of the KaiC phosphorylation and dephosphorylation reactions.  
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Introduction 

Circadian rhythms are biochemical oscillations where the amounts or characteristics of 

particular molecules vary with approximately 24 hour period. To clarify the mechanism 

behind such oscillations, we need to understand how oscillations of individual molecules 

in the system synchronize with each other to give rise to coherent oscillations of a many-

molecule ensemble. One way to investigate this synchronization mechanism is to analyze 

the effects of modifying individual molecules on the synchronization and ensemble-level 

dynamics. One system that is particularly suitable for use in studying this problem is a 

mixture solution of three cyanobacterial proteins, KaiA, KaiB, and KaiC: when these 

three Kai proteins are incubated with ATP in vitro, the phosphorylation level of KaiC 

shows a stable circadian oscillation.1 In the present study, we develop a theoretical model 

of this prototypical circadian oscillator in order to analyze the relationships between 

reactions in individual molecules and the ensemble dynamics.    

 

 

 

 

 

The structures and reactions of Kai proteins have been actively investigated.2, 3 An 

individual KaiC monomer is composed of tandemly duplicated N-terminal (CI) and C-

terminal (CII) domains4 and six monomers of KaiC assemble into a hexamer5,6 to form 

CI and CII rings,7 as shown in Figure 1. Here, we denote this hexamer by C6 . Two 

residues in each CII domain, Thr432 and Ser431, amounting to 12 sites in a CII ring, are 

phosphorylated and dephosphorylated with a period of approximately 24 hours.8,9  

Figure 1. Crystal structure of a KaiC hexamer. Protein Data Bank (PDB) code 2GBL 

deposited by Pattanayek et al.11 visualized by using NGL Viewer.46 Side (left) and top 

(right) views with different chains rendered in different colors. 
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KaiA forms a dimer10 (A2) and binds to a CII ring of KaiC11 as A2 + C6 ⇄ C6A2, and 

this C6A2  complex promotes phosphorylation (P) of Thr432/Ser431.12 Recent 

observations with cryo-electron microscopy (EM),13 mass spectrometry,13 and atomic 

force microscopy (AFM)14 have shown that KaiB monomers bind to the CI domains of  

KaiC subunits to form C6B𝑖 complexes, with 0 ≤ 𝑖 ≤ 6. In addition, KaiA dimers then 

bind to the KaiB monomers in C6B𝑖  to form C6B𝑖A2𝑗, with 0 ≤ 𝑗 ≤ 𝑖. The cryo-EM 

structure of C6B6A12 is shown in Figure 2. This KaiB binding prevents binding of KaiA 

 

 

 

to the CII, promoting the auto-dephosphorylation (dP) of KaiC.15,16 Thus, when KaiA and 

KaiB alternately bind to KaiC in this way, alternating P and dP phases appear, yielding 

oscillatory dynamics. 

Many theoretical models have been developed to analyze these P/dP oscillations. In 

particular, the dynamics of molecular ensembles have been studied using macroscopic 

models that describe the reactions in terms of kinetic differential equations, representing 

the concentrations of various molecular species as continuous variables.8,17-22 Stochastic 

Monte Carlo-type molecular ensemble simulations have also been used to investigate how 

the reactions of individual molecules relate to the ensemble-level dynamics.19,23-27  

Based on these theoretical models, various nonlinear mechanisms have been proposed 

to explain how the oscillations synchronize. In an earliest theoretical attempt, 

synchronization was explained by assuming direct KaiC-KaiC interactions through 

aggregation of KaiC hexamers in solution,17 but there has been no experimental support 

Figure 2. Cryo-EM structure of a KaiCBA complex, C6B6A12 . PDB code 5N8Y 

deposited by Snijder et al.13 visualized by using NGL Viewer.46 Views from two 

different angles, with different chains rendered in different colors. The C-terminal 

tails visible in Figure 1 are not shown. 
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for such aggregation. The other proposed mechanism of KaiC-KaiC interactions is 

exchange of monomers between KaiC hexamers; exchanging monomers should shuffle 

differently phosphorylated monomers,23,28 thereby affecting the P/dP reaction rates in the 

hexamers. In addition, the exchange frequency depends on the phosphorylation level of 

KaiC hexamers.28 In this way, coupling between monomer exchange and P/dP reactions 

may act as a synchronization mechanism.17,23-26  

The other proposed mechanisms are based on KaiA sequestration8,14,18-22,27,29,30. When 

KaiA binds to a certain KaiC state and the KaiA concentration is not too large, this KaiA 

binding (or sequestration) should decrease the concentration of free unbound KaiA in 

solution, decreasing the rate at which KaiA binds to the other KaiC states. Since binding 

KaiA to the CII ring is necessary for phosphorylation, decrease in the KaiA binding rate 

should result decreased phosphorylation rate. This should, in turn, cause “congestion” of 

the molecules in the P/dP kinetic cycle, leading to the synchronization of many KaiC 

molecules. Here, several different KaiC states were assumed to be “absorbers” that 

sequester KaiA; specifically, a highly phosphorylated state of KaiC,8,22 a lowly 

phosphorylated state of KaiC in the P-phase,14,18-20,27 and a KaiCB complex formed in the 

dP-phase21,27,29,30 were proposed as possible absorbers.  

In this way, a variety of different models were proposed for explaining 

synchronization and we still do not have a convergent view; monomer exchange and KaiA 

sequestration are not mutually exclusive, meaning that both of these mechanisms can 

coexist, and there is currently no experimental evidence that decisively favors one 

scenario over the other. However, the recent cryo-EM observation has revealed13 that a 

KaiCB complex can absorb a maximum of six KaiA dimers to form C6B6A12. This high 

KaiA absorption ability should play an important role in synchronization and the 

mechanism needs to be reconsidered theoretically by taking account of the KaiA 

sequestration into the KaiCB complex. Therefore, in the present study, we focus on the 

KaiA sequestration mechanism by developing a quantitative model based on the cryo-EM 

structure of the KaiCBA complex. Based on assuming KaiA is sequestered into KaiCBA 

complex, we show that the model reasonably explains the observed synchronization 

features when ATPase reactions in KaiC are accounted for. 

The slow ATPase activity of KaiC is one of its most significant features. Biochemical 

observations have shown that, for each KaiC subunit, about 10 and 4-6 ATP 

molecules/day are hydrolyzed in the CI and CII domains, respectively31,32 Here, an 

important finding is that the ATPase activity is correlated with the P/dP oscillation 

frequency: by comparing various KaiC mutants, the ATPase activity measured in the 

steady state (which does not contain KaiA or KaiB) has been shown to be correlated with 
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the P/dP oscillation frequency measured in the presence of KaiA and KaiB.31,32  

Based on this observation, it has been hypothesized that the structural changes in KaiC 

induced by the slow ATPase reaction act as a pacemaker of the circadian oscillation in the 

Kai system.31,33 It has also been shown that the ATPase activity in hexamer rings of 

truncated CI domains is correlated with the oscillation frequency of full-length KaiC.32 

Since the ATP binding site in the CII domain is located near Thr432 and Ser431, it is 

natural to assume that a phosphate group generated by the ATP hydrolysis in CII is 

involved in Thr432 or Ser431 phosphorylation. Given that, it seems rather obvious that 

the ATPase activity in CII is correlated with the P/dP rhythm. However, it is far from 

evident why the ATPase activity in CI is correlated with the P/dP cycle in CII at the 

ensemble level. Therefore, clarifying the mechanism behind this correlation is one of the 

keys to understanding the relationship between the reaction dynamics in individual 

molecules and the ensemble-level P/dP dynamics. The roles played by ATPase reactions 

in KaiC have only recently been analyzed theoretically,27,29,30 so further comprehensive 

studies of the ATPase reactions are needed. 

In the present paper, we enhance the multifold feedback model that we previously 

developed to analyze the effects of ATPase reactions.29,30 This model assumes multiple 

feedback relationships among the reactions and allosteric structural changes in KaiC. The 

previous version of the model assumed that both the KaiA and KaiB (un)binding reactions 

obey slow kinetics with low association and dissociation rates. Indeed, there are 

experimental evidences to suggest that the rates of KaiB binding/unbinding are much 

smaller than those of typical protein association/dissociation reactions.21,34 However, the 

recent AFM measurements revealed that the timescale of KaiA binding/unbinding is of 

the order of seconds,14 which is much shorter than the timescale of KaiB 

binding/unbinding.  

Given these new results, the present paper adjusts our multifold feedback model to 

take account of the observed rapid KaiA binding/unbinding reactions and thereby 

investigate the effects of ATPase reactions on the ensemble-level dynamics. Based on this 

improved model, we show that the ATPase reactions are needed to synchronize many 

molecules. By simulating this model numerically, we investigate the physical 

mechanisms by which ATPase reactions in the CI domains drive individual oscillations 

and promote synchronization. 

 

Theoretical Methods 

Our multifold feedback model is based on the following four major assumptions: (1) 

Binding/unbinding and ATP hydrolysis reactions are regulated by the allosteric structure 
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changes in KaiC. (2) Direct interactions between different KaiC molecules do not play a 

significant role, but indirect interactions via KaiA sequestration are important. (3) 

Binding/unbinding and ATP hydrolysis reactions affect the allosteric structure changes. 

This, combined with the assumption 1, defines the multifold feedback relationships 

among the reactions and structure changes. (4) ATP hydrolysis takes place stochastically 

in each CI domain of individual KaiC molecules. In this section, we explain each of these 

assumptions in turn. Major difference between the present and previous versions of the 

model is the assumption that KaiA binding/unbinding is much faster than the other 

reactions, including the KaiB binding/unbinding, P/dP, and ATP hydrolysis reactions. The 

new model therefore treats KaiA binding/unbinding using the quasi-equilibrium 

approximation (see Eqs. 2, 3, and 6 below). We also discuss the effects of modifying the 

other reaction rates in the Results and Discussion section.  

 

 

 

 

 

 

 

Figure 3. Coordinated dynamics of KaiC hexamers. The phosphorylation and 

dephosphorylation reactions, binding of KaiA dimer (pink) to the CII ring, binding of 

KaiB monomers (green) to the CI domains of hexamer subunits are coordinated by 

allosteric structure changes between two states; competent state (cs, gray) and ground 

state (gs, blue). Variously different stoichiometries are possible in the KaiCBA 

complex (left). 
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Reactions regulated by allosteric structure changes. The P/dP rhythm is associated 

with cyclical changes in binding affinities of KaiA and KaiB to KaiC. As shown in Figure 

3, our multifold feedback model assumes that these binding affinity changes are due to 

allosteric communication between CI and CII domains: when CI is in a structural state 

with a higher binding affinity to KaiB, the CII structure tends to have a lower binding 

affinity to KaiA, and when the CII structure has a higher binding affinity to KaiA, the CI 

structure tends to have a lower binding affinity to KaiB.  Indeed,  small-angle X-ray 

scattering,35 NMR spectroscopy,36,37 and biochemical analysis38 have shown that KaiC 

hexamers have different structures during the P and dP phases. Oyama et al. referred to 

the structural state in the P phase as ground state (gs) and that in the dP phase as competent 

state (cs). cs-KaiC can dissociate into monomers, so that cs-KaiC is less stable than gs-

KaiC.38 Therefore, we can consider that KaiA binds to the CII ring in gs-KaiC, while 

KaiB binds to the CI domains in cs-KaiC, and that the allosteric transitions between the 

gs and cs regulate the binding affinities of KaiA and KaiB to KaiC. Here, we write the 

structural state of the kth KaiC hexamer at time t as 𝑊(𝑘, 𝑡), where 𝑊(𝑘, 𝑡) = 1 for gs-

KaiC and 𝑊(𝑘, 𝑡) = −1  for cs-KaiC. Thus, the model describes the allosteric 

transitions between the gs and cs in terms of dynamical changes in the range −1 ≤

𝑊(𝑘, 𝑡) ≤ 1. 

   We describe the dependence of binding affinities on the structure by defining binding 

and unbinding rate constants for the kth KaiC hexamer at time t in terms of 𝑊(𝑘, 𝑡): 

 

ℎ𝐴(𝑘, 𝑡) = ℎ𝐴0[1 + tanh(𝑊(𝑘, 𝑡) 𝐴𝑊⁄ )], 

𝑓𝐴(𝑘, 𝑡) = 𝑓𝐴0[1 − tanh(𝑊(𝑘, 𝑡) 𝐴𝑊⁄ )], 

ℎ𝐵(𝑘, 𝑡) = ℎ𝐵0[1 − tanh(𝑊(𝑘, 𝑡) 𝐵𝑊⁄ )], 

                        𝑓𝐵(𝑘, 𝑡) = 𝑓𝐵0[1 + tanh(𝑊(𝑘, 𝑡) 𝐵𝑊⁄ )],               (1) 

                                                            

where ℎ𝐴(𝑘, 𝑡)  and 𝑓𝐴(𝑘, 𝑡)  are the binding and unbinding rate constants of KaiA 

to/from the CII ring, respectively, and ℎ𝐵(𝑘, 𝑡)  and 𝑓𝐵(𝑘, 𝑡)  are the binding and 

unbinding rate constants of KaiB to/from the CI domains, respectively. 𝐴𝑊 and 𝐵𝑊 are 

constants to determine the dependence of the rate constants on the structure and ℎ𝐴0, 𝑓𝐴0, 

ℎ𝐵0 , and 𝑓𝐵0  are constants to set the timescale of binding/unbinding reactions. Eq. 1 

assumes that KaiA binds to the CII rings preferentially in gs-KaiC (𝑊(𝑘, 𝑡) ≈ 1) and 

KaiB binds to the CI domains preferentially in cs-KaiC (𝑊(𝑘, 𝑡) ≈ −1). 

    There are multiple protein complexes, C6A2, C6, and C6B𝑖A2𝑗, coexisting in the 

system. We  write the probabilities of the kth KaiC hexamer forming C6A2, C6, and 

C6B𝑖A2𝑗  complexes at time t as 𝑃C6A2
(𝑘, 𝑡) , 𝑃C6B0

(𝑘, 𝑡) , and 𝑃C6B𝑖A2𝑗
(𝑘, 𝑡) , 
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respectively, where C6  is represented as C6B0 . The kinetic equation for binding and 

unbinding reactions of KaiA to the CII rings is 
𝑑

𝑑𝑡
𝑃C6A2

(𝑘, 𝑡) = ℎ𝐴𝑥𝑃C6B0
(𝑘, 𝑡) −

𝑓𝐴𝑃C6A2
(𝑘, 𝑡),  where 𝑥  is the concentration of free unbound KaiA dimers. Here, we 

assume that most of KaiA molecules exist as dimers, because no experiments have yet 

found isolated KaiA monomers in solution under oscillatory conditions. Because binding 

and unbinding reactions of KaiA are so much faster than KaiB or P/dP reactions, we can 

approximate the KaiA binding/unbinding as a quasi-equilibrium. Therefore, by setting 

𝑑

𝑑𝑡
𝑃C6A2

(𝑘, 𝑡) = 0, we have  

 

𝑃C6A2
(𝑘, 𝑡) = 𝑥𝑔𝐴(𝑘, 𝑡)𝑃C6B0

(𝑘, 𝑡),                                  (2) 

 

where 𝑔𝐴(𝑘, 𝑡) = ℎ𝐴(𝑘, 𝑡)/𝑓𝐴(𝑘, 𝑡)  is the association constant. By writing 

𝑃C6B𝑖
(𝑘, 𝑡) = ∑ 𝑃C6B𝑖A2𝑗

(𝑘, 𝑡)𝑖
𝑗=0 , the binding and unbinding reactions of KaiB to/from 

the CI are described by 

 

 
𝑑

𝑑𝑡
𝑃C6B𝑖

(𝑘, 𝑡) = (7 − 𝑖)ℎ𝐵𝑦𝑃C6B𝑖−1
(𝑘, 𝑡) − 𝑖𝑓𝐵𝑃C6B𝑖

(𝑘, 𝑡)           

  −(6 − 𝑖)ℎ𝐵𝑦𝑃C6B𝑖
(𝑘, 𝑡) + (𝑖 + 1)𝑓𝐵𝑃C6B𝑖+1

(𝑘, 𝑡),    for 1 ≤ 𝑖 ≤ 5,  

𝑑

𝑑𝑡
𝑃C6B0

(𝑘, 𝑡) = −6ℎ𝐵𝑦𝑃C6B0
(𝑘, 𝑡) + 𝑓𝐵𝑃C6B1

(𝑘, 𝑡), 

𝑑

𝑑𝑡
𝑃C6B6

(𝑘, 𝑡) = ℎ𝐵𝑦𝑃C6B5
(𝑘, 𝑡) − 6𝑓𝐵𝑃C6B6

(𝑘, 𝑡),  

                                                                  (3)  

where 𝑦 is the concentration of free unbound KaiB.  

We describe the level of KaiC phosphorylation by a continuous variable 𝑈𝑘(𝑡); 

𝑈𝑘(𝑡) ≈ 1 when all 12 sites in the CII ring are phosphorylated and 𝑈𝑘(𝑡) ≈ −1 when 

they are all unphosphorylated. Recent molecular dynamics simulations showed that 

binding KaiA to the CII ring changes the ring’s structure, opening the pathway for ADP 

to exit the ring.39 Therefore, the KaiA binding should increase the turnover of ATPase 

reactions in the CII ring, promoting Thr432 or Ser431 phosphorylation, while unbinding  

should increase the probability of bound ADP catalyzing Thr432 or Ser431 

dephosphorylation. We describe these effects of KaiA binding/unbinding on P/dP 

reactions with the following equation for 𝑈𝑘(𝑡); 
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𝑑

𝑑𝑡
𝑈𝑘 = 𝑘𝑝𝑃C6A2

(𝑘, 𝑡) − 𝑘𝑑𝑝(1 − 𝑃C6A2
(𝑘, 𝑡)) −

𝑑

𝑑𝑈𝑘
𝑔(𝑈𝑘),                (4) 

 

where 𝑘𝑝  and 𝑘𝑑𝑝  are constants, and 𝑔(𝑈) =
𝑎

4
(𝑈4 − 𝑈2)  is a soft-spin constraint, 

which confines 𝑈𝑘(𝑡) to a range of approximately −1 to 1. Here, we should note that 

Eq. 4 need not satisfy the detailed balance condition because the non-equilibrium ATP 

consumption in the CII domains is implicitly represented by 𝑘𝑝 and 𝑘𝑑𝑝. 

 

Indirect interaction through KaiA sequestration. We solved Eqs. 2 and 3 numerically 

under the normalization condition,  

                1 = 𝑃C6A2
(𝑘, 𝑡) + ∑ 𝑃C6B𝑖

(𝑘, 𝑡),

6

𝑖=0

                           (5) 

                                                                

and the following constraints enforcing total KaiA and KaiB conservation in the solution: 

𝐴𝑇/2 = 𝑥 +
1

𝑉
∑ 𝑃C6A2

(𝑘, 𝑡)

𝑁

𝑘=1

+
𝑔𝐵𝐴𝑥

1 + 𝑔𝐵𝐴𝑥

1

𝑉
∑ ∑ 𝑖𝑃C6B𝑖

(𝑘, 𝑡),

6

𝑖=1

𝑁

𝑘=1

 

𝐵𝑇 = 𝑦 +
1

𝑉
∑ ∑ 𝑖𝑃C6B𝑖

(𝑘, 𝑡).

6

𝑖=1

𝑁

𝑘=1

                                                     (6) 

 

Here, 𝐴𝑇 and 𝐵𝑇 are the total concentrations of KaiA and KaiB on a monomer basis, 

𝑉 is the system volume, and N is the number of simulated KaiC hexamers in the system. 

See Supporting Information. The KaiC hexamer concentration is 𝐶6𝑇 = 𝑁/𝑉  and the 

total KaiC concentration is 𝐶𝑇 = 6𝑁/𝑉 , again on a monomer basis. Here, 𝑔𝐵𝐴 =

ℎ𝐵𝐴/𝑓𝐵𝐴 , where ℎ𝐵𝐴  and 𝑓𝐵𝐴  are the binding and unbinding rate constants for KaiA 

to/from KaiB, respectively. In the binding/unbinding processes for KaiA to/from KaiB, 

we assume that the rate constants do not depend on the KaiC structure 𝑊(𝑘, 𝑡) because 

they do not involve any direct interactions between KaiA and KaiC; therefore, 𝑔𝐵𝐴 in 

Eq. 6 is a constant, independent of 𝑊(𝑘, 𝑡). 

    We should also note that Eqs. 2–6 do not include terms representing direct 

interactions between KaiC hexamers. Instead, we have a constraint that ensures 

conservation of the total KaiA concentration (Eq. 6). With this constraint, as long as 𝐴𝑇 
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is not too large, there is competition to bind the free unbound KaiA dimers between the 

CII rings and C6B𝑖 complexes. When some KaiC molecules have large affinity to bind 

KaiA to C6B𝑖, or KaiA is sequestered in the KaiCBA complexes, then the free unbound 

KaiA in the solution is depleted, preventing KaiA binding to the CII rings of other KaiC 

molecules. This competition to consume the free KaiA leads to the indirect interactions 

among KaiC hexamers. In the Results and Discussion section, we will show that this KaiA 

sequestration mechanism is necessary to synchronize the oscillations of many KaiC 

molecules. 

 

Regulation of allosteric structural changes by reactions. Because the allosteric 

structure changes of proteins take place in a timescale of milliseconds to seconds in many 

cases,40 we also assume that the dynamics of 𝑊(𝑘, 𝑡) are much faster than the other slow 

reactions, such as P/dP, KaiB binding/unbinding, and ATPase reactions, which occur on 

a timescale of hours. Therefore, the structural state is in a quasi-equilibrium determined 

by the phosphorylation state and the binding states of KaiA, KaiB, and the nucleotides. 

Then, the structure state can be represented in a mean-field manner in the quasi-

equilibrium description of 𝑊(𝑘, 𝑡) as 

 

𝑊(𝑘, 𝑡) = tanh [𝛽 (𝑐0 − 𝑐1𝑈𝑘 + 𝑐2𝑝𝑘
𝐶𝐴(𝑡) − 𝑐3𝑝𝑘

𝐶𝐵(𝑡) − 𝑞𝑘(𝑡))],         (7) 

 

where 𝛽 = 1/𝑘B𝑇, 𝑈𝑘 is the phosphorylation level, 𝑝𝑘
𝐶𝐴(𝑡) = 𝑃C6A2

(𝑘, 𝑡) is the extent 

of the KaiA binding to the CII ring, 𝑝𝑘
𝐶𝐵(𝑡) = ∑ 𝑃C6B𝑖

(𝑘, 𝑡)6
𝑖=1  is the extent of the KaiB 

binding to the CI domains, and 𝑞𝑘(𝑡)  represents the effect of ADP binding to the CI 

domains. In Eq.7, 𝑈𝑘, 𝑝𝑘
𝐶𝐴(𝑡), 𝑝𝑘

𝐶𝐵(𝑡), and 𝑞𝑘(𝑡) are treated as effective force fields 

in determining 𝑊(𝑘, 𝑡); See Supporting Information for further discussion.  

Eq. 7 represents multifold feedback relations among reactions and structure: for 

example, the term −𝑐1𝑈𝑘  (𝑐1 > 0 ) represents the tendencies of phosphorylated and 

unphosphorylated KaiC to form cs and gs structures, respectively. Because 

phosphorylation is enhanced in the gs structure through KaiA binding to the CII ring, as 

shown in Eqs.1 and 4, the term −𝑐1𝑈𝑘 provides negative feedback effect. Meanwhile, 

the term 𝑐2𝑝𝑘
𝐶𝐴(𝑡)  ( 𝑐2 > 0 ) represents positive feedback, because KaiA binding 

stabilizes the gs structure (Eq. 7), which in turn further increases KaiA binding to the CII 

ring (Eqs. 1 and 2). Similarly, the term −𝑐3𝑝𝑘
𝐶𝐵(𝑡) (𝑐3 > 0) provides positive feedback 

because KaiB binding stabilizes the cs structure (Eq. 7), which in turn further increases 

KaiB binding (Eqs. 1 and 3). Figure 4 summarizes these multifold feedback relationships. 
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Due to these multifold feedback relations, KaiC hexamers can adopt multiple stationary 

states, including the large-𝑝𝑘
𝐶𝐴/ large-𝑊 state and large-𝑝𝑘

𝐶𝐵/ small-𝑊 state. The ATPase 

reactions represented by the term −𝑞𝑘(𝑡) perturb the KaiC hexamers away from these 

stationary states, driving their oscillations. As we can see from Figure 4, allosteric 

structure transitions play a central role in creating the feedback relationships in individual 

KaiC hexamers. 

 

Stochastic ATP hydrolysis in individual molecules. We represent the effect of 

nucleotides binding to the CI domain of the ith subunit of the kth KaiC hexamer at time t 

by the quantities 𝑞(𝑖; 𝑘, 𝑡)  and 𝑞𝑘(𝑡) = ∑ 𝑞(𝑖; 𝑘, 𝑡)6
𝑖=1  . As shown in Eq. 7, the cs 

structure is stabilized in the present model when 𝑞𝑘(𝑡) > 0. 

It has been reported that ATP hydrolysis in the CI domain is necessary for KaiB to 

bind to KaiC.36,38,41,42 Here, this is represented by the tendency of the ATP hydrolysis to 

stabilize the cs structure, promoting KaiB binding to KaiC. However it has been shown 

that  ATP must bind to the CI domains  to prevent KaiC hexamers dissociating into  

 

 

 

Figure 4. Relations among structure and reactions of KaiC hexamers, as defined by 

the multifold feedback model. Reactions are linked by arrows when one reaction 

stimulates the other, and the associated numbers relate to the equation numbers in the 

text. When the structure with the larger W value (X in the Results and Discussion 

section) is associated with the reaction, they are connected by conventional arrows, 

while the T-shaped arrows indicate cases where the structure with the smaller W (or 

X) value is associated with the reaction. These structure/reaction links constitute 

multifold feedback loops, and allosteric structural changes play a central role in 

creating these loops. 
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monomers;6 therefore, it is reasonable to assume that ATP binding does not stabilize the 

cs structure but the cs structure is stabilized when ATP is hydrolyzed to ADP and inorganic 

phosphate (Pi). Therefore, we set 𝑞(𝑖; 𝑘, 𝑡) = 0  when either ATP is bound or no 

nucleotides are bound, and 𝑞(𝑖; 𝑘, 𝑡) = 𝑞0 > 0 when either ADP and Pi are bound or 

ADP is bound on the CI domain of the ith subunit of the kth KaiC hexamer at time t.   

We also assume that the frequency of ATP hydrolysis, i.e., the frequency with which 

𝑞(𝑖; 𝑘, 𝑡) switches from 0 to 𝑞0, depends on the structure 𝑊(𝑘, 𝑡). Because Pi, which is 

generated by ATP hydrolysis in the CII ring, is used for phosphorylation there, the 

frequency of such ATP hydrolysis should be higher in the P-phase than in the dP-phase. 

Here, we assume that ATP hydrolysis in the CI domains follows the opposite pattern to 

compensate for the large phosphorylation-level-dependent ATPase activity modulation in 

the CII rings and thereby reproduce the observed mild modulation in full-length KaiC;31 

the frequency of ATP hydrolysis in the CI domains is higher in the dP-phase, or cs-

structure, so it depends on 𝑊(𝑘, 𝑡) as  

 

𝑓𝑘(𝑡) = 𝑓0(1 − tanh(𝑊(𝑘, 𝑡) 𝐶𝑊⁄ )),                         (8) 

 

where 𝐶𝑊 and 𝑓0 are constants.  

Release of the bound ADP from the CI should also be a stochastic event. For 

simplicity, we assume that ADP is released multiple times from the same molecule in an 

uncorrelated way, so that the ADP bound state lifetime for any given subunit of the kth 

KaiC hexamer follows a Poisson distribution with a lifetime Δ𝑘 defined by Δ𝑘=Δ̅𝑘(𝑡) +

ξ𝑘 (t), where ξ𝑘  is a random number satisfying 〈ξ𝑘(𝑡)〉 = 0  and 〈ξ𝑘(𝑡)ξ𝑙(𝑡′)〉 =

δ𝑘𝑙δ𝑡𝑡′Δ̅𝑘(𝑡). By introducing the constants 𝐶𝑊 and 𝛿0, we define the average lifetime 

Δ̅𝑘(𝑡) as 

 

Δ̅𝑘(𝑡) = 𝛿0(1 − tanh(𝑊(𝑘, 𝑡) 𝐶𝑊⁄ )).                       (9)  

 

With this definition of Δ̅𝑘, the lifetime of the ADP bound state is longer in the cs structure. 

Therefore, from definitions of Eqs. 8 and 9, ADP binding has a more significant effect on 

cs-KaiC than gs-KaiC, as explained in Figure 4. In the Results and Discussion section, 

we show that this enhanced ADP binding in cs-KaiC is important for producing coherent 

oscillation in the present model. 

In summary, we simulate ATP hydrolysis in the CI domains as stochastic events in 

individual subunits of KaiC hexamers. In our model, ATP hydrolysis takes place with the 

probability 𝑓𝑘 (Eq. 8) in unit time. If it takes place at time 𝑡 = 𝑡0 in the ith subunit of 
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the kth KaiC hexamer, 𝑞(𝑖; 𝑘, 𝑡0) changes from 0 to 𝑞0. Then, the ADP (or ADP and Pi) 

remains bound during the interval 𝑡0 < 𝑡 < 𝑡0 + Δ𝑘. When ADP is finally released from 

the CI domain at time 𝑡 = 𝑡0 + Δ𝑘, 𝑞(𝑖; 𝑘, 𝑡0 + Δ𝑘) returns from 𝑞0 to 0.  

We should note that an alternative model is to assume 𝑞(𝑖; 𝑘, 𝑡0) = 0 when the ATP 

(or ADP and Pi) is bound in the CI domain, and 𝑞(𝑖; 𝑘, 𝑡0) changes from 0 to 𝑞0 when 

the Pi is released, remaining at 𝑞0 while the ADP is bound. We do not currently have the 

evidence needed to decide between these two scenarios, but both scenarios (the one where 

𝑞(𝑖; 𝑘, 𝑡0) = 𝑞0 when either ADP+ Pi or ADP is bound and the other where 𝑞(𝑖; 𝑘, 𝑡0) =

𝑞0  only when ADP is bound) yield the same mathematical expression in the present 

model; therefore, the model can be applied to either scenario and we will leave assessing 

the validity of these scenarios as a topic for future work. 

 

Parameters. The model shows robust oscillations for a wide range of parameter values. 

In our simulations (refer the Results and Discussion section), we did not calibrate the 

parameter values to precisely reproduce the experimental data, but instead used values 

with one effective digit, to emphasize that precise calibration is not necessary to produce 

the important features of oscillations. We used the following parameter values, unless 

specified otherwise. 

 We simulated a system of 𝑁 = 1000 KaiC hexamers. Therefore, in units of 𝑉 =

1, we had 𝐶6𝑇 = 1000 (i.e., 𝐶𝑇 = 6000). Most of the following calculations assume  

KaiA and KaiB concentrations of 𝐴𝑇 = 2000  and 𝐵𝑇 = 6000 , respectively on a 

monomer basis. This ratio, i.e., 𝐴𝑇 ∶ 𝐵𝑇 ∶  𝐶𝑇 = 1 ∶ 3 ∶ 3, has been often used in in vitro 

experiments.9,31,38 In units of 𝑉 = 3 × 10−15𝑙, we have 𝐶𝑇 = 3.3 𝜇M, which is close to 

the 3.5 𝜇M concentration often used in experiments.  

Most of the reaction rates in the model were assumed to be of the order of 1/hour. In 

units of 𝑉 = 1, the binding rate constant for KaiB was chosen to make ℎ𝐵0𝐵𝑇 ≈ 1 h−1, 

so that we assumed ℎ𝐵0 = (1 3⁄ ) × 10−4 h−1. The dissociation rate constant of KaiB 

was 𝑓𝐵0 = 3 × 10−1 h−1. The P/dP rate constants were 𝑘𝑝 = 3 × 10−1 h−1 and 𝑘𝑑𝑝 =

2 × 10−1 h−1. The frequency of ATP hydrolysis was 𝑓0 = 1 h−1 and the lifetime of the 

ADP bound state was 𝛿0 = 2 h except when we used 𝛿0 = 1 h to calculate the data in 

Figure 8. The rate constant to define the soft-spin constraint was 𝑎 = 5 × 10−1 h−1. The 

binding/unbinding of KaiA was assumed to be much faster than other reactions; therefore, 

it was defined by the association constants 𝑔𝐴0 = ℎ𝐴0 𝑓𝐴0⁄  and 𝑔𝐵𝐴 = ℎ𝐵𝐴 𝑓𝐵𝐴⁄ . Here, 

we chose the values 𝑔𝐴0 = 𝑔𝐵𝐴 = 6 × 10−3 (in 𝑉 = 1 units), so as to set 𝑔𝐴0 𝐴𝑇 2⁄ ≈

𝑔𝐵𝐴 𝐴𝑇 2⁄ ≈ 1. In Eq. 7, the quasi-equilibrium equation that determines the structure, we 

set the structure/reaction coupling coefficients to be several 𝑘B𝑇 as 𝑐0 = 8𝑘B𝑇, 𝑐1 =



14 

 

6𝑘B𝑇 , 𝑐2 = 2𝑘B𝑇 , 𝑐3 = 6𝑘B𝑇 , and 𝑞0 = 2𝑘B𝑇 . The other constants relating the 

reaction rates to the structure were set to 𝐴𝑊 = 𝐵𝑊 = 𝐶𝑊 = 1. 

 

Simulation. At the start time 𝑡 , initial values for the unbound free KaiA dimer 

concentration 𝑥(𝑡), the unbound free KaiB concentration 𝑦(𝑡), structural states 𝑊(𝑘, 𝑡), 

phosphorylation levels 𝑈𝑘(𝑡) , and probabilities of Kai protein association 𝑃C6B𝑖
(𝑘, 𝑡) 

were given for 𝑘 = 1 ∼ 𝑁  and 𝑖 = 1 ∼ 6 . The nucleotide binding states, 𝑞(𝑖; 𝑘, 𝑡) , 

were set to 0. The initial rate constants were calculated using Eq. 1 and the 𝑃C6A2
(𝑘, 𝑡) 

were calculated using Eq. 2.  

Then, 𝑈𝑘(𝑡 + Δ𝑡)  and 𝑃C6B𝑖
(𝑘, 𝑡 + Δ𝑡)  were calculated by numerically 

integrating Eqs. 3 and 4 with a time step Δ𝑡 = 10−3 h, and the 𝑃C6A2
(𝑘, 𝑡 + Δ𝑡) were 

recalculated with Eq. 2, with the 𝑃C6B𝑖
(𝑘, 𝑡 + Δ𝑡) and 𝑃C6A2

(𝑘, 𝑡 + Δ𝑡) being rescaled 

to satisfy the normalization condition Eq. 5. Then,  by solving Eq. 6, values of 𝑥(𝑡 + Δ𝑡) 

and 𝑦(𝑡 + Δ𝑡) were obtained. The frequencies of ATP hydrolysis 𝑓𝑘(𝑡 + Δ𝑡) in Eq. 8 

were calculated, and the randomly distributed lifetimes of the ADP bound state Δ𝑘, were 

calculated with the mean value determined by Eq. 9. Then, the 𝑞(𝑖; 𝑘, 𝑡 + Δ𝑡)  were 

changed from 0 to 𝑞0 with probability 𝑓𝑘Δ𝑡 and, where the values changed, the new 

values were retained for the following Δ𝑘/Δ𝑡  steps. Finally, the 𝑈𝑘(𝑡 + Δ𝑡) , 

𝑃C6A2
(𝑘, 𝑡 + Δ𝑡) , 𝑃C6B𝑖

(𝑘, 𝑡 + Δ𝑡)  and 𝑞(𝑖; 𝑘, 𝑡 + Δ𝑡)  were used to calculate the 

structure 𝑊(𝑘, 𝑡 + Δ𝑡) with Eq. 7. This process was repeated to calculate the trajectory 

of the dynamics. The oscillation frequency was calculated by Fourier transforming a 

trajectory of the length 0.1 × 215 h. 

 

Results and Discussion 

In this section, we explain the results simulated with the multifold feedback model of the 

KaiABC system having 𝑁 = 1000 KaiC hexamers. In order to compare the calculated 

results with those obtained with our previous model,29,30 we convert the quantities defined 

in the range −1 to 1 in the last section to lie between 0 and 1 as  

 

𝐷𝑘(𝑡) =
𝑈(𝑘, 𝑡) + 1

2
,  𝐷̅(𝑡) =  

1

𝑁
 ∑ 𝐷𝑘(𝑡),              (10)

𝑁

𝑘=1
 

and 

𝑋𝑘(𝑡) =
𝑊(𝑘, 𝑡) + 1

2
,  𝑋̅(𝑡) =  

1

𝑁
 ∑ 𝑋𝑘(𝑡),              (11)

𝑁

𝑘=1
 

 

where 𝐷𝑘(𝑡) is the phosphorylation level of the kth KaiC hexamer, 𝐷̅(𝑡) is its average 
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over the ensemble, 𝑋𝑘(𝑡) is the structural order parameter of the kth KaiC hexamer, and 

𝑋̅(𝑡)  is its average over the ensemble. We also define the ensemble average of 

probabilities that KaiC hexamers form complexes of KaiCA and KaiCB as 

 

𝑝̅𝐶𝐴(𝑡) =
1

𝑁
∑ 𝑝𝑘

𝐶𝐴(𝑡),     

𝑁

𝑘=1

𝑝̅𝐶𝐵(𝑡) =
1

𝑁
∑ 𝑝𝑘

𝐶𝐵(𝑡).                (12)   

𝑁

𝑘=1

 

 

 

 

 

Ensemble and single-molecular oscillations. Shown in Figure 5A are dynamics of 

ensemble of many molecules. The ensemble exhibits stable oscillations in the 

phosphorylation level, structural state of KaiC, and probabilities to form KaiCA and 

KaiCB complexes with approximately 24-hour period. The structure is gs-like in the P-

phase and cs-like in the dP-phase. The probability to form the KaiCA complex is large in 

the P-phase, while the probability to form the KaiCB complex is large in the dP-phase. 

Thus, we see the coherent coordination among the structural, Kai protein binding affinity, 

and phosphorylation level changes at the ensemble level. 

Figure 5. Simulated ensemble and single-molecule oscillations of KaiC. (A) 

Oscillations of the ensemble of KaiC hexamers. The level of phosphorylation 𝐷̅(𝑡) 

(red), structural state 𝑋̅(𝑡)  (blue), probability to form KaiCA complex 𝑝̅𝐶𝐴(𝑡) 

(black dashed), and probability to form KaiCB complex 𝑝̅𝐶𝐵(𝑡)  (black real) are 

plotted as functions of time 𝑡. (B) Oscillations of an example single KaiC hexamer in 

the ensemble. The level of phosphorylation 𝐷𝑘(𝑡) (red) and structural state 𝑋𝑘(𝑡) 

(blue) are plotted. The effect of ADP binding 𝑞𝑘(𝑡) 6⁄  (green) is plotted in units of 

𝑘B𝑇 whose maximum value is 𝑞0 = 2𝑘B𝑇. 
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These ensemble-level oscillations are made of the oscillations of many individual 

molecules, so distinct oscillations of individual molecules are required to realize coherent 

ensemble oscillations. Figure 5B shows the oscillation of a single example molecule. 

Each molecule undergoes stepwise changes between the gs and cs structures. In the gs 

structure with 𝑋𝑘(𝑡) ≈ 1, ATP hydrolysis provides a sequence of ADP binding spikes 

with 𝑞𝑘(𝑡) ≠ 0. However, each spike’s lifetime is too short for this frequent binding to 

have any significant effect on the structure 𝑋𝑘(𝑡). By contrast, in the cs structure with 

𝑋𝑘(𝑡) ≈ 0, the lifetime of the ADP bound state is much elongated as defined in Eq. 9, so 

that KaiC is saturated with bound ADP, stabilizing the cs structure through the effect 

described in Eq. 7. This positive feedback between ADP binding and structure change 

gives rise to switch-like transitions of structure. In isolated molecules, these transitions 

would take place randomly, but synchronization among molecules in the system regulates 

this intramolecular switching process to produce oscillations with a well-defined period.  

 

Mechanism of synchronization. In the present model, synchronization is realized 

through sequestration of KaiA as discussed in the previous section. This effect can be 

clearly seen if we increase the KaiA concentration: when KaiA molecules are too 

abundant, KaiA sequestration becomes ineffective.  

In Figure 6A, oscillations of five individual KaiC hexamers arbitrarily chosen from 

the system (i.e., 𝐷𝑘(𝑡)  with five different 𝑘 s) are shown together with the ensemble 

oscillation 𝐷̅(𝑡). Here, the left panel of Figure 6A shows the oscillations for the standard 

ratio of concentrations, 𝐴𝑇 𝐶6𝑇⁄ = 2  and 𝐵𝑇 𝐶6𝑇⁄ = 6 , where 𝐶6𝑇 = (1 6⁄ )𝐶𝑇  is the 

concentration of KaiC hexamer in the system. In this case, individual molecules oscillate 

in a highly synchronized manner, showing only slight fluctuations around the ensemble  
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average. By contrast, as shown in the right panel of Figure 6A, oscillations of 𝐷̅(𝑡) 

vanish when we increase the KaiA concentration to 𝐴𝑇 𝐶6𝑇⁄ = 6 . With such a large 

concentration of KaiA, the individual KaiC hexamers oscillate with large amplitudes as 

shown in examples of 𝐷𝑘(𝑡), but their oscillatory phases are uncorrelated to each other, 

reducing the 𝐷̅(𝑡) oscillations. With this large concentration of KaiA, sequestration of 

KaiA is ineffective and synchronization is lost.  

Dependence of the ensemble oscillation on the concentration of KaiA is shown in 

Figure 6B. By keeping 𝐵𝑇 𝐶6𝑇⁄ = 6, various different 𝐴𝑇 𝐶6𝑇⁄  values were tested. As 

the KaiA concentration drops below the standard concentration 𝐴𝑇 𝐶6𝑇⁄ = 2 , the 

phosphorylation rate reduces and the oscillation period increases. When the KaiA 

concentration is 𝐴𝑇 𝐶6𝑇⁄ < 1, the phosphorylation rate becomes too small to maintain 

Figure 6. Simulated ensemble and single-molecule dynamics of phosphorylation level 

for different concentrations of KaiA and KaiB. (A) Phosphorylation level for the 

standard KaiA concentration, 𝐴𝑇 𝐶6𝑇⁄ = 2  and 𝐵𝑇 𝐶6𝑇⁄ = 6  (left), and an increased 

KaiA concentration, 𝐴𝑇 𝐶6𝑇⁄ = 6  and 𝐵𝑇 𝐶6𝑇⁄ = 6  (right). These plots show the 

ensemble-averaged phosphorylation level 𝐷̅(𝑡) (red) and the phosphorylation levels of 

five example molecules 𝐷𝑘(𝑡) (blue). (B) 𝐷̅(𝑡) calculated for various 𝐴𝑇 𝐶6𝑇⁄  at a 

fixed KaiB concentration 𝐵𝑇 𝐶6𝑇⁄ = 6. (C) 𝐷̅(𝑡) calculated for various 𝐵𝑇 𝐶6𝑇⁄  at a 

fixed KaiA concentration 𝐴𝑇 𝐶6𝑇⁄ = 2.  
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the oscillations. By contrast, as the KaiA concentration rises above the standard value, the 

phosphorylation rate increases and the oscillation period reduces. When 𝐴𝑇 𝐶6𝑇⁄ > 6, 

the ensemble oscillation disappears, due to the individual oscillations losing 

synchronization, as shown in Figure 6A. Qualitatively similar behavior was observed 

experimentally:43 the phosphorylation stayed at a low level and the oscillations stopped 

for 𝐴𝑇 𝐶6𝑇⁄ < 0.5, and the oscillations also disappeared for 𝐴𝑇 𝐶6𝑇⁄ > 8. This observed 

and simulated disappearance of oscillations at high concentration of KaiA is consistent 

with the idea that the sequestration of KaiA is necessary for synchronization.   

Here, we briefly summarize the effects of KaiA sequestration on synchronization. 

When KaiB binds to some population of KaiC hexamers in the dP-phase and then KaiA 

binds to these KaiCB complexes, the concentration of free unbound KaiA decreases. This 

depletion of free KaiA decreases the rate at which KaiA binds to the other KaiC hexamers, 

which delays the P-reactions of those hexamers. In this way, a lowly phosphorylated KaiC 

population accumulates when KaiA is sequestrated by a certain amount of KaiCBA 

complexes, leading to synchronized oscillations of many KaiC molecules. However, 

when the system contains too many KaiA molecules as shown in Figure 6, this effect is 

less significant and the synchronization eventually disappears. The present simulation 

showed that due to the large capacity of each KaiCBA complex to accommodate a large 

number of KaiA dimers (up to six), the effect of KaiA sequestration in KaiCBA complexes 

is sufficient and there is no need to assume other mechanisms, such as sequestration in 

other specific KaiC states or monomer exchange. 

Dependence of the ensemble oscillations on the KaiB concentration is shown in 

Figure 6C. When the concentration is too low ( 𝐵𝑇 𝐶6𝑇⁄ < 3 ), the rate of 

dephosphorylation is so small that the phosphorylation stays high without showing 

oscillation. However, oscillations appear as 𝐵𝑇 𝐶6𝑇⁄  increases and are maintained even 

at high concentration of 𝐵𝑇 𝐶6𝑇⁄ = 20. This simulated behavior agrees qualitatively with 

the observations,43 which showed no oscillations and high phosphorylation level for 

𝐵𝑇 𝐶6𝑇⁄ < 1.5, with oscillations appearing when the KaiB concentration was increased 

to 𝐵𝑇 𝐶6𝑇⁄ = 3 and continuing with only slight changes as the concentration was 

increased to 𝐵𝑇 𝐶6𝑇⁄ =30. This simulated and observed maintenance of oscillations at 

high KaiB concentrations is because depleting the amount of free unbound KaiB is not 

necessary for synchronization. 

Synchronization is also promoted by ATP hydrolysis. Figure 7 shows how the 

oscillations depend on the frequency parameter 𝑓0 of ATP hydrolysis in the CI domains. 

As the frequency is decreased without changing other parameters, amplitude of the 

ensemble oscillations 𝐷̅(𝑡)  decreases. At around 𝑓0 ≈ 0.5 , the amplitudes of 
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oscillations of individual molecules are still large but they are not well synchronized, 

which makes the ensemble oscillation amplitude small. The ADP binding in the CI 

perturbs the structure, which triggers the transition of structure from gs to cs in the present 

model. As ATP hydrolysis becomes infrequent, structural transitions become infrequent 

and individual molecules fail to follow the ensemble-level oscillations, which leads to 

desynchronization. By further decreasing the frequency of ATP hydrolysis, structural 

transitions become further infrequent, which suppresses individual oscillations and the 

phosphorylation level becomes to stay at a high value.  Therefore, our model suggests 

 

 

 

 

that ATP hydrolysis in the CI domains assists synchronization, with synchronization being 

lost when the ATP hydrolysis frequency is too low. 

We should note that ATP hydrolysis in the CI domains perturbs the structure of KaiC 

hexamers in the present model. At large 𝑓0 , gs-KaiC experiences frequent structural 

Figure 7. Simulated ensemble and single-molecule dynamics of the 

phosphorylation level for different frequency parameter 𝑓0 of ATP hydrolysis. The 

ensemble-averaged phosphorylation level 𝐷̅(𝑡) (red) and phosphorylation level of 

five example molecules in the ensemble 𝐷𝑘(𝑡) (blue) are superposed. Values of 

𝑓0 in the figure are in units of h−1. 𝑓0 = 1 h−1 in the standard parameterization 

in the present paper. 
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perturbations, as shown by the trains of 𝑞𝑘  spikes in Figure 5B. With these frequent 

perturbations, the KaiC molecules flexibly respond to structural transition cues, such as 

KaiB binding or KaiA unbinding. By contrast, when these structural perturbations are less 

frequent, the KaiC hexamers do not respond to such ques, and hence individual molecules 

are less able to adjust their oscillations to match those of the ensemble. Our model 

therefore suggests that ATP hydrolysis in the CI domains assists synchronization, with 

synchronization being lost when the ATP hydrolysis frequency is too low.   

 

Correlation between ATPase activity and oscillation frequency. As shown in Figure 

5B and Figure 7, ATP hydrolysis in the CI domains plays an important role in both the 

oscillations of individual molecules and the ensemble-level oscillations. We can analyze 

this further by calculating the correlation between the P/dP oscillation frequency and the 

ATPase activity. 

In Figure 8, the ATPase activity is defined as the number of ADP molecules released 

from the CI domain per day per subunit calculated under the steady state condition 𝐴𝑇 =

𝐵𝑇 = 0. Here, we calculated the ATPase activity and the P/dP oscillation frequency for  

 

 

 

Figure 8. Correlation between ATPase activity and the frequency of 

phosphorylation/dephposphorylation oscillations of the ensemble of molecules. The 

ATPase activity was calculated as the average number of ADP molecules released from 

the CI domain of one subunit per day under a stationary condition without KaiA or KaiB. 

Plotted by varying 𝑓0 from 0.8 h−1 to 2.4 h−1 with 𝛿0 = 1 h. 
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ATP hydrolysis frequency 𝑓0 from 𝑓0 = 0.8 h−1 to 2.4 h−1. Although the slope of the 

fitted line in this plot is 0.01, which is smaller than the experimentally observed slope of 

about 0.03,32 the simulated results showed that the steady-state ATPase activity is clearly 

correlated with the oscillation frequency in our model. The model thus qualitatively 

reproduces the key observation that ATP hydrolysis in the CI, which should take place 

stochastically in individual molecules, strongly affects the ensemble-level oscillations.  

The slope of correlation in Figure 8 depends on the parameterization: with 𝛿0 = 2 h, 

we have a clear correlation with a slop value of around 0.02. To reproduce further 

quantitative features of the observed correlation, including the slope, we would need to 

consider the cooperativity and nonlinearity of intramolecular dynamics in more detail, 

including the cooperativity of the repeated ATP hydrolysis reactions taking place in 

subunits of the hexamer. Further detailed analyses of various KaiC mutants would assist 

such an investigation. 

 

Dependence of oscillations on reaction rates. ATP hydrolysis in the CI domains, which 

takes place stochastically in individual molecules, drives structural transitions in those 

molecules through positive feedback between ADP binding and structural transitions. 

These transitions drive oscillations of individual molecules and are also required to 

synchronize many molecules by preventing stacking of each molecule to a particular 

structural state. The importance of these effects of ATP hydrolysis is evident in the 

simulated correlation between ATPase activity in the CI domains and the frequency of the 

ensemble oscillations. These results obtained with the present model are qualitatively 

similar to those found with our previous model, in which the rates of KaiA 

binding/unbinding reactions were very slow.29,30 In other words, the main results of the 

multifold feedback model remain unchanged even when the rates of KaiA 

binding/unbinding change by orders of magnitude, as long as the association constants, 

𝑔𝐴 and 𝑔𝐵𝐴, do not change significantly.  

It is interesting to examine whether the model is as robust to changes in other 

reaction rates. In Figure 9A, the ensemble oscillations 𝐷̅(𝑡) are shown for various values 

of rate constants of KaiB binding/unbinding reactions; the unbinding rate constant 𝑓𝐵0 

and the binding rate constant ℎ𝐵0  were changed while maintaining the ratio 𝑔𝐵 =

ℎ𝐵0 𝑓𝐵0⁄ = (1 9⁄ ) × 10−3 in units of 𝑉 = 1. The ensemble oscillations diminish when  
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𝑓𝐵0 and ℎ𝐵0 are too small, but as log as 𝑓𝐵0 > 0.1 h−1, the oscillation features do not 

change significantly over a wide range of 𝑓𝐵0  and ℎ𝐵0  values. This shows that the 

ensemble oscillations are robust against changes in the KaiB binding/unbinding rate 

constants; to obtain coherent oscillations, there appears to be no need to tune the KaiB 

binding/unbinding rates precisely, which could be evaluated experimentally by testing 

mutants of KaiB.  

By contrast, the oscillations are highly sensitive to the P/dP rates, as shown in Figure 

9B, where the phosphorylation and dephosphorylation rates 𝑘𝑝 and 𝑘𝑑𝑝 were changed 

while maintaining the ratio 𝑘𝑑𝑝 𝑘𝑝⁄ = 2 3⁄ . Here, the oscillation period shortens as 𝑘𝑝 

and 𝑘𝑑𝑝  increase and the ensemble oscillations disappear when 𝑘𝑑𝑝 > 2 h−1 . 

Conversely, the period lengthens as 𝑘𝑝  and 𝑘𝑑𝑝  decrease and the oscillations cease 

when 𝑘𝑑𝑝 < 0.05 h−1. Because the Pi provided by ATP hydrolysis in the CII domains is 

used for phosphorylation, and their bound ADP is used for dephosphorylation,44,45 𝑘𝑝 

and 𝑘𝑑𝑝  should be determined by the rates of ATP hydrolysis reactions in the CII 

domains. The present result suggests that 𝑘𝑝 and 𝑘𝑑𝑝 need to be tuned within a certain 

range to produce coherent oscillations, and that this tuning could be realized through the 

evolutionary design of the ATPase activity in the CII domains. This picture is consistent 

Figure 9. Simulated ensemble dynamics of the phosphorylation level for various 

different values of reaction rate constants. (A) Ensemble-averaged phosphorylation 

level 𝐷̅(𝑡) for different values of rate constants of binding/unbinding of KaiB; 𝑓𝐵0 

and ℎ𝐵0 were varied while keeping 𝑔𝐵 = ℎ𝐵0 𝑓𝐵0⁄  constant. (B) 𝐷̅(𝑡) for different 

values of rate constants of phosphorylation/dephosphorylation; 𝑘𝑑𝑝  and 𝑘𝑝  were 

varied while keeping 𝑘𝑑𝑝 𝑘𝑝⁄  constant. (C) 𝐷̅(𝑡) for different values of frequency 

parameter of ATP hydrolysis 𝑓0 and the lifetime parameter of ADP bound state 𝛿0; 

𝑓0 and 𝛿0 were varied while keeping 𝑓0𝛿0 constant. Values of rate constants in the 

figure are in units of h−1 



23 

 

with the results of molecular dynamics simulations showing that the rate of ATPase 

reactions is determined by structure tuning.39 

 

 

 

 

As the probability of the ADP remaining bound on the CI domains is determined by 

𝑓0𝛿0, and the effect of the ADP bound state to the structural changes depends largely on 

this probability, the oscillation feature should not be sensitive to changes of 𝑓0 and 𝛿0 

as long as 𝑓0𝛿0  remains constant. Figure 9C shows the ensemble oscillations for 

various values of the frequency parameter of ATP hydrolysis 𝑓0 and the typical lifetime 

of the ADP bound state 𝛿0 , with 𝑓0  and 𝛿0  being changed simultaneously while 

Figure 10. Simulated ensemble and single-molecule dynamics of the 

phosphorylation level in several cases where the ensemble oscillations disappear. 

The ensemble-averaged phosphprylation level 𝐷̅(𝑡) (red) and the phosphorylation 

level of five example molecules in the ensemble 𝐷𝑘(𝑡)  (blue) are superposed. 

Calculated for (A) small phosphorylation/dephosphorylation rate constants; 𝑘𝑝 =

0.03 h−1  and 𝑘𝑑𝑝 = 0.02 h−1 , (B) large phosphorylation/dephosphorylation rate 

constants; 𝑘𝑝 = 3 h−1  and 𝑘𝑑𝑝 = 2 h−1 , (C) small binding/unbinding rate 

constants of KaiB; 𝑓𝐵0 = 0.03 h−1  and ℎ𝐵0 =(1 3⁄ ) × 10−5  h−1 , and (D) small 

frequency parameter of ATP hydrolysis and large lifetime parameter of ADP bound 

state; 𝑓0 = 0.1 h−1 and 𝛿0 = 20 h. 
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maintaining 𝑓0𝛿0 = 2 . With 𝑓0 = 0.1 h−1  and 𝛿0 = 20 h , the ensemble-level 

dynamics become irregular, showing a slow temporal change. However, the oscillations 

are clear for 𝑓0 = 1 h−1, and the oscillation features do not depend significantly on 𝑓0 

or 𝛿0 when 𝑓0 > 1 h−1 if 𝑓0𝛿0 is kept constant.  

It is intriguing to analyze the reasons why the ensemble oscillations disappear in 

the above cases. One way to analyze this is to compare the ensemble dynamics 𝐷̅(𝑡) 

with the individual-molecule dynamics 𝐷𝑘(𝑡). In Figure 10, 𝐷̅(𝑡) and 𝐷𝑘(𝑡) of five 

arbitrarily chosen molecules are plotted for several pathological cases in which the 

ensemble oscillations disappear. Figure 10A shows a case of slow P/dP reactions with 

𝑘𝑝 = 0.03 h−1  and 𝑘𝑑𝑝 = 0.02 h−1 . With such small rate constants, owing to the 

timescale difference among reactions, structural changes and P/dP reactions are not 

coordinated and each molecule stays in one of two stable states, the large-𝑋𝑘/small-𝐷𝑘 

state or the small-𝑋𝑘 /large-𝐷𝑘  state, with the ensemble value 𝐷̅  being their average. 

Conversely, in the case shown in Figure 10B, the P/dP reactions are fast with 𝑘𝑝 =

3 h−1  and 𝑘𝑑𝑝 = 2 h−1 . With such fast P/dP reactions, binding/unbinding of KaiB 

cannot keep up. Because binding of KaiB is necessary for KaiA sequestration and hence 

for synchronization, synchronization is lost in this case.  

Figure 10C shows a case where binding/unbinding of KaiB is slow with 𝑓𝐵0 =

0.03 h−1  and ℎ𝐵0 = (1 3⁄ ) × 10−5  h−1 . In the case of such slow rates of 

binding/unbinding, the KaiB binding/unbinding reactions cannot keep up wth the P/dP 

reactions and again leading to desynchronization. The oscillation pattern of Figure 10C 

is similar to that in Figure 10B although their timescales are different. This similarity 

between the patterns of Figures 10C and 10B should arise from the same reason for 

desynchronization in both cases, the mismatch of timescales of KaiB binding/unbinding 

and P/dP reactions. This similarity suggests we need 𝑓𝐵0 𝑘𝑝⁄ ≳  0.2 to achieve stable 

ensemble-level oscillations, and that individual molecules become desynchronized when 

𝑓𝐵0 𝑘𝑝⁄ <  0.1.  

Finally, Figure 10D shows the case where 𝑓0 = 0.1 h−1 and 𝛿0 = 20 h. Here, ATP 

hydrolysis only infrequently induces structural transitions and their stochastic nature 

appears clearly in the dynamics, meaning that the molecular changes are irregular. This 

shows that we need multiple ADP bindings over the course of a single dP-phase to avoid 

stochastic, irregular structural transitions appearing in the ensemble dynamics. 

 

 

Conclusions 

In this study, we have developed a coarse-grained model of the structure and reactions of 
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Kai molecules and described the ensemble oscillations of KaiC molecules, which are 

realized by synchronizing the oscillations of many individual KaiC molecules. In our 

simulations, we found that the KaiC hexamer oscillations are driven by switch-like 

allosteric structural transitions in individual hexamers, induced by positive feedback 

between structural changes and ATP hydrolysis in the CI domains. The simulation results 

based on the assumption of sequestration of KaiA into KaiCBA complex was consistent 

with the observed data of dependence of oscillations on concentrations of KaiA and KaiB. 

We have shown that ATP hydrolysis in the CI domains at frequencies above a certain 

threshold is necessary for individual molecules to flexibly adjust to the averaged 

oscillations of ensemble, so that they desynchronize if ATP hydrolysis is too infrequent. 

Thus, ATP consumption in the CI domains appears to be necessary to achieve coherent 

ensemble-level oscillations. These results suggest an important role of ATP hydrolysis in 

the ensemble oscillations, which is consistent with the simulated and observed correlation 

between oscillation frequency and ATPase activity. The ensemble oscillations are robust 

against changes in reaction rates: they persist even when the KaiA or KaiB 

binding/unbinding rates change substantially as long as the association constant values 

are maintained. However, the oscillations are sensitive to changes in P/dP reaction rates, 

although further analyses at an atomic resolution will be needed to clarify the mechanism 

by which these rates are tuned.32,39 

In summary, our newly developed coarse-grained model, the multifold feedback 

model, suggested mechanisms of oscillations and synchronization, which should assist in 

further analyzing the relationship between single- and many-molecule dynamics in this 

oscillatory system, as well as presenting a new perspective on the phenomena governed 

by the interplay between microscopic elementary processes and macro- or mesoscopic 

emergent dynamics. 
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Supporting Text 

In this supporting text, we explain Eqs. 2, 3, 6 and 7 of the main text. In our model, 

the binding status of molecular complexes in the system is represented by a set of 3𝑁 

variables {𝑖1𝑘, 𝑖2𝑘, 𝑗𝑘} with 𝑘 = 1, ⋯ , 𝑁, where 0 ≤ 𝑖1𝑘 ≤ 6 is the number of KaiB 

molecules bound on the CI domains of 𝑘th KaiC hexamer, 𝑖2𝑘 = 0 or 1 is the number 

of KaiA dimer bound on the CII ring of the 𝑘th KaiC hexamer, and 0 ≤ 𝑗𝑘 ≤ 𝑖1𝑘 is the 

number of KaiA dimers bound on KaiB in the 𝑘th KaiCB complex. Thus, by writing the 

probability that a binding status {𝑖1𝑘, 𝑖2𝑘, 𝑗𝑘}  is realized in the system at time 𝑡  as 

𝑃(𝑖11, 𝑖21, 𝑗1, ⋯ , 𝑖1𝑘 , 𝑖2𝑘, 𝑗𝑘, ⋯ , 𝑖1𝑁, 𝑖2𝑁, 𝑗𝑁, 𝑡), the stochastic binding/unbinding reactions 

are described by a master equation for this probability. We approximate this 𝑁-body 

probability by factorizing it into one-body probabilities as 

  

𝑃(𝑖11, 𝑖21, 𝑗1, ⋯ , 𝑖1𝑘, 𝑖2𝑘, 𝑗𝑘, ⋯ , 𝑖1𝑁 , 𝑖2𝑁 , 𝑗𝑁 , 𝑡) = ∏ 𝑃(𝑖1𝑘, 𝑖2𝑘, 𝑗𝑘 , 𝑡).               (S1)

𝑁

𝑘=1

 

 

This Hartree-like approximation was used to describe the single-molecular stochastic 

reactions in the system of gene expression.1 We can further write 𝑃(𝑖1𝑘 = 0, 𝑖2𝑘 =

1, 𝑗𝑘, 𝑡) = 𝑃C6A2
(𝑘, 𝑡),  𝑃(𝑖1𝑘 = 0, 𝑖2𝑘 = 0, 𝑗𝑘, 𝑡) = 𝑃C6B0

(𝑘, 𝑡),  and 𝑃(𝑖1𝑘 = 𝑖, 𝑖2𝑘 =

0, 𝑗𝑘 = 𝑗, 𝑡) = 𝑃C6B𝑖A2𝑗
(𝑘, 𝑡)  assuming 𝑃(𝑖1𝑘 ≠ 0, 𝑖2𝑘 ≠ 0, 𝑗𝑘, 𝑡) = 0 . Because 

reactions in the CI domains and those in the CII domains are related only indirectly 

through the allosteric communication 𝑊(𝑘) , we can separately write the master 

equations for 𝑃C6A2
(𝑘, 𝑡)  and 𝑃C6B𝑖A2𝑗

(𝑘, 𝑡).  The equation for 𝑃C6A2
(𝑘, 𝑡)  is 
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𝑑

𝑑𝑡
𝑃C6A2

(𝑘, 𝑡) = ℎ𝐴𝑥𝑃C6B0
(𝑘, 𝑡) − 𝑓𝐴𝑃C6A2

(𝑘, 𝑡), whick leads to Eq. 2 under the quasi-

equilibrium approximation of KaiA binding/unbinding. With the same quasi-equilibrium 

approximation, KaiB binding/unbinding reactions are described without considering 

whether KaiA is bound on KaiB or not. Therefore, the master equations for 𝑃C6B𝑖A2𝑗
(𝑘, 𝑡) 

are summarized by writing 𝑃C6B𝑖
(𝑘, 𝑡) = ∑ 𝑃C6B𝑖A2𝑗

(𝑘, 𝑡)𝑖
𝑗=0 , which leads to Eq. 3. We 

should note that 𝑃C6B0
(𝑘, 𝑡) appearing in Eqs. 2, 3, and 5 relates 𝑃C6B𝑖

 and 𝑃C6A2
. 

  

For simplicity, we assume that KaiA dimer binds to and unbinds from every KaiB 

molecule without showing cooperative interactions between different KaiA dimers or 

between neighboring KaiB monomers on KaiC. Then, the ratio of the KaiA-bound KaiB 

to the KaiA-unbound KaiB should be 𝑔𝐵𝐴𝑥 = ℎ𝐵𝐴𝑥/𝑓𝐵𝐴. Therefore, if the number of 

KaiB molecules on the KaiC is 𝑖, the expected number of KaiA dimers bound in that 

KaiCBA complex is 𝑖 𝑔𝐵𝐴𝑥 (1 + 𝑔𝐵𝐴𝑥)⁄ . Then, the expectation value of the total number 

of KaiA dimers bound in KaiCBA complexes in the system should be 

 

𝑔𝐵𝐴𝑥

1 + 𝑔𝐵𝐴𝑥
∑ ∑ 𝑖𝑃C6B𝑖

(𝑘, 𝑡),

6

𝑖=1

𝑁

𝑘=1

                      (S2) 

 

where 𝑃C6B𝑖
(𝑘, 𝑡) is the probability that 𝑖 molecules of KaiB are bound on 𝑘th KaiC 

at time 𝑡. By dividing this factor with volume, we have the last term in Eq. 6. 

 

For discussing the structure change of the 𝑘th KaiC hexamer, we assume that free 

energy 𝐹𝑘 is affected by the level of phosphorylation 𝑈𝑘, probability of KaiA binding 

on the CII ring of KaiC hexamer 𝑝𝑘
𝐶𝐴, probability that KaiB binds to the CI domains of 

𝑗th subunit of KaiC hexamer 𝑝𝑘𝑗
𝐶𝐵, and the effect of ATP hydrolysis 𝑞𝑘 as 

 

𝐹𝑘 = −
1

6
∑ 𝑤𝑗(𝑘)

6

𝑗=1

(𝑐0 − 𝑐1𝑈𝑘 + 𝑐2𝑝𝑘
𝐶𝐴 − 𝑞𝑘)                                 

  +𝑐3 ∑ 𝑤𝑗(𝑘)

6

𝑗=1

𝑝𝑘𝑗
𝐶𝐵 − 𝐽 ∑ 𝑤𝑗(𝑘)𝑤𝑗+1(𝑘)

5

𝑗=1

,               (S3) 

 



S3 

 

where 𝑤𝑗(𝑘) is the structure order parameter of 𝑗th subunit of 𝑘th KaiC hexamer with 

𝑊(𝑘) = (1/6) ∑ 𝑤𝑗(𝑘)6
𝑗=1 . 𝐽 > 0 in Eq. S3 represents the cooperativity of structural 

transitions in neighboring subunits. We may regard 𝑤𝑗(𝑘) as an Ising spin and 𝑈𝑘, 𝑝𝑘
𝐶𝐴, 

𝑞𝑘, and 𝑝𝑘𝑗
𝐶𝐵 as external fields applied to spins. In our previous publication, the Monte 

Carlo-type simulation of this “spin” system was performed with Hamiltonian similar to 

Eq. S3 for analyzing the single-molecular KaiC oscillation.2 In the large 𝐽 limit, the 

cooperativity is strong enough to have 𝑤𝑗(𝑘) = 𝑊(𝑘) . Then, Eq. S3 is effectively 

represented by 

 

𝐻𝑘 = −𝑊(𝑘)(𝑐0 − 𝑐1𝑈𝑘 + 𝑐2𝑝𝑘
𝐶𝐴 − 𝑞𝑘) + 𝑐3𝑊(𝑘) ∑ 𝑝𝑘𝑗

𝐶𝐵

6

𝑗=1

.                    (S4) 

 

By writing 𝑝𝑘
𝐶𝐵 = ∑ 𝑝𝑘𝑗

𝐶𝐵6
𝑗=1  and 𝐶𝑘 = 𝑐0 − 𝑐1𝑈𝑘 + 𝑐2𝑝𝑘

𝐶𝐴 − 𝑐3𝑝𝑘
𝐶𝐵 − 𝑞𝑘,  we have 

𝐻𝑘 = −𝑊(𝑘)𝐶𝑘. The expectation value of 𝑊(𝑘) at temperature 𝑇 should be 

 

〈𝑊(𝑘)〉 = ∑ 𝑊exp (−
𝐻𝑘

𝑘B𝑇
)

1

𝑊=−1

∑ exp (−
𝐻𝑘

𝑘B𝑇
)

1

𝑊=−1

⁄ = tanh (
𝐶𝑘

𝑘B𝑇
).             (S4) 

 

If we regard the quasi-equilibrium value 〈𝑊(𝑘)〉 as 𝑊(𝑘, 𝑡) in the slow dynamics, then 

we have Eq. 7. 
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