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Abstract

A light field is one of fundamental data formats for 3D image processing. A
light field is represented as a 4D signal and has rich visual information in the 3D
space. In practical use, a light field can be interpreted as a set of dense multi-
view images which have 2D spatial and 2D view coordinates. Thanks to the rich
3D visual information many kinds of applications for 3D image processing can
be achieved by using a light field such as depth estimation, free-viewpoint image
synthesis, and 3D display. Such applications of a light field allow us to realize
a practical 3D image/video system in many fields such as: industry, education,
entertainment, and medicine. The light field used for the practical 3D image
processing consists of tens-to-hundreds viewpoint images. Additionally, light
field images having higher resolution are also required to provide high-quality
3D images. Thus, the amount of data included in the light field becomes quite
huge.

One of important tasks in light field processing is efficient light field coding.
The huge data size of a light field is inconvenient in many cases such as 3D
image/video streaming, storing, and broadcasting. A light field basically has
huge redundancy because the distance between viewpoints of a light field is
quite small and the light field images are similar to each other. By extracting the
redundancy, the amount of light field data can be dramatically reduced. Efficient
light field coding methods are essential to realize 3D image/video applications.
In this thesis, I explore an efficient coding method for light field compression
and consider a practical light field transmission scenario where a light field is
reproduced by using a 3D display.

For an efficient light field coding, I consider a novel light field coding scheme.
Fujii Laboratory, to which I belong, has proposed a novel light field coding
method which represents a light field using the sum of weighted binary pat-
terns. The binary patterns and corresponding weight values are computationally
obtained so as to optimally approximate the target light field. This scheme
is definitely different from those of modern image/video coding standards such
as H.265/HEVC which include complex procedures, e.g. intra/inter-frame pre-
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diction and transformations. We have demonstrated that this scheme achieves
comparable performance to the modern video coding standards and enables a
dramatically simple decoding process. However, its computational complexity
for encoding is quite high. To reduce the computational complexity, we have also
proposed a progressive coding scheme that progressively encodes the target light
field with a small number of weighted binary patterns in a step-by-step manner.
The progressive scheme remarkably mitigates the computational complexity, but
its rate-distortion performance is slightly degraded. There is a trade-off between
rate-distortion performance and computational complexity. To address the above
trade-off problem, I design a disparity compensation framework, which can be
applied to the progressive coding, to improve the rate-distortion performance
while keeping feasible computational complexity. Experimental results demon-
strate that the method with disparity compensation improves the rate-distortion
performance of the progressive coding without a computational complexity ex-
plosion.

For a practical scenario where a light field is transmitted and reproduced by
a 3D display, I investigate coding efficiency of a light field. I assume that the
light field is reproduced by using a compressive 3D display, which reproduces
the light field with several light-attenuating LCD panels stacked in front of a
backlight. Viewers can observe different images from different viewpoints because
the light rays emitted from the backlight pass through different pixels at each
light-attenuating layer depending on the outgoing direction. The transmittance
patterns for the layer panels (layer patterns) are calculated so that the display
can reproduce a given light field as accurately as possible. Under the scenario,
either light fields or pre-calculated layer patterns should be transmitted from the
sender to the receiver. It should be noted that the layer patterns by themselves
are compressive representations, because the entire light field is reduced into
only a few layer patterns. However, it is unclear how much the quality of the
reproduced light field is degraded due to the encoding errors of the layer patterns.
To clarify this point, I compared the coding efficiencies of the light fields and layer
patterns under this communication scenario. Experimental results show that the
layer patterns have advantages over the light fields in terms of the rate-distortion
performance in a lower bit range.

In short, this thesis proposed a novel light field coding method using weighted
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binary patterns and investigated coding efficiency of a light field in the scenario
where a compressive 3D display is the receiving terminal. The important con-
tributions in this thesis are as follows. First one is improving the light field
coding method which approximates a light field using weighted binary patterns
by using disparity compensation framework. Second one is demonstrating coding
efficiency of a light field and layer patterns in the practical light field transmis-
sion scenario. I believe that these contributions would help to realize a practical
3D image processing system using a light field.
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Chapter 1. Introduction

Chapter 1

Introduction

This chapter describes general research background and a purpose of this
study. The overview of a light field is firstly introduced; and then, three-
dimensional (3D) display is introduced as one of attractive applications
of a light field, which this thesis focuses on. Then, this chapter expounds
main issues for handling a light field, i.e. light field coding problems which
this thesis tackles. After that, a research purpose and main contributions
of this thesis are described. At the end of this chapter, the whole structure
of this thesis is summarized.

1.1 Research Background
This world is filled with light rays from various light sources, e.g. the
sun, the moon, and street lights. The light rays pass through any point
in the 3D space with any direction and intensity. The light rays travel
and are reflected by any object in the 3D space; and then, a part of the
light rays reaches our eyes. The appearance of the world can be visually
observed by receiving the lights rays which reach our eyes. Therefore,
visual information can be described by formulating the light rays.

The intensity of light rays reaching our eyes is practically defined as
a four-dimensional (4D) signal by introducing three essential assump-
tions [1–3]. Although the name of 4D signal is differently called “light
field” in [1], “lumigraph” in [2], and “ray space” in [3], “light field” is
employed in the rest of this thesis. The 4D light field signal can be in-
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1.1. Research Background

terpreted as a set of dense multi-view images of which intervals between
viewpoints are quite small. The dense multi-view images can be captured
by using special camera systems such as multi-camera array systems [4,5]
and a light field camera [6–10]. Since the light field signal includes rich
visual information in the 3D space, the light field data can be utilized
for various kinds of applications such as depth estimation [11–14], free-
viewpoint image synthesis [1, 15, 16], and stereoscopic displaying [17–22].
Figure 1.1 shows examples of still light field images with different number
of viewpoints. The light fields (a) “Dragon and Bunnies” (b) “friends”,
and (c) “truck” are provided from [23], [24], and [25], respectively. Nowa-
days, the light field becomes one of fundamental data formats for 3D image
processing.

As one of attractive light field applications, a 3D display is investi-
gated. A 3D display provides 3D scene perception to us based on a mech-
anism of human vision such as binocular parallax and motion parallax.
Thanks to the capability of displaying a 3D scene, a 3D display allows us
to have natural spatial perception and is expected to be applied for many
fields such as medicine, education, and entertainment. Several architec-
tures have been investigated for implementing a 3D display [19, 26–36].
These architectures basically give motion parallax to viewers with naked
eyes by providing different images according to viewpoints. As one of
promising 3D-display architectures, a compressive 3D display has been
investigated [19,35–38], which reproduces the light field with several light-
attenuating LCD panels stacked in front of a backlight. Figures 1.2 and
1.3 show a structure of the compressive 3D display and its hardware proto-
type [39]. The transmittance of each layer panel can be controlled pixel by
pixel individually. The light rays emitted from the backlight pass through
different pixels at each light-attenuating layer depending on the outgoing
direction, so that viewers can observe different images from different view-
points. This means that the display can reproduce a light field, allowing
the viewers to perceive motion parallax and to have auto-stereoscopic ex-
periences. The transmittance patterns (layer patterns) displayed on the
layer panels are calculated so that the display can reproduce a given light
field as accurately as possible. The requirements for displaying a high-
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Chapter 1. Introduction

(a) 5 × 5 light field (Dragon and Bunnies)

(b) 15 × 15 light field (friends)

(c) 17 × 17 light field (truck)

Figure 1.1: Light fields with different number of viewpoints
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Backlight 

Layers 

Layer patterns 

Figure 1.2: Structure of compressive 3D display

Figure 1.3: Hardware prototype of compressive 3D display

quality light field with the compressive display have been analyzed in [21],
which revealed that the larger number of the given light field is desirable
in order to reproduce a high-quality light field.

One of important issues for handling the light field is huge data size.
Light fields used in the practical applications consist of tends-to-hundred
multi-view images as shown in Figure 1.1. Light fields with a larger num-
ber of viewpoints are desirable to provide high-quality 3D experiences in
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Chapter 1. Introduction

the practical applications of a light field described the above. A Light field
with 5 × 5 viewpoints such as the Dragon and Bunnies dataset is slightly
insufficient in many practical cases. Increasing the number of viewpoints
leads to an increase of the data amount of a light field. In the case of Fig-
ure 1.1, the truck dataset has 17 × 17 = 289 viewpoints while the Dragon
and Bunnies dataset has 5 × 5 = 25 viewpoints; thus, the data amount of
truck dataset becomes about 8.5 times compared with that of Dragon and
Bunnies. Compared to a conventional two-dimensional (2D) still image,
the data amount of a 17 × 17 light field is 289 times. In the case of light
field videos, multi-view images are accumulated in time sequence; conse-
quently, its data amount becomes huge soon. When a 17 × 17 light field
video with 10 seconds and 30 frames per second, namely a light field video
with 300 frames, is considered, its data amount is 86,700 times compared
to a typical 2D video sequence with 300 frames.

Due to the huge data size of a light field, efficient coding of a light field
is one of the important research topics for handling a light field. The huge
data size of a light field causes difficulty in light field applications. For
example, assuming a light field streaming system, it would occupy much
larger network bandwidth than a general single-viewpoint video stream-
ing system; thus, efficient light field coding scheme is required. As shown
in Figure 1.1, the light field has large redundancy which is different from
typical single-viewpoint video because the light field images are similar to
each other due to quite small intervals between viewpoints. By extract-
ing the redundancy, the amount of light field data can be dramatically
reduced. There are many researches which focus on efficiently removing
the redundancy of a light field.

In order to remove the redundancy of light fields, most research uses
modern video coding standards such as H.265/HEVC [40] with small mod-
ifications [41–46]. The modern video coding standards have been devel-
oped for compressing typical 2D videos where various kinds of techniques
such as intra/inter-frame prediction, discrete cosine transform (DCT), and
arithmetic coding, are employed to eliminate the redundancy of the 2D
video sequences. A light field can be regarded as a 2D video sequence by
aligning viewpoint images in some order, and the modern video coding
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standards can be applied to the light field. In particular, motion com-
pensation techniques, which predict motion of captured objects between
sequential frames in the target video, are useful for removing redundancy
among the images at different viewpoints in a dense light field. The mod-
ern coding standards with small modifications have achieved good coding
performance for a light field.

1.2 Research Purpose
This thesis tackles light field coding problems in two directions. First one
is addressing general light field coding problems, namely how to represent
a light field with small amount of data by removing its redundancy. Second
one is considering a light field coding problem in a practical scenario where
the compressive 3D display is a receiving terminal.

1.2.1 Light Field Coding Using Weighted Binary Pat-
terns

For the first direction, this thesis proposes a novel light field coding scheme
using weighted binary patterns. Fujii Laboratory, to which I belong, has
proposed the coding scheme with weighted binary patterns in [47]. In
contrast to the coding methods using the modern video cording standards
with small modifications, we have developed this scheme based on an idea
that the standard video coding techniques are not necessarily the most
suitable for a dense light field. The key concept of this scheme is that a
light field is approximated by using a linear combination of only several
binary patterns. This scheme is named “baseline” as a counterpart of
the progressive scheme mentioned later. The binary patterns and weights
are obtained by solving an optimization problem, of which an objective
function is the difference between a target light field and a light field that
is reconstructed as the sum of weighted binary patterns. This concept
was originally proposed for generating temporal binary sequences used for
multi-view displays with active shutter grasses [48]. However, to the best
of our knowledge, there is no research for applying this concept to light

–6–



Chapter 1. Introduction

field coding and validating the suitability.
The proposed coding scheme is completely different from these of mod-

ern video coding standards, and its decoding process, i.e., calculating the
linear combination of binary patterns, is dramatically simpler than that of
the standard codecs. The simplicity of decoding process leads to faster and
less power-hungry decoder than those of the standard codecs. However,
the encoding process, which involves solving the optimization problem,
takes much longer than the video coding standards. As the number of bi-
nary patterns increases, the encoding time exponentially increases; then,
the encoding time soon becomes infeasible. The encoding process can
be made computationally lighter by dividing binary patterns and weights
into several groups on the basis of the divide-and-conquer strategy. This
framework progressively approximates a light field with a small number of
weighted binary patterns at each group and can greatly reduce the com-
putational complexity for obtaining optimal binary patterns. Although
the approximation accuracy is slightly degraded, the progressive scheme
is expected to achieve reasonable rate-distortion performance.

The baseline method and its progressive extension still have a prob-
lem of the trade-off between computational complexity and rate-distortion
performance. One of the methods for dealing with the problem is the use
of disparity compensation, which is to shift the pixels in the images ac-
cording to a specified disparity value and the viewpoint positions. In the
coding schemes using weighted binary patterns, the binary patterns rep-
resent only the common components among the images at different view-
points, while the weights represent viewpoint-dependent components of
the light field. If binary patterns can also represent viewpoint-dependent
components, the approximation accuracy of the coding scheme would be
improved. The disparity compensation can provide the binary patterns
with the capability to represent viewpoint-dependent components. The
effectiveness of applying disparity compensation to the coding scheme has
been preliminarily investigated in [49]. Experimental results show that
the disparity compensation improves the approximation accuracy, but the
disparity values were empirically determined beforehand. The appropriate
disparity values depend on a captured scene, so a method of finding the
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appropriate disparity values should be provided in some way.
In this thesis, I propose a disparity compensation framework for the

light field coding, which uses weighted binary patterns. I aim at im-
proving rate-distortion performance of the progressive light field coding
by adaptively applying disparity compensation while avoiding infeasible
computational complexity. The proposed method applies disparity com-
pensation to the binary patterns. An optimization algorithm to adap-
tively search the best disparity depending on captured scenes is also in-
troduced. Experimental results show that the proposed method improves
rate-distortion performance while avoiding infeasible computational com-
plexity if the number of binary patterns increases.

1.2.2 Light Field Coding for Compressive 3D Dis-
play

For the second direction, this thesis considers a light field coding scenario
where the compressive 3D display is adopted as a receiving terminal. As
mentioned previously, the requirements for providing a high-quality light
field with the compressive display have been analyzed [21]. Based on the
requirements, an end-to-end system for displaying a real 3D scene using a
compressive display with three LCD panels has been developed [50]. This
system captures a light field with multi-view camera or light field camera
and displays it with a compressive 3D display. Although a practical system
for a compressive 3D display is investigated, coding efficiency of a light
field has never been discussed in such a practical system. Additionally,
there are many studies on efficient light field coding as also mentioned
previously, but they also do not carefully consider a practical scenario for
light field transmission.

In this thesis, I investigate coding efficiency of a light field in a light
field transmission system where a compressive 3D display is adopted as the
receiving terminals. In this scenario, two light field transmission frame-
works are supposed. In the first framework, target light field is directly
transmitted to the receiver side and layer patterns are calculated using
the received light field and it is reproduced by a compressive 3D display.
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In the second framework, layer patterns are calculated in advance at the
sender side and transmitted, and a compressive 3D display in the receiver
side reproduces the light file using the transmitted layer patterns directly.
It should be noted that the layer patterns by themselves are compres-
sive representations, because the entire light field (tens to hundreds of
images) are reduced into only a few layer patterns. However, the layer
patterns are different from natural images, and thus, it is unclear how
much the encoding errors of the layer patterns affect the quality of repro-
duced light fields. This thesis reveals the coding efficiency of the light field
and the layer patterns in the practical scenario through simulative exper-
iments. Experimental results show that the second framework achieves
better rate-distortion performance in lower bit ranges.

1.3 Contributions
There are two main contributions in this thesis. The first contribution is
to improve a light field coding scheme, which uses weighted binary pat-
terns, by applying disparity compensation framework. I propose an op-
timization algorithm for the method of applying disparity compensation.
When disparity compensation is applied to each of the binary patterns in
a straightforward manner in the optimization problem, it is quite difficult
to solve the problem because it includes three sets of unknown values:
binary patterns, its corresponding weights, and disparity values applied
to the binary patterns. By combining the progressive scheme with dispar-
ity compensation, the optimization problem at each group can be solved
with brute-force search on a set of candidate disparity values because the
number of binary patterns in each group is small. The proposed method
finds the best disparity value at each group so that the encoding result
adaptively uses good disparity values depending on target light fields. Fur-
thermore, disparity compensation is not considered in the baseline method
using weighted binary patterns; thus, the proposed method outperforms
not only the progressive framework but also the baseline one in some
datasets.

The second contribution is to examine the compression efficiency of a
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light field in the practical light field transmission scenario where a com-
pressive 3D display is adapted as the receiving terminal. As mentioned
previously, coding efficiency of a light field in practical scenarios has never
been discussed. Although several 3D display architectures have been in-
vestigated, I focus on the compressive 3D display as a promising 3D display
device and suppose a practical scenario using the compressive 3D display;
then, I reveal that the coding efficiency of a light field and layer patterns
through simulative experiments.

1.4 Outline of Thesis
The rest of this thesis is organized as follows.

Chapter 2 Background Knowledge and Related Works. This
chapter describes background knowledge and related works of this study
to get a better understanding of this thesis. First, definition of a light
field is introduced, and then, 3D display technologies are reviewed as an
attractive light field application. Then, video coding standards, which can
be applied to a light field, and their applications for a light field are briefly
described.

Chapter 3 Light Field Coding with Weighted Binary Pat-
terns. This chapter describes a light field coding scheme using weighted
binary patterns and its extension using disparity compensation. First,
basic concept and algorithm of the coding scheme are introduced; and
then, acceleration method for the scheme is described. Then, I expound a
proposed method of applying disparity compensation to binary patterns
in the proposed scheme. Finally, the effectiveness of the proposed method
is validated through experiments.

Chapter 4 Light Field Coding for Compressive 3D Display.
This chapter considers two light field transmission frameworks under a
scenario where light field is finally reproduced by using a compressive
3D display. Coding efficiency of the two frameworks is investigated by
simulative experiments. To evaluate the coding efficiency from the various
viewpoints, the simulative experiments are conducted in several conditions
and datasets.
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Chapter 5 Relationship to Real-World Data Circulation. This
chapter discusses the relationship between real-world data circulation and
this study. This study is supported by a special curriculum for Ph.D.
students called real-world data circulation leaders, program for leading
graduate schools, Nagoya University [51]. Real-world data circulation
(RWDC) is a novel academic field proposed by the curriculum. I first
introduce the basic concept of RWDC; and then, I describe the relationship
between RWDC and light field processing.

Chapter 6 Conclusion and Future Works. This chapter concludes
the whole work in this thesis, and describes the remaining issues of the
current work. Based on these issues, I describe several future perspectives
for improving the current work.

The organization diagram of this thesis and corresponding publications
are illustrated in Figure 1.4.
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Chapter 2

Background Knowledge and
Related Works

This chapter reviews background knowledge and related works of this
study in order to get a better understanding of light field coding problems,
which this thesis addresses. As the background knowledge, definition of
a light field is first introduced. As one of practical applications of a light
field, this chapter introduces 3D display technologies because this thesis
treats a practical light field coding scenario where a 3D display is a receiv-
ing terminal. Then, video coding standard technologies, which is widely
used for practically compressing a light field, are briefly reviewed. As
related works of this study, several researches applying the video coding
standards to light field compression are introduced.

2.1 Definition of Light Field
This section introduces the definition of a light field signal. Adelson et al.
proposed the plenoptic function [52] which defines intensity of light rays
entering an eye as a function P with seven parameters as follows:

P = P (θ, ϕ, λ, t, Vx, Vy, Vz), (2.1)

where, λ, t, and (Vx, Vy, Vz) indicate the wavelength of light rays, time,
and the viewpoint of pupil, respectively. The parameter (θ, ϕ) is equal
to the angle with which the light rays pass through the center of pupil.
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(a) One-plane representation (b) Two-plane representation

Figure 2.1: Parameterization of 4D light filed

Equation (2.1) completely formulates the light rays and P includes whole
of light-rays information, but it is actually overabundant for 3D image
processing. For practical usage, static scene is considered. In the static
scene, time is unnecessary to be considered, so that t becomes constant.
If the color information is handled with RGB three primary colors, the
wavelength λ becomes constant. For further assumption, all light rays are
not attenuated and interfered. Under this assumption, the parameter Vz

can be fixed. Finally, the plenoptic function with only four parameters
can be defined under the above simplification. By rewriting Vx and Vy as
x and y, respectively, a 4D light-rays signal L is defined as follows:

L = L(θ, ϕ, x, y). (2.2)

I call L “light field”. This light field L indicates a grayscale signal. To
deal with a color signal, several 4D light field signals should be handled
simultaneously. For instance, if color information is described with RGB
color space, three signals LR, LG, and LB, which denote intensities of R, G,
and B components respectively, should be considered. This thesis basically
treats a grayscale light field signal, but color light field is considered in
Chapter 4.

A 4D light field signal in the 3D space can be defined using one or two
reference planes as shown in Figure 2.1. In the one-plane representation
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Figure 2.2: Relationship between 4D light field and multi-view images

(Figure 2.1(a)), L(θ, ϕ, x, y) indicates a light ray which passes a point
(x, y) on a reference plane with an angle (θ, ϕ). On the other hand, the
two-plane representation parameterizes a light ray which passes through a
point (s, t) on the left-side plane and a point (x, y) on the right-side plane
as shown in Figure 2.1(b). A 4D light field signal with the two-plane
parameterization can be rewritten as follows:

L = L(s, t, x, y). (2.3)

The two-plane representation can formulate all light rays filling a cube of
which the top and bottom sides are the left-side (S–T ) and the right-side
(X–Y ) reference planes, respectively. In the two-plane representation, the
4D light field L(s, t, x, y) can be interpreted as a set of dense multi-view
images of which intervals between viewpoints are quite small. Figure 2.2
illustrate the mechanism of this interpretation. When all light rays passing
a point (s, t) at the S–T plane are gathered, they constitute scenery of
the X–Y plane which human can see from the point (s, t) because they
can be interpreted as passing the X–Y plane and reaching human eyes
at (s, t). This scenery can be interpreted as an image signal seen from
the viewpoint (s, t). A 4D light field can be composed of the set of image
signals seen from each point at the S–T plane. The set of image signals is
equal to the multi-view images of which intervals between viewpoints are
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Figure 2.3: Parallax-barrier-based 3D display

quite small. These two parameterizations are fundamentally equivalent
and convertible to each other, but the two-plane parameterization is more
useful for image processing than the one-plane parameterization because a
light field signal can be handled as image data. A 4D light field is basically
handled with the two-plane parameterization in this thesis.

2.2 3D Display Technologies
A 3D display is one of light field applications and has attracted much
research interests. A 3D display provides 3D scene perception to us based
on a mechanism of human vision such as binocular parallax and motion
parallax. Thanks to the capability of displaying a 3D scene, a 3D display
allows us to have natural spatial perception and is expected to be applied
for many fields such as medicine, education, and entertainment. Note that,
in this section, a light field is formulated using one-plane representation
described in Section 2.1 because it is useful for considering the light rays
reproduced by a 3D display.

Several architectures of 3D displays have been developed [19, 26–36].
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Figure 2.4: Lenslet-array-based 3D display

These architectures basically give motion parallax to viewers with naked
eyes by providing different images according to viewpoints. Figure 2.3
shows the structure of parallax-barrier based 3D display [26–29], which is
one of typical glass-free 3D displays. The parallax-barrier-based display
has an array of slits in front of a display panel. The array of slits covers
a part of display panel depending on viewpoints; namely, viewable pixels
on the display panel differs according to the viewpoint. By reproducing
different images on each viewable area which depends on viewpoints, view-
ers can observe different images depending on the viewpoints. As another
architecture of glass-free 3D display, a lenslet-based display has been devel-
oped [30–34]. Figure 2.4 illustrates the structure of lenslet-based display.
The lenslet-based display has an array of micro lenses index instead of
the slits used in the parallax-barrier-based display. The micro lenses have
special refractive index and viewers at a specific viewpoint can observe
only a part of images on the display panel; therefore, the lenslet-based
display can reproduce different images depending on the viewpoints.
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Figure 2.5: (a) Compressive 3D display, (b) Light field images “Dragon
and Bunnies”, (c) Layer patterns for Dragon and Bunnies

In these architectures, there is a trade-off problem between the number
of viewpoints and spatial resolution due to the slits and micro-lens array.
Additionally, the intensities of output light rays of parallax-barrier-based
display tends to be low because a part of light rays from the display
panel are physically obstructed by the slits. As an architecture which
overcomes or alleviates the above problems, a compressive 3D display has
been investigated [19, 35–38]. This thesis focuses on the compressive 3D
display as a reproduction device of a light field signal.

The compressive display consists of a few light-attenuating layers (e.g.
LCD panels) stacked on a backlight as shown in Figure 2.5. The transmit-
tance of each layer panel can be controlled pixel by pixel individually. The
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Backlight

Front layer
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Figure 2.6: Reproduced light rays from compressive display

light rays emitted from the backlight pass through different pixels in each
layer depending on the outgoing directions θ as shown in Figure 2.6; thus,
the display can reproduce different images according to the viewpoints.
This means that the display can reproduce a light field (dense multi-view
images), providing the viewers with auto-stereoscopic images and motion
parallax. The transmittance patterns displayed on the layers (layer pat-
terns) are optimized so that the display can reproduce a given light field as
accurately as possible. This optimization problem for obtaining the layer
patterns is solved by using non-negative tensor factorization. The require-
ments for displaying a high-quality light field with the compressive display
have been analyzed [21], which revealed that the disparity range in the
given light field should be limited in order to reproduce the high-quality
3D objects with the compressive display. Based on these requirements,
an end-to-end system for displaying a real 3D scene using a compressive
display with three LCD panels has been developed [50]. In this system,
a real 3D scene is captured by using a multi-view camera or a light field
camera such as Lytro Illum [7], and then layer patterns are calculated
using the captured light field. In the case of using a multi-view camera,
view interpolation using image-based rendering is employed to satisfy the
requirement on the disparity range.

The principle of compressive 3D display can be formulated as follows.
The following formulation assumes that a light field is a grayscale signal.
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A light rays L emitted from the backlight is represented as follows:

L(x,θ) = B0
∏
k∈K

ak(x + kθ), (2.4)

here x ∈ R2 denotes the image coordinate and θ ∈ R2 is the outgoing
direction of the light ray. Symbol K means the set of indices of layers,
ak(x) indicates the transmittance patterns of the k-th layer, and B0 is
the intensity of the backlight. With a fixed direction θ, the ensemble of
light rays L(x,θ) corresponds to an image observed from the direction θ,
which is denoted as Iθ(x). To obtain the transmittance pattern ak(x), an
optimization problem shown below is solved with a given set of Iθ(x).

ak(x) = arg min
ak

∑
x,θ

∥Iθ(x) − L(x,θ)∥2. (2.5)

Equation (2.5) can be solved using non-negative tensor factorization (NTF) [19].
To improve the reproduction quality of light fields, time-division mul-

tiplexing (TDM) has also been investigated. In TDM framework, the
layer patterns are rapidly alternated, and thus, the viewers perceive their
average over time. In this case, Equation (2.4) is rewritten as:

L(x,θ) = 1
T

T∑
t=1

B0
∏
k∈K

a
(t)
k (x + kθ)

 , (2.6)

where T is the number of time division, and a
(t)
k (x) indicates the transmit-

tance pattern of the k-th layer at time t. These transmittance patterns can
be obtained by solving below equation in the same manner as Equation
(2.5).

a
(t)
k (x) = arg min

ak

∑
x,θ

∥∥∥∥∥∥Iθ(x) − 1
T

T∑
t=1

B0
∏
k∈K

a
(t)
k (x + kθ)


∥∥∥∥∥∥

2

. (2.7)

Although the above formulation assumes that a light field is grayscale, a
color light field can be handled by individually applying the above formu-
lation to R, G, and B signals.
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2.3 Video Coding Standards and Their Ex-
tensions for Light Field

Multi-view images consisting a light field can be regarded as a single-
viewpoint 2D video by aligning viewpoint images; thus, video coding stan-
dards, which encode a 2D video, can be applied to a light field for removing
its redundancy. This section briefly introduces basic knowledge of video
coding standards and their applications for light field coding. Along with
the development of higher-resolution image/video formats, video coding
technology has also been developed over many years. From the 1980s,
ITU-T (International Telecommunication Union Telecommunication Stan-
dardization Sector) and MPEG (Moving Picture Experts Group) have
standardized video coding technologies. Video coding standards started
from H.261 established in 1990, and new standards have been continuously
established such as H.262/MPEG-2 in 1995 and H.264/MPEG-4 AVC in
2003. The latest version of video coding standards is H.265/HEVC [53]
standardized in 2013. HEVC aims to handle 4K/8K videos as the tar-
get of coding in order to prepare for emerging applications that employ
higher-resolution image/video and consume larger storage capacity and
network traffic. HEVC inherits a hybrid coding framework from the pre-
vious standards and improves its coding efficiency. The hybrid coding
framework includes prediction coding and transform coding that remove
redundancy of an input video in time direction and spatial direction. The
hybrid coding was initially employed in H.261 and has been continuously
improved during the updates of standards without dramatical changes of
the framework.

The basic structure of HEVC encoder is illustrated in Figure 2.7. In-
put video is split into frame images, and a frame is evenly split into blocks
called coding tree units (CTUs) as shown in Figure 2.8. The CTUs consist
of coding units (CUs), which is further split based on quadtree structure.
White blocks are the largest CUs (LCUs) and yellow blocks are parti-
tioned CUs in Figure 2.8. HEVC employs various CU partition patterns
and adaptively apply prediction and transform to partitioned CUs. Intra
prediction predicts a target block using neighbouring previously encoded
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Frame partition in HEVC 

LCU partitioned  based on  

quadtree structure 

Figure 2.8: Example of frame partition

blocks. Figure 2.9 illustrates examples of intra prediction methods. The
Vertical prediction (a) and horizontal prediction (b) predict the current
block using the pixels from the adjacent macro blocks above and to the
left, respectively. The DC prediction (c) computes the mean pixel value of
the 32 pixels of the above and left macro blocks and assigns the mean pixel
value to all the pixels in the current macro block. Motion compensation
predicts a target block using blocks in other previously-encoded frames.
Figure 2.10 illustrates an example of motion compensation methods. In
this example, the current block is predicted by using a linear combination
of reference blocks at positions different from that of the current block.
Reference blocks are searched to be most similar to the current block from
the reference frames. The difference of block positions is equal to the mo-
tion of objects on the current block; thus, motion compensation predicts
motion of objects between frames. Since motion compensation utilizes the
other frames that do not include the target block, motion compensation is
called inter-frame prediction. These prediction methods are classified as
prediction coding scheme and play an important role in the video coding
standards. The prediction coding contributes to a dramatical reduction of
temporal redundancy of an input video. After the prediction process, an
orthogonal transform such as discrete cosine/sine transform (DCT/DST)
is applied to prediction error, and the DCT/DST coefficients are quan-
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tized. Finally, the quantized coefficients and supplementary information
(e.g. motion parameters, prediction modes, etc.) are encoded by using
entropy coding such as arithmetic coding. The encoded frame is decoded
locally in the encoder with smoothing filter called deblocking filter and
decoded frame is utilized for performing motion compensation to next or
following frames. The encoder repeats the above process frame-by-frame
until the all frames of the input video is encoded.

Figure 2.11 illustrates the basic structure of HEVC decoder. HEVC
decoder restores a video from a bitstream which is the output of HEVC en-
coder. The decoding process basically follows encoder process in reverse
order: entropy decoding, dequantization and inverse transform, predic-
tion, and smoothing filter. The encoding/decoding processes in HEVC
are briefly introduced in this paragraph, but each technique used in the
processes is more complicated because they are continuously sophisticated
at every establishment of new standard. The basic approach of each video
coding standard stays unchanged while components of coding techniques
have been optimized with enormous time and labor. For more detailed
explanation of HEVC, I refer the interested readers to an overview arti-
cle [53].

In the field of video coding, coding efficiency is basically evaluated by
using rate-distortion characteristics. The small bitrate with high-quality
reconstructed video is desirable for video coding. The bitrate means the
size of bitstream per second in a video. The rate-distortion characteristics
denote how much video quality is maintained with a specific bitrate. This
characteristic can be defined for every coding methods and be compared
based on rate-distortion curve as shown in Figure 2.12, where horizontal
and vertical axes are bitrate and video quality, respectively. As the crite-
ria for quality of an encoded video, peak signal-to-noise ratio (PSNR) is
typically used. PSNR indicates the extent of signal degradation based on
ratio of noise caused by encoding to the maximum allowable pixel values
in a signal. Under the assumption that a pixel value is represented with
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eight bits, PSNR is calculated via following equation:

PSNR = 10 log10
2552

MSE
, (2.8)

MSE = 1
XY

X−1∑
x=0

Y −1∑
y=0

(A(x, y) − B(x, y))2 , (2.9)

where X and Y mean the width and height of an image signal, A(x, y) and
B(x, y) denote an original image signal and an image signal obtained by
decoding the bitstream, respectively, and MSE indicates the mean square
error. The decoded image signal B(x, y) includes encoding noises occurred
by the lossy coding. High PSNR indicates that less noise is included
in the decoded signal; thus, higher PSNR value means higher quality of
the decoded signal. In the case of video signal, PSNR is measured for
each frame and the average over all frames is typically employed for a
quality evaluation. A rate-distortion curve of a method achieving better
coding efficiency appears on the top-left in a graph because top-left area
means high quality is achieved with a small bitrate. Therefore, coding
method A is superior to coding method B in the case of Figure 2.12.
To quantitatively compare rate-distortion curves, Bjøntegaard delta rate
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(BD-rate) and Bjøntegaard delta PSNR (BD-PSNR) is proposed [54]. BD-
rate evaluates the difference of bitrate at the same PSNR, and BD-PSNR
evaluates the difference of PSNR at the same bitrate. In the case of a
light field, A(x, y) and B(x, y) become 4D signals as follows:

MSE = 1
STXY

S−1∑
s=0

T −1∑
t=0

X−1∑
x=0

Y −1∑
y=0

(A(s, t, x, y) − B(s, t, x, y))2 , (2.10)

where S and T denotes the number of horizontal and vertical viewpoints,
respectively. To deal with color image signals in RGB color space, Equa-
tions (2.9) and (2.10) are rewritten as

MSE = 1
XY

3∑
c=0

∑
x,y

(Ac(x, y) − Bc(x, y))2 , (2.11)

MSE = 1
STXY

3∑
c=0

∑
s,t,x,y

(Ac(s, t, x, y) − Bc(s, t, x, y))2 , (2.12)

where the subscript c denotes a color component. For example, values of
subscript c = 0, 1, and 2 indicate R, G, and B components, respectively.

Along with the development of 3D image processing technologies, de-
mand for efficient light field compression has been growing. Video coding
techniques in the video coding standards can be applied to light field signal
for removing its redundancy; then, many studies on light field coding based
on the video coding standards have been investigated [41–46, 55, 56]. Ex-
tensions of HEVC for multi-view images has been standardized as Multi-
view HEVC (MV-HEVC) [41]. The extensions aim at encoding multi-view
images with motion-compensation-based method. Y. Li et al. proposed an
intra prediction scheme for light field images based on the inter-frame pre-
diction of HEVC [42]. This method integrates the inter-prediction scheme
into the intra prediction and applies it to light field data. Another ap-
proach for applying the video coding technologies is handling light field
images as a single-viewpoint video by aligning viewpoint images in some
order. When the single-viewpoint video from light field images is encoded
by using HEVC, redundancy between viewpoint images are removed by
motion compensation process. Influence of frame order of light field im-
ages is investigated in [43,55–58]. The most straightforward order is raster
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scan order, but zigzag order and circular order from the center of view-
point can be considered as shown in Figure 2.13, where the small squares
indicate viewpoint images and its number and color indicate the frame or-
der. It has been revealed that coding efficiency is actually different from
each frame order. In [57, 58], several approaches of finding an adaptive
frame order depending on contents of light fields have been investigated.
These studies try to encode light field images using HEVC with small
modifications.
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Figure 2.13: Example of frame orders for applying modern video codecs
to light fields
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Chapter 3

Light Field Coding with
Weighted Binary Patterns

This chapter describes a novel light field coding scheme using weighted
binary patterns. This chapter aims at addressing general light field cod-
ing problems. A general introduction of the proposed schemes is first
explained. Then, details of “baseline” and “progressive” schemes are ex-
pounded, and their performance are evaluated. A method using a dispar-
ity compensation technique for further improving the proposed schemes
is introduced, and its performance is validated by experiments. Finally,
the whole of contents in this chapter is summarized. The contents of
this chapter have first been published in journal papers [2] and [3] in the
publication list enumerated in the end of this thesis.

3.1 Introduction
This chapter proposes a novel light field coding scheme using weighted
binary patterns. Our laboratory has proposed the coding scheme with
weighted binary patterns in [47]. In contrast to the coding methods using
the modern video cording standards with small modifications, we believe
that the standard video coding techniques are not necessarily the most
suitable for a dense light field. This scheme has been developed based
on this mind. The key idea of this scheme is that a light field is ap-
proximated by using only several weighted binary patterns. The binary
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patterns and corresponding weight values are computationally obtained
so as to optimally approximate the target light field.

This idea was originally proposed for generating temporal binary se-
quences used for multi-view displays with active shutter grasses developed
by Koutaki [48]. He implemented a multi-view display system with a
digital light processing (DLP) projector and active shutter glasses. The
DLP can display binary patterns while rapidly switching them, the rapidly
switched binary patterns can represent multi-values signals such as grayscale
and RGB color signals because human eyes perceive the average of rapidly
switched patterns. His display system utilized the active shutter glasses,
which control the transmittance of light rays reaching human eyes, to dis-
play different images according to viewpoint positions. By varying the
transmittance according to viewpoint positions, viewers at different posi-
tions can perceive different images, which are generated with the linear
combination of sum of binary patterns using different weights according
to the positions. His system demonstrated that weighted sum of small-
number binary patterns can accurately represent multi-view images. We
have believed that his idea can be utilized as a compressive representation
of a light field and be applied to light field coding. To the best of our
knowledge, there is no research for applying this idea to light field coding
and validating the suitability.

The proposed coding scheme is completely different from these of mod-
ern video coding standards, and its decoding process is dramatically sim-
pler than that of the standard codecs. The simplicity of decoding process
allows us to implement faster and less power-hungry decoder than those of
the standard codecs. However, the encoding process, i.e. solving the op-
timization problem, takes much longer than the video coding standards.
As the number of binary patterns increases, the encoding time exponen-
tially increases; then, the encoding time soon becomes infeasible. To re-
duce the computational complexity of the encoding process, a progressive
coding scheme has been proposed. The progressive scheme progressively
approximates a light field with a small number of weighted binary pat-
terns at each group and can greatly reduce the computational complexity
for obtaining optimal binary patterns. This approach is based on the
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divide-and-conquer strategy, so that the progressive scheme is expected to
achieve reasonable rate-distortion performance although the approxima-
tion accuracy is slightly degraded. Additionally, the progressive scheme
gives scalability to encoded data. Using only a part of groups of weighted
binary patterns, rough light field images can be obtained with lower com-
putational complexity than using all weighted binary patterns. By select-
ing the number of groups used for decoding, the quality of decoded light
field can be controlled. However, there still remains a problem that the
approximation accuracy is slightly degraded in exchange for reduction of
computational complexity. Therefore, the baseline method and its pro-
gressive extension have a problem of the trade-off between computational
complexity and rate-distortion performance.

One of the methods for dealing with the problem is the use of dis-
parity compensation, which is to shift the pixels in the images according
to a specified disparity value and the viewpoint positions. In the cod-
ing schemes using weighted binary patterns, the binary patterns repre-
sent only the common components among the images at different view-
points, while the weights represent viewpoint-dependent components of
the light field. If binary patterns can also represent viewpoint-dependent
components, the approximation accuracy of the coding scheme would be
improved. The disparity compensation can provide the binary patterns
with the capability to represent viewpoint-dependent components. The
effectiveness of applying disparity compensation to the coding scheme has
been preliminarily investigated in [49]. Experimental results show that
the disparity compensation improves the approximation accuracy, but the
disparity values were empirically determined beforehand. The appropriate
disparity values depend on a captured scene, so a method of finding the
appropriate disparity values should be provided in some way.

In this chapter, I propose a method of applying disparity compensa-
tion to the progressive light field coding with weighted binary patterns.
I aim at improving rate-distortion performance of the progressive light
field coding by adaptively applying disparity compensation while avoid-
ing infeasible computational complexity. When disparity compensation is
applied to each of the binary patterns in a straightforward manner in the
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optimization problem, it is quite difficult to solve the problem because it
includes three sets of unknown values: binary patterns, its corresponding
weights, and disparity values applied to the binary patterns. By combin-
ing the progressive scheme with disparity compensation, the optimization
problem at each group can be solved with brute-force search on a set of
candidate disparity values because the number of binary patterns in each
group is small. The proposed method finds the best disparity value at
each group so that the encoding result adaptively uses good disparity val-
ues depending on target light fields. Furthermore, disparity compensation
is not considered in the baseline method using weighted binary patterns;
thus, the proposed method might outperform not only the progressive
framework but also the baseline one.

3.2 Light Field Coding Using Binary Pat-
terns and Weights

This section introduces the baseline and progressive coding schemes using
weighted binary patterns and evaluates their performances. The contents
of this section have been published in a journal paper [2] in the publication
list.

3.2.1 Baseline Method

First, a framework of “baseline” light field coding is introduced. A light
field, which is equivalent to multi-view images, to be compressed is given
as L(s, t, x, y). The set of symbols (s, t), (s = 1, · · · , S, t = 1, · · · , T ) and
(x, y), (x = 1, · · · , X, y = 1, · · · , Y ) indicate viewpoint coordinates in a
2D grid and pixel coordinates in a viewpoint image, respectively. A light
field L(s, t, x, y) can be exactly represented using a linear combination of
binary patterns as follows:

L(s, t, x, y) =
ST bL∑
n=1

Bn(x, y)rn(s, t), (3.1)

where Bn(x, y) ∈ {0, 1}, (n = 1, 2, · · · , N), rn(s, t) ∈ R, and bL indicate
binary patterns, corresponding weights, and a bit depth used for light-
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field pixels respectively. A pixel value represented with bL bits is equal
to a bL-digits binary number. In the case of S = T = 1 (namely a
conventional single-viewpoint image), each pixel value of the n-th binary
pattern corresponds to n-th digit of bL-digit binary number of each pixel at
the same position in an image, so that a linear combination of bL binary
patterns can represent an image. Therefore, a S × T light field can be
exactly represented by using a linear combination of S × T × bL binary
patterns. This image-signal representation using weighted sum of binary
patterns is utilized in the DLP projector [59, 60] which is widely used in
projector systems that enlarge and display an image. In practical usage,
a large number of viewpoints such as S = T = 17 is desirable; thus,
a quite large number of binary patterns is required to represent a light
field. However, from the viewpoint of compression, the number of binary
patterns is desirable to be small. Koutaki demonstrated that weighted
sum of small-number binary patterns can accurately represent multi-view
images in his multi-view display system [48]. We employed his idea as
compressive representation of a light field.

The baseline method approximates a light field L(s, t, x, y) by using
the sum of N weighted binary patterns as follows:

L(s, t, x, y) ≃
N∑

n=1
Bn(x, y)rn(s, t). (3.2)

Figure 3.1 illustrates the framework of light field approximation using
weighted binary patterns. All the images at different viewpoints are rep-
resented with the same binary patterns, but different weights are used de-
pending on the viewpoints; therefore, the binary patterns and the weights
have the common and viewpoint-dependent components of the multi-view
images, respectively.

To obtain binary patterns and weights that can accurately approximate
the given light field, we solve an optimization problem defined as:

arg min
Bn(x,y)
rn(s,t)

∑
s,t,x,y

∥L(s, t, x, y) −
N∑

n=1
Bn(x, y)rn(s, t)∥2. (3.3)

The optimal solution to Equation (3.3) cannot be easily obtained because
Equation (3.3) includes two sets of unknowns, Bn(x, y) and rn(s, t). We
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Figure 3.1: Light field approximation using binary patterns Bn(x, y) and
corresponding weights rn(s, t)

use an alternating optimization to obtain the solution, where the binary
patterns Bn(x, y) are initialized at first, and we repeat the two following
steps until convergence.

(i) The binary patterns are fixed, and the weights are optimized.

(ii) The weights are fixed, and the binary patterns are optimized.

The optimization of binary patterns (i) can be regarded as a standard least
squares minimization problem that can be easily solved by well-known
methods. For instance, “solve” function in OpenCV can be employed as
a numerical solver for this least square minimization. The solution to the
optimization of weights (ii) can be obtained individually for each pixel
(x, y) because this problem is pixel-independent. The optimization (ii)
is regarded as a binary combinational optimization known as a NP-hard
problem. We obtain its solution by using simple brute-force search al-
though the computational complexity of brute-force search is heavy and
increases exponentially as the number of binary patterns is increase. Af-
ter convergence, a light field L(s, t, x, y) can be reconstructed using Equa-

–36–



Chapter 3. Light Field Coding with Weighted Binary Patterns

s 

t 
x 

y 

60 

40 

20 

0 

-20 

-40 

Figure 3.2: Binary patterns Bn(x, y) and weights rn(s, t) with N = 10 for
truck dataset

tion (3.2) with the obtained solution to Equation (3.3). In our current
implementation, all Bn(x, y) are initialized to the same image obtained
by applying binary thresholding to the top-leftmost image of the target
light field. Since all the binary patterns are identical at this point, the
weights rn(s, t) cannot be determined uniquely in the optimization (i) of
the first iteration. We empirically adapted solve function in OpenCV to
obtain one of the possible solutions, namely a set of weights, and move on
to the next step.

An example of binary patterns and weights for truck dataset [25] is
shown in Figure 3.2 [47]. The dataset has 17×17 viewpoints and 160×120
pixels in grayscale. Binary patterns and weights in Figure 3.2 are obtained
by solving Equation (3.3) with N = 10. Figure 3.3 [47] indicates the error
maps with absolute difference between original and decoded light field
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Figure 3.3: Error map between original and decoded light field images
with N = 10

images. The decoded images can be obtained using Equation (3.2) with
the binary patterns and weights as shown in Figure 3.2. According to
the Figure 3.3, the error tends to be larger for the viewpoints located
farther from the center and for the regions having larger disparities. For
instance, errors in the front wheel of the truck are larger than that in the
other pixel. This tendency is caused by the fact that the common binary
patterns are used for all viewpoint images, which imposes a limitation on
the representation capability for the original 4D signal. The errors can be
reduced by increasing the number of binary patterns N .
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Similarly to other coding schemes, the proposed scheme has a trade-off
between rate (number of bits) and distortion (accuracy of decoded data).
This trade-off can be controlled by simply changing the number of binary
patterns N . When a target light field is represented by using N binary
patterns and weights, the compression ratio of the scheme is calculated as
follows:

compression ratio = N(XY + STbr)
STXY bL

, (3.4)

where br indicate bit depth used for weights rn(s, t). For instance, a
compression ratio for light field images with X = 160, Y = 120, S = 17,
T = 17, and bL = 8 equals 0.54% in the case of N = 10 and br = 16. This
compression ratio is calculated based on the binary patterns and weights
which are not compressed. To further reduce the data amount, a lossless
compression algorithm, e.g., gzip, can be applied to the binary patterns
and weights.

An important advantage of the proposed scheme is extreme simplic-
ity of decoding process. As shown in Figure 3.1, the light field can be
reconstructed by using only product-sum operations. On the other hand,
the decoding process of modern video coding standards includes compli-
cated operations such as intra/inter-frame prediction, inverse DCT/DST
transformation, and dequantization as mentioned in Section 2.3. Thus,
the decoding process of the proposed scheme is dramatically simpler than
that of modern video coding standards. This simplicity allows us to im-
plement a faster and less power-hungry decoder using field programmable
gate array (FPGA) and an application specific integrated circuit (ASIC).

3.2.2 Progressive Method

Next, a framework of “progressive” light field coding is expounded, which
accelerates the encoding process of baseline method. To accelerate the
encoding process, the coding scheme is made progressive on the basis of
the divide-and-conquer strategy as shown in Figure 3.4. Assuming that an
original light field L(s, t, x, y) is approximated by using totally N binary
patterns and weights, the N binary patterns are divided into M groups
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Figure 3.4: Progressive coding framework

(layers). Each layer has N binary patterns so that N M = N is satisfied.
At the first layer, the target light field L1(s, t, x, y) is set as an original
light field L(s, t, x, y) and is approximated by using N binary patterns
and weights based on Equation (3.3). The light field obtained by the
approximation is denoted as L′

1(s, t, x, y). At the next layer, the target
light field L2(s, t, x, y) is defined as the difference between L(s, t, x, y) and
L′

1(s, t, x, y). The target light field L2(s, t, x, y), i.e., the residual light
field, is also approximated with N binary patterns and weights in the
same manner as the first layer. At the following layers, we progressively
repeat the process where N binary patterns and weights are calculated to
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Algorithm 1 Progressive light field coding using weighted binary patterns
Input: L(s, t, x, y)
Output: B(m)

n (x, y), r(m)
n (s, t) (n = 1, 2, · · · , N , m = 1, 2, · · · , M)

Initialize L1(s, t, x, y) ⇐ L(s, t, x, y)
for m = 1 to M do

Obtain B(m)
n (x, y), r(m)

n (s, t) (n = 1, 2, · · · , N ) using Eq. (3.5)
Carry over the residual using Eq. (3.6)
m ⇐ m + 1

end for

approximate the target light field Lm(s, t, x, y) as follows:

arg min
B

(m)
n (x,y)

r
(m)
n (s,t)

∑
s,t,x,y

∥Lm(s, t, x, y) − L′
m(s, t, x, y)∥2, (3.5)

Lm(s, t, x, y) = L(s, t, x, y) −
m−1∑
i=1

L′
i(s, t, x, y), (3.6)

L′
i(s, t, x, y) =

N∑
n=1

B(i)
n (x, y)r(i)

n (s, t), (3.7)

where B(i)
n (x, y), r(i)

n (s, t), and L′
i(s, t, x, y) indicate the n-th binary pat-

tern, the corresponding weight, and the approximated light field at the
i-th layer, respectively. Finally, an original light field L(s, t, x, y) is ap-
proximated as follows:

L(s, t, x, y) ≃
M∑

m=1
L′

m(s, t, x, y). (3.8)

Specific algorithm for obtaining a solution of the progressive scheme is
shown in Algorithm 1.

This progressive extension achieves remarkable reduction of the com-
putational complexity by optimizing a small number of binary patterns
and weights per layer on the basis of the divide-and-conquer strategy.
Although the strategy generally cannot bring about the global-optimum
solution, a feasible solution can be obtained with less computational com-
plexity since the search space of the problem is reduced. In the progressive
coding, dividing the binary patterns and weights into M groups is equal to
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the reduction of search space. The main bottleneck of the baseline scheme
is optimizing binary patterns; thus, reducing the number of binary pat-
terns in the optimization can significantly accelerate the encoding process.
The computational complexity for binary combinational optimization in
the baseline scheme with N binary patterns is O(2N), but the computa-
tional complexity for that in the progressive scheme is reduced to O(2N )
by dividing N binary patterns into M layers. Total computational com-
plexity for binary combinational optimization in the progressive scheme
equals O(M2N ) since the progressive scheme repeats the optimization for
each layer. For instance, the computational cost of the progressive coding
is reduced to 1/128 compared with that of the baseline one in the case with
N = 12, M = 4, and N = 3. As described above, the progressive exten-
sion finds a feasible solution with less computational complexity, but the
approximation accuracy cannot help being degraded since the divide-and-
conquer strategy cannot find the global-optimum solution. Consequently,
there is a trade-off between computational complexity and rate-distortion
performance.

3.2.3 Performance Evaluation

To evaluate the performance of the coding schemes using weighted binary
patterns, we implemented the baseline and progressive methods using the
software made available from our website [61]. For optimizing Equations
(3.3) and (3.5), the number of iterations was set to 20. To compress the
binary patterns and weight values, gzip ver.1.6 was adopted as an optional
post-processing. We adopted two implementation for H.265/HEVC: FFm-
peg ver. 4.1 with default parameters and the HEVC Test Model [62] with
a random access configuration [63]. As the difference between FFmpeg
and HEVC Test Model, FFmpeg makes use of the x265 library for HEVC
encoding and its default option is chosen to provide moderate coding effi-
ciency with a reasonable complexity, while the configuration of the HEVC
Test Model is basically determined to bring out the potential performance
in the standardization process. To ascertain the effect of inter-frame pre-
diction, we also tested all intra mode with the HEVC Test Model. When
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Datasets Truck Bulldozer Amethyst
# of views 17 × 17

size 160 × 120 192 × 144 96 × 128

Top-left
image

Difference
between
top-left and
top-right
images

Datasets Bunny Crystal Knight
# of views 17 × 17

size 128 × 128 128 × 128 128 × 128

Top-left
image

Difference
between
top-left and
top-right
images

Figure 3.5: Datasets

we applied these video codecs to a light field dataset, we aligned images
in the dataset in the row-major order and were regarded them as a single-
viewpoint video sequence.

We first demonstrate performance of the baseline method in different
configurations with truck dataset [25]. Figure 3.6 [47] shows the PSNR
of reconstructed images using Equation (3.3) with different numbers of
binary images (N = 8, 10, and 12). Each square corresponds to each
viewpoint. As N increases, the entire reconstruction accuracy increases
accordingly. The PSNR values are lower for the viewpoints located at
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Figure 3.6: PSNR of reconstructed images using Eq. (3.3) with different
number of binary patterns

peripheral positions than those located near to the center. This tendency
is consistent with the error maps shown in Figure 3.3.

Next, we evaluated the rate-distortion performance and encoding time
with and without the progressive framework. The PSNR values were cal-
culated from the mean squared errors over all the viewpoints and pixels.
The bitrate values were calculated from the sizes of files that were com-
pressed with gzip. Computational times were measured on a Desktop
PC running Windows 10 pro equipped with Intel (R) Core (TM) i5-4590
3.3-GHz CPU and 8.0 GB main memory. Figure 3.7 [47] shows that rate-
distortion curves of the baseline and the progressive method. As shown
in Figure 3.7 (a), using the progressive framework slightly decreases the
coding efficiency compared to the baseline one. Figure 3.7 (b) shows the
encoding time with and without the progressive framework, where the
total number of binary images N was fixed to 12. We can see that an
approximately 100-fold increase in speed is achieved with the progressive
framework. In terms of the balance between the rate-distortion perfor-
mance and the encoding time, N = 3 is likely to be the best parameter in
the progressive framework. Therefore, we employ this configuration from
the following evaluation.

As shown in Figures 3.9–3.14 [47], we compared the baseline and pro-
gressive methods with H.265/HEVC in regard to the rate-distortion per-
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Figure 3.7: Rate-distortion performance and encoding time with and with-
out progressive framework
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Figure 3.8: Comparison of decoding time

formances over several grayscale datasets taken from [25]. Performances
of the baseline and progressive method appear to depend on the image
differences between the viewpoints. They achieved a good rate-distortion
performance for a dataset with small differences, such as Amethyst, but
could not achieve high PSNR values for a dataset including large differ-
ences, such as Bulldozer. They achieved a reasonable performance over-
all, comparable to that of FFmpeg but moderately inferior to that of the
HEVC Test Model. We believe these results are promising because HEVC
is the state-of-the-art video coding standard that has been optimized with
a significant amount of labor and time.

Finally, we compared the decoding times between our method and
HEVC codecs using the truck dataset in grayscale. We used the Desk-
top PC running Windows 10 pro equipped with Intel (R) Core (TM)
i5-4590 3.3-GHz CPU and 8.0 GB main memory, but we measured the
decoding time on Ubuntu 16.04 installed on Virtual Box ver 5.1.16 due
to the availability of software. We measured the user time for executing
decoding processes with “time” command. We repeated the measurement
100 times and obtained the average for each method, which is plotted in
Figure 3.8 [47]. For our method, N was set to 10 and the outputs were
written as pgm files. The time for unzip process was negligible. For FFm-
peg and the HEVC Test Model, the outputs were respectively written
in pgm files and YUV files. We set the parameters for these codecs so
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Figure 3.9: Comparison of R-D curves between proposed methods and
HEVC for truck
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Figure 3.10: Comparison of R-D curves between proposed methods and
HEVC for amethyst
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Figure 3.11: Comparison of R-D curves between proposed methods and
HEVC for bulldozer
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Figure 3.12: Comparison of R-D curves between proposed methods and
HEVC for bunny
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Figure 3.13: Comparison of R-D curves between proposed methods and
HEVC for crystal
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Figure 3.14: Comparison of R-D curves between proposed methods and
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that they resulted in almost the same PSNR as that of the scheme using
weighted binary patterns. It can be seen from the graph that the method
with weighted binary patterns runs much faster than HEVC codecs. This
can be attributed to the simplicity of the scheme; as mentioned earlier,
its decoding process is carried out with simple sum-of-product operations,
while HEVC requires complex inter/intra-frame prediction and transforms
as described in Section 2.3.

3.3 Disparity Compensation Framework for
Binary Patterns

In this section, I propose the method of introducing a disparity compen-
sation framework to the progressive light field coding scheme described in
subsection 3.2.2 to improve the rate-distortion performance while avoid-
ing infeasible computational complexity. In the conventional scheme, all
the images at different viewpoints are approximated using the same bi-
nary patterns with different weights. This means that the binary patterns
represent the common components among multi-view images and that the
weights represent viewpoint-dependent components. Meanwhile, if dispar-
ity compensation is applied to the binary patterns, they can represent not
only the common components but also the viewpoint-dependent compo-
nents. Thus, applying appropriate disparity compensation might improve
the representation capability of the binary patterns. The amount of dis-
parities included in a light field depend on a captured scene; therefore, the
appropriate disparity values should be adaptively searched for according
to the scene. The contents of this section have been published in a journal
paper [3] in the publication list.
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3.3.1 Optimization for Disparity-compensated Binary
Patterns and Weights

With disparity compensation applied, the approximation of a light field
can be formulated as follows:

L(s, t, x, y) ≃
N∑

n=1
Bn(x − sdn, y − tdn)rn(s, t), (3.9)

where dn is a disparity value with which the n-th binary pattern is com-
pensated. In the case where x−sdn and y−tdn become non-integer values,
pixel values at integer position are interpolated by using the neighbour-
ing pixel values existing at non-integer position. If x − sdn and y − tdn

indicate the out of an image, in this thesis, I assume that the pixel value
at the corner position continuously exists at the out of an image in this
thesis although there are several approaches for dealing with this case.
All pixels of Bn(x, y) are shifted according to the viewpoint position (s, t)
so that each viewpoint image is approximated by using slightly shifted
binary patterns depending on the viewpoint position. According to Equa-
tion (3.9), the optimization problem to find the binary patterns, weights,
and disparity value is defined as follows:

arg min
Bn(x,y)
rn(s,t)

dn

∑
s,t,x,y

∥L(s, t, x, y) − L′(s, t, x, y)∥2, (3.10)

L′(s, t, x, y) =
N∑

n=1
Bn(x − sdn, y − tdn)rn(s, t). (3.11)

Although it would be preferable if the global-optimum solution for Equa-
tion (3.10) can be obtained, solving this optimization is quite difficult be-
cause it includes three sets of unknowns. Equation (3.9) is reformulated
with a restriction on disparity values dn and then introduce a disparity
compensation framework into the progressive light field coding scheme
presented in subsection 3.2.2.

I propose a progressive light field coding method that is formulated as
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follows:

L(s, t, x, y) ≃
M∑

m=1
L′

m(s, t, x, y) (3.12)

L′
m(s, t, x, y) =

N∑
n=1

B(m)
n (x − sdm, y − tdm)r(m)

n (s, t), (3.13)

where dm is a disparity value used for the disparity compensation at the
m-th layer. As a restriction, I use only one disparity value for each group
of binary patterns. At each layer, binary patterns, weights, and a disparity
value are obtained by solving the following optimization:

arg min
B

(m)
n (x,y)

r
(m)
n (s,t)

dm

∑
s,t,x,y

∥Lm(s, t, x, y) − L′
m(s, t, x, y)∥2, (3.14)

Lm(s, t, x, y) = L(s, t, x, y) −
m−1∑
i=1

L′
i(s, t, x, y). (3.15)

Equation (3.14) still includes three sets of unknowns like Equation (3.10).
The range of disparities included in a dense light field is basically narrow
because of its very small viewpoint interval; thus, I simplify the problem by
manually defining a set of candidate disparities D. The specific algorithm
is shown in Algorithm 2, where B(m)∗

n (x, y), r(m)∗
n (s, t), and d∗

m denote a
solution for Equation (3.14) at the m-th layer. The binary patterns and
weights are calculated for each candidate disparity value d ∈ D. From
the set of the obtained binary patterns and weights, I use the one that
achieves the best approximation accuracy. Consequently, the proposed
method adaptively searches for the appropriate disparity value at each
layer depending on a captured scene by simple brute-force search.

To practically solve Equation (3.14), it is reformulated as follows:

arg min
B

(m)
n (x,y)

r
(m)
n (s,t)

dm

∑
s,t,x,y

∥Lm(s, t, x′ + sdm, y′ + tdm)

−L′
m(s, t, x′ + sdm, y′ + tdm)∥2, (3.16)

L′
m(s, t, x′ + sdm, y′ + tdm) =

N∑
n=1

B(m)
n (x′, y′)r(m)

n (s, t), (3.17)
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Algorithm 2 Progressive light field coding using disparity-compensated
and weighted binary patterns

Input: L(s, t, x, y), D
Output: B(m)∗

n (x, y), r(m)∗
n (s, t), d∗

m (n = 1, · · · , N , m = 1, · · · , M)
Initialize L1(s, t, x, y) ⇐ L(s, t, x, y)
for i = 1 to M do

BEST PSNR ⇐ 0.0
for each disparity d ∈ D do

Obtain B(i)
n (x, y), r(i)

n (s, t) using Eq. (3.14) with fixed dm = d
p ⇐ PSNR of L(s, t, x, y) from Eq. (3.12) with M = i
if BEST PSNR < p then

B(i)∗
n (x, y) ⇐ B(i)

n (x, y)
r(i)∗

n (s, t) ⇐ r(i)
n (s, t)

d∗
i ⇐ d

BEST PSNR ⇐ p
end if

end for
Carry over the residual using Eq. (3.15) with m = i + 1
i ⇐ i + 1

end for

where x′ = x − sdm, and y′ = y − tdm. The right side of Equation (3.17)
takes the same form as the second term in Equation (3.3). I first apply
disparity compensation to the target light field Lm(s, t, x, y) to obtain
Lm(s, t, x′ + sd, y′ + td); after that, the solution for (3.16) is obtained
in the same manner as solving Equation (3.3). The desired light field
L′(s, t, x, y) can be obtained by applying inverse disparity compensation
to the light field L′(s, t, x′ + sdm, y′ + tdm).

By manually defining a set of candidate disparity values, the proposed
method finds the best disparity values while keeping feasible computa-
tional complexity. The difference between the proposed scheme and the
conventional progressive method with respect to computational complex-
ity is the brute-force search for disparity values. Assuming that the num-
ber of elements of D, i.e., the number of candidate disparity values, is
denoted as D, the computational complexity for optimizing binary pat-
terns in the proposed scheme is O(DM ·2N ) because the proposed method
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obtains the binary patterns and weights with all candidate disparity val-
ues at each layer. Although the proposed method takes much more time
for encoding than the conventional progressive coding, it still can find the
solution with feasible computational complexity. As I mentioned in sub-
section 3.2.2, the main bottleneck is optimizing binary patterns; thus, if
N is kept small, the computational complexity of the proposed method
never increases explosively like that of the conventional baseline scheme as
the total number of binary patterns N increases. In the case with N = 24,
M = 8, N = 3, and D = 10, the proposed scheme takes 10 times longer
than the conventional progressive scheme, but the computational cost of
the proposed scheme 10 × 8 × 23 = 640 is still feasible compared with that
of the baseline scheme 224.

When a target light field is represented by using N binary patterns
and the corresponding weights, which are divided in M groups, the com-
pression ratio of the proposed scheme is calculated as follows:

compression ratio = N(XY + STbr) + Mbd

STXY bL

, (3.18)

where bd denotes a bit depth used to describe the used disparity values.
The increase of total bits compared with Equation (3.4) is less of an issue
because one byte (bd = 8) is enough to describe a disparity value when D

is set to 10–20.

3.3.2 Experimental Results

The proposed method was implemented using the software made avail-
able from our website [61] in order to evaluate its performance. Six light
field datasets [25] shown in Figure 3.2.3, each of which consists of 17 × 17
gray-scale multi-view images, were used in the experiments. The number
of iterations for alternating optimization to calculate binary patterns and
weights was fixed at 20. The set of candidate disparity values D in the pro-
posed method was given as D = {0.0, ±0.2, ±, 0.5, ±0.8, ±1.0, ±1.5, ±2.0};
namely, the number of candidate disparity values is D = 13. All binary
patterns Bn(x, y) were initialized by the result of binary thresholding to
the most top-left image of the input light field. The number of binary
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Table 3.1: Selected disparity values in each layer
layer number 1 2 3 4 5 6 7 8

Truck 0.2 0.0 0.2 0.0 0.2 0.0 0.0 0.2
Bulldozer 0.2 0.2 0.8 0.2 0.2 0.2 0.5 -0.2
Amethyst 0.0 0.0 0.0 0.0 0.0 -0.2 0.0 0.0

Bunny 0.0 0.0 0.0 0.0 0.0 -0.2 0.0 0.0
Crystal 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Knight 0.0 0.0 0.0 0.0 0.0 0.0 -0.5 0.0

patterns in each layer was set as N = 3. The approximation accuracy was
evaluated using PSNR, which is calculated from the mean square errors
over all the viewpoints and pixels such like Equation (2.10) in Section 2.3.

I first investigated the effectiveness of the disparity compensation frame-
work in the progressive light field coding scheme on the basis of rate-
distortion performance. The proposed method, the conventional progres-
sive coding, and the baseline coding were compared. The number of binary
patterns N for the proposed method and the conventional progressive cod-
ing was varied from 3 to 24, but N for the baseline coding was limited from
3 to 12 because of the high computational complexity. The bitrate was
calculated from raw binary patterns, weights, and used disparity values
without gzip compression.

Figures 3.15–3.20 show rate-distortion curves for six datasets. The
conventional baseline and progressive methods are called “Baseline” and
“Progressive”, respectively, and the proposed method is called “Progres-
sive + disp. comp.” in the results. Compared to the conventional progres-
sive coding, the proposed method remarkably improves rate-distortion
performances for truck and bulldozer while showing almost the same per-
formances for the other datasets. The rate-distortion performances of the
proposed method for truck and bulldozer even outperform those of the
baseline method. Table 3.1 indicates selected disparity values in the pro-
posed method with N = 24 for each layer of six datasets. The proposed
method finds and uses non-zero disparity values in most of the layers
for truck and bulldozer; thus, the disparity compensation outstandingly
makes a difference for the two datasets. Meanwhile, for the other datasets,
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Figure 3.15: R-D curve comparison among proposed schemes for truck

[dB] 

17

19

21

23

25

27

0 0.02 0.04 0.06 0.08 0.1 0.12

P
S
N

R
 

Bits per pixel 

: Progressive 
: Baseline 

: Progressive + disp. comp. 

Figure 3.16: R-D curve comparison among proposed schemes for bulldozer

–59–



3.3. Disparity Compensation Framework for Binary Patterns

[dB] 

22

24

26

28

30

32

34

36

0 0.05 0.1 0.15

P
S
N

R
 

Bits per pixel 

: Progressive 
: Baseline 

: Progressive + disp. comp. 

Figure 3.17: R-D curve comparison among proposed schemes for amethyst
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Figure 3.18: R-D curve comparison among proposed schemes for bunny
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Figure 3.19: R-D curve comparison among proposed schemes for crystal
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Figure 3.20: R-D curve comparison among proposed schemes for knight
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(i) Progressive (ii) Progressive + disp. comp. 

(a) Truck

(i) Progressive (ii) Progressive + disp. comp. 

(b) Bulldozer

Figure 3.21: Visual comparison of most top-left image (N = 24)
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Table 3.2: Encoding time for Truck [s]
# of binary patterns 3 6 9 12

Baseline 16.9 106 876 7521
Progressive 16.8 32.0 49.0 64.1

Progressive + disp. comp. 263 514 774 1026

Table 3.3: Encoding time for Knight [s]
# of binary patterns 3 6 9 12

Baseline 13.2 94.6 782 6768
Progressive 13.5 26.0 39.4 52.0

Progressive + Disp. comp. 212 422 643 852

the selected disparities were zero for almost all the layers, which explains
the reason why our method and the progressive method performed simi-
larly in Figures 3.17–3.20; these datasets have only small disparities, and
thus, the progressive method without disparity compensation was suffi-
ciently effective for them. Figure 3.21 presents visual comparisons be-
tween the proposed method and the conventional progressive coding. It
seems that the proposed method achieves better approximation accuracy
by alleviating blurs on the object’s parts having large disparities.

Tables 3.2 and 3.3 show the comparison of encoding time of three
methods for truck and knight datasets, respectively. The encoding time
was measured on a desktop PC running Windows 10 Pro equipped with
an Intel Core (TM) i7-6700 3.4-GHz CPU and 16.0-GB main memory.
The proposed method takes much more time for encoding than the con-
ventional progressive method as described in Section 3.2.2. However, the
encoding time of the proposed method linearly increases as the number of
binary patterns increases, while the encoding time of the baseline method
explosively increases. The experimental results prove that the proposed
method improves rate-distortion performance while avoiding a computa-
tional complexity explosion.

Next, the proposed method was compared with the modern video cod-
ing standard H.265/HEVC. As general implementations of H.265/HEVC,
the HEVC Test Model [62] was used with random access configuration and
FFmpeg ver. 4.1. To apply these video codecs to light-field datasets, im-
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ages in the dataset in the row-major order were aligned and were regarded
as a video sequence. The bitrate of the proposed method was calculated
from the binary patterns, weights, and used disparity values, which are
compressed by gzip ver. 1.9. As a reference, the baseline method was also
compared with the above methods.

Figures 3.22–3.27 show rate-distortion performances of three methods
for six datasets. The proposed method shows better performance than
that of the baseline method in truck dataset, and the performance can
be more comparable to that of the HEVC Test Model. However, the
proposed method still shows slightly inferior performance to the HEVC
Test Model in the other datasets. As I mentioned in previous section,
we still believe that the performance of the proposed method is promising
because it achieves superior or comparable performance to that of FFmpeg
and the HEVC Test Model, which has been optimized using enormous
labor and time. The excellent performance of HEVC comes from the
combination of many sophisticated coding techniques such as intra/inter
prediction, transform coding, and arithmetic coding, where the optimal
coding modes (e.g. prediction mode and block partition) are selected in
accordance with the image content. Meanwhile, our method is merely
constructed on a very simple framework using weighted binary patterns
with disparity compensation.

3.4 Summary
In this chapter, we proposed a novel light field coding scheme using weighted
binary patterns, its progressive extension for accelerating encoding pro-
cess, and a method of introducing a disparity compensation framework
into the progressive framework. Our idea is to encode a light field with
several binary images and the corresponding weight values. The binary
images and weight values were optimized iteratively so as to best approxi-
mate the original light field. I also mentioned how this coding scheme can
be made progressive.

Experimental results demonstrated that our method has several promis-
ing properties. First, it can achieve reasonable coding efficiency (rate-
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distortion performance) compared with those of highly-sophisticated stan-
dard video codecs. Moreover, its decoding process is extremely simple and
can be executed much faster than the standard video codecs. Furthermore,
the computational complexity of the encoding process can be substantially
reduced by the progressive coding scheme.

Additionally, I reformulated progressive coding framework to integrate
disparity compensation into binary patterns and proposed an optimization
approach to obtain binary patterns, weights, and disparity values which
approximate light field as accurate as possible. I simplified the problem
by searching disparity values from a manually-defined set of candidate
disparities D. The proposed method adaptively finds the best disparity
value at each layer.

Experimental results showed that, compared with the conventional
progressive light-field coding, the proposed method improves the approxi-
mation accuracy in several datasets thanks to the disparity compensation.
The proposed method outperforms not only the progressive method but
also the original baseline method for some datasets. Although the pro-
posed method takes much more time for encoding than the conventional
progressive coding, the computational complexity never increases explo-
sively like that of the conventional baseline coding.
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Figure 3.22: R-D curve comparison with H.265/HEVC for truck
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Figure 3.23: R-D curve comparison with H.265/HEVC for bulldozer
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Figure 3.24: R-D curve comparison with H.265/HEVC for amethyst
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Figure 3.25: R-D curve comparison with H.265/HEVC for bunny
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Figure 3.26: R-D curve comparison with H.265/HEVC for crystal
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Figure 3.27: R-D curve comparison with H.265/HEVC for knight
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Chapter 4

Light Field Coding for
Compressive 3D Display

This chapter considers a light field coding problem under a practical sce-
nario using a compressive 3D display. In contrast to the previous sections,
this chapter tackles a light field coding problem in a more practical scene.
First, the practical scenario is defined in detail, and two possible light
field transmission frameworks in the scenario are supposed. To evaluate
their rate-distortion performances, simulative experiments are conducted.
At the end of this chapter, the whole of contents is summarized. The
contents of this chapter have been published in a journal paper [1] in the
publication list.

4.1 Introduction
This chapter investigates coding efficiency of a light field under a sce-
nario where the light field is reproduced by a compressive 3D display.
For this scenario, a 3D video transmission system is supposed. In the
system, the compressive 3D display is adopted as the receiving terminal.
As described in the Section 2.3, many researchers have studied on light
field image/video coding using video coding standard H.265/HEVC [?]
with small modifications [41–46, 55–57]. A light field coding scheme us-
ing weighted binary patterns has been also investigated as a novel scheme
without using H.265/HEVC. These studies basically focused on the light
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field coding, but do not carefully consider a practical scenario for light
field image/video transmission. Thus, I consider a practical transmission
scenario where compressive 3D displays are used as receiving terminals.
Under this scenario, either light fields or pre-calculated layer patterns
should be transmitted from the sender to the receivers, so that the com-
pressive displays at the receiver sides can reproduce the light fields. It
should be noted that the layer patterns by themselves are compressive
representations, because the entire light field (tens to hundreds of images)
are reduced into only a few layer patterns. However, the layer patterns are
different from natural images as can be seen from Figure 2.5(c), and thus,
it is unclear how much the encoding errors of the layer patterns affect the
quality of reproduced light fields. In this chapter, the coding efficiency of
the light fields and layer patterns is experimentally investigated under the
communication scenario with the compressive displays.

4.2 Transmission Framework for Compres-
sive 3D Display

I assume a 3D video transmission system where the compressive displays
are adopted as the receiving terminals. The receiver terminals finally
need the layer patterns with which the light fields are reproduced. Under
this scenario, two possible transmission frameworks can be considered as
shown in Figures 4.1 and 4.2. In the first framework (i), light fields are
encoded at the sender side and transmitted through the communication
channel, and then the corresponding layer patterns are obtained at the
receiver sides using the decoded light fields. Meanwhile, in the second
framework (ii), layer patterns are calculated in advance and encoded at
the sender side, and the received and decoded layer patterns are directly
displayed at the receiver sides. Note that in the second framework (ii)
the data size is greatly reduced at the point where a light field (tens to
hundreds of images) is transformed into a set of layer patterns (only a
few transmittance images); it is expected that the coding efficiency of the
framework (ii) would be better than that of the framework (i). However,
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Figure 4.1: Framework (i): transmitting light field
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Figure 4.2: Framework (ii): transmitting layer patterns

–71–



4.3. Experimental Results

the effect of encoding errors on the layer patterns should be taken into
consideration, because they are significantly different from natural images.

4.3 Experimental Results
To verify the coding efficiency of two frameworks described above, simula-
tive experiments were conducted using two light field still-image datasets
and a light field video dataset. Published software is utilized for calcu-
lating layer patterns published by [64]. In experiments, a light field and
layer patterns are encoded, and then reproduction of light field with the
compressive display is simulated using decoded materials. The quality of
the displayed light field is evaluated with PSNR against the original light
field. The coding efficiency is evaluated with rate-distortion characteris-
tics describing the trade-off between the total bits of the encoded light
field or layer patterns and the PSNR of the displayed light field.

Light field datasets truck and amethyst from [25] were used as input
light fields, which are RGB color images. The center view images of these
dataset are shown in Figures 4.3 (a) and (b). Both datasets consist of 17 ×
17 images, which were cropped to 640 × 480 and 384 × 512, respectively.
The number of layers was set to three, and the number of time division
was set to one (without time division multiplexing) and two. HEVC Test
Model (HTM) 16.6 provided as H.265/HEVC reference software [53] was
employed for encoding a light filed and layer patterns. For the first trans-
mission framework, multi-view images are aligned in the raster-scan order
and regarded as a single-viewpoint video. For the second framework, three
layer-pattern images were also regarded as a single-viewpoint video. When
the time division multiplexing was used, the first and second three pat-
terns are individually regarded as single-viewpoint videos, and then the
two videos were concatenated. The quantization parameter QP in HTM
was set to 1, 10, 15, 22, 27, 32, 37, 42, and 50 to draw a curve of the
rate-distortion trade-off.

Figure 4.4 shows the rate-distortion characteristic with truck and amethyst
without time-division multiplexing. “Non-compressed” indicates the re-
production quality of the compressive display obtained with the original
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(a) Truck (b) Amethyst

(c) Animated Bunnies (first frame)

Figure 4.3: Center view image of each dataset

light field datasets; it is the upper-bound performance of the commu-
nication scenario under consideration. The center view images of the
reproduced truck without TDM are shown in Figure 4.5, where it is diffi-
cult to visually distinguish the difference among these images. Figure 4.4
demonstrates that framework (ii) outperforms framework (i) in terms of
the coding efficiency; framework (ii) achieves lower bits than framework
(i) with less distortion. However, the difference is not so significant as
expected, given the fact that the number of images given to the HEVC
encoder was 298 for framework (i) while it was only 3 for framework (ii).
This means that light fields can be more efficiently compressed by using
HEVC. Additionally, it seems that layer patterns are difficult to be com-
pressed with HEVC because the layer patterns are different from natural
image, for which HEVC and other video codec ware optimized. Figures 4.6
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Figure 4.4: Rate-distortion curves without TDM
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LegoTruck-from-encoded-layer-tdm-1-LayerNum-
3-QP-10-145.png 

(a) Noncompressed (28.76 dB)

LegoTruck-from-encoded-layer-tdm-1-LayerNum-
3-QP-10-145.png 

(b) Light field (i) (28.68 dB)

(c) Layer (ii) (28.64 dB)

Figure 4.5: Reproduced center view without TDM at QP=10 (Truck)
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Figure 4.6: Rate-distortion curves of truck with TDM
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Figure 4.7: Rate-distortion curves of amethyst with TDM
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(a) Noncompressed (29.42 dB)
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(c) Layer (ii) (29.05 dB)

Figure 4.8: Reproduced center view with TDM at QP=10 (Truck)
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and 4.7 show the rate-distortion characteristic with time-division multi-
plexing. The center view images of the reproduced truck with TDM are
shown in Figure 4.8. It is also difficult to visually identify the difference
among these images. Using TDM doubles the number of layer patterns
to be encoded, and thus, more total bits were required than that without
TDM in framework (ii). In this case, framework (ii) is no longer superior
to framework (i). However, framework (ii) still can achieve lower total
bits than framework (i) in the case with the largest QP (QP=50) because
of the small number of images to be encoded.

As a light field video dataset, Animated Bunnies from [23] was used.
Figure 4.3 (c) shows its center view image of the first frame. Animated
Bunnies was composed of 9 × 3 images with 89 frames and each of the
images was cropped to 840 × 512. The number of layers was set to three,
and time division multiplexing was not employed. For the first transmis-
sion framework, the light field video was treated as a multi-view videos
and each video (corresponding to each viewpoint) was individually en-
coded using HTM. In this case, the light field video is regarded as 27
single-viewpoint videos, each of which consists of 89 frames. In the sec-
ond framework, the patterns for each layer over time were treated as a
video, and individually encoded using HTM. In this case, the set of layer
patterns is regarded as 3 videos, each of which consists of 89 frames. QP
was set to the same values as the experiments with the still images. The
value of PSNR was obtained from the MSE calculated over all frames such
like Equation (2.10) in Section 2.3, instead of taking the average of the
PSNR values obtained from individual frames.

Figure 4.9 shows the rate-distortion characteristic of Animated Bun-
nies. The center view images of the reproduced first frame are shown in
Figure 4.10. Again, frameworks (ii) surpasses framework (i) in the lower
bit range. However, the upper bound of PSNRs obtained by frameworks
(i) and (ii) is different. It could be because coding errors by HEVC are
accumulated for layer patterns due to a large number of frames. The
layer patterns are different from natural images as mentioned before, so
that tendency of coding errors might be different and the amount of er-
rors could be more accumulated during prediction procedure than that of
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Figure 4.9: Rate-distortion curves of Animated Bunnies

–80–



Chapter 4. Light Field Coding for Compressive 3D Display
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(a) Noncompressed (22.16 dB)

AnimatedBunnies-001-from-encoded-multiview-
tdm-1-LayerNum-3-QP-10-014.png 

(b) Light field (i) (22.15 dB)
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(c) Layer (ii) (22.00 dB)

Figure 4.10: Reproduced center view of first frame at QP=10 (Animated
Bunnies)

–81–



4.4. Summary

natural images.
To examine influence of the number of viewpoints for coding efficiency,

additional simulative experiments were conducted. Truck dataset [25] is
used for this experiments, but prepare 9 × 9 and 5 × 5 light fields by
picking up a part of viewpoint images as shown in Figure 4.11, where
viewpoint images are picked up in two manners to conduct experiments
using light field with different viewpoint distances. Sparse means that
viewpoint images are picked up so that viewpoint distance of a resulting
light field becomes large while dense means that the distance becomes
small. The number of layer patterns is three, and the light field and
layer patterns are encoded using H.265/HEVC in the same manner as the
previous experiments. Therefore, the number of frames of encoded video
sequence is 81 and 25 for 9 × 9 and 5 × 5 light field, respectively. The
coding efficiency is also evaluated with rate-distortion characteristics by
following the previous experiments.

Figures 4.12 and 4.13 show the rate-distortion curves for dense and
sparse datasets, respectively. Figure 4.12 indicates that framework (ii)
achieves better rate-distortion performance than framework (i) for a 9 ×
9 light field similarly to the previous experiments. However, the rate-
distortion performance of framework (ii) is inferior to that of framework
(i) for a 5 × 5 light field. This is because the difference of transmitted
data size for 5 × 5 light fields in frameworks (i) and (ii) is smaller that
that for 9 × 9 and 17 × 17 light fields. In the case of 5 × 5 light fields,
the number of images is 25 but the number of layer patterns is still 3;
thus, compression using H.265/HEVC overcomes this original data-size
difference. The superiority of compressive expression is lost in the case of
small viewpoint-number light fields. This tendency can be found also in
the sparse light field as shown in Figure 4.13.

4.4 Summary
In this chapter, the coding efficiency of light fields was examined for com-
pressive 3D displays as a practical application of light field coding. I
supposed a transmission system where such compressive displays were
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adopted as the receiving terminals and compared two transmission frame-
works where the light fields or the layer patterns were encoded and trans-
mitted. Simulative experiments demonstrated that the latter framework
achieves better rate-distortion performance in lower bit ranges. However,
this superiority was lost in the case of using time-division multiplexing
and light fields with small-number viewpoints. Additionally, I confirmed
that compressing layer patterns using HEVC is more difficult than light
field images because layer patterns are different from natural images.
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Figure 4.11: 9 × 9 and 5 × 5 light fields from 17 × 17 truck dataset
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Figure 4.12: Rate-distortion curves of dense dataset
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Figure 4.13: Rate-distortion curves of sparse dataset
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Chapter 5

Relationship to Real-World
Data Circulation

This chapter discusses the relationship between Real-World Data Circu-
lation (RWDC) [51] and our study. The concept of RWDC is firstly intro-
duced, and then data circulation in light field processing is described. At
the end of this chapter, data circulation in a study on light field coding is
also described.

5.1 Real-World Data Circulation
RWDC is a novel field which involves engineering, information science,
medicine, and economics. RWDC makes data circulation in real world by
integrating acquisition, analysis, and implementation of real-world data
in order to create social values. Thanks to the development of informa-
tion technology, various kinds of data can be obtained and accumulated
from real world. To produce social values, it is important to not only
just create a product and service but also reflect demands of people in
real world. “Data acquisition” involves observing enormous digital data
of real-world phenomenon. “Data analysis” reveals hidden demands from
the acquired real-world data based on information science. Then, “imple-
mentation” realizes innovative products and services based on the analysis
result. After publishing the implemented products and services, new data
from users can be obtained through various methods of “data acquisition”.
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Acquisition 

Extraction of various real-world 

phenomena as digital data 

Analysis 

Prediction of the whole picture 

using information technology 

Implementation 

Creation of new products and services 

Figure 5.1: Real-world data circulation

Figure 5.2: Real-world data circulation in autonomous driving

By analysing the newly obtained data, the better or novel products and
service can be implemented. This can be considered as circulation of data
as shown in Figure 5.1. This circulation can be utilized for many applica-
tions in various fields where data caused by real-world phenomenon can
be obtained.

An autonomous driving system can be considered as an example of
data circulation. Figure 5.2 [51] conceptually illustrates the data circu-
lation in an autonomous driving system. During a car driving, driving
data such as speed, position, car camera image/video, and so on can be
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Acquisition 

Capturing light field data 

with special camera systems 

Implementation 

Light field display, 

Free-viewpoint image/video 

reproduction system 

Analysis 

Light field coding, 

Light field processing 

for reproducing 3D contents 

Figure 5.3: Real-world data circulation in light field processing

measured by using various sensors. Characteristics of drivers and incidents
which should be avoided can be estimated by analyzing the acquired data.
Localization map can also be obtained by the analysis. In addition, im-
portant knowledge for autonomous driving can be obtained by analyzing
driving data. The vehicle control system can be updated using based on
the result of analysis. Autonomous driving system can continuously be
improved by repeating the data circulation. This data circulation is able
to reflect a transition of typical driver characteristics in the autonomous
driving system.

5.2 Data Circulation in Light Field Process-
ing

This section discusses the data circulation in light field processing. I con-
sider that light field processing consists of data acquisition, analysis, and
implementation in real world as shown in Figure 5.3. For data acquisition,
light field data is captured by using camera systems such as a multi-camera
array system and light field camera. For data analysis, various light field
processing technology can be considered as a light field analysis such as
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Acquisition 

Calculating binary patterns and weights,  

Reconstructing light fields using  

weighted binary patterns, 
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Implementation 
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Analysis 

Visually comparing  

reconstructed/decoded light field images, 

Comparing data size and 

encoding/decoding time 

Figure 5.4: Real-world data circulation in this thesis

compression, calculation of layer patterns for a compressive display, 3D ob-
ject shape estimation, etc. For implementation, 3D image/video systems
such as light field display and free-viewpoint image/video reproduction
system can be realized by using the analyzed data. Our laboratory inclu-
sively studies on light field capturing, analysis, and display systems; this
thesis especially focuses on light field compression classified into analy-
sis part in the data circulation. As one of examples for light field data
circulation, light field streaming system. A target 3D object is captured
by using a light field camera; and then, captured light field data should
be compressed to transmit it. 3D display systems such as the compres-
sive display reproduces the 3D object using transmitted light field data.
For the output data of the display systems, subjective evaluation can be
obtained from viewers. By analyzing the result of evaluation, what is
the important for 3D display systems would be found. Although what is
important for 3D display system depends on the purpose of the system,
each circulation stage could also be improved depending on the subjective
evaluation; consequently, light field data circulation could be realized.

More specifically, I also consider data circulation in this study as shown
in Figure 5.4. I first find room for improving compression schemes by con-
sidering current performance of coding schemes and demands for practi-
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cal systems. The performance of existing schemes such as rate-distortion
characteristics, encoding/decoding times, and reconstructed images are
obtained by experiments, where an input light field is encoded/decoded
and data size, computational time for encoding/decoding, and visual qual-
ity are obtained. In the case of methods based on the modern video coding
standards, these data can be obtained by decoding the bitstream, which is
an output of the coding standards. Then, room for improving the scheme
can be discussed based on the obtained data. For instance, degradation of
decoded images can be confirmed by visual comparison and cause of the
degradation could be found by carefully observing it. When I considered
the method of applying disparity compensation to the progressive coding,
large degradation of decoded images was able to be seen on a part hav-
ing large disparities by comparing the decoded images with original one.
Based on the result of the discussion, I could consider approaches for light
field compression. After considering approaches, I actually implement the
approaches and conduct experiments. Through the experiments, I can ob-
tain new data of the considered light field coding scheme and discuss the
remaining issues and new approaches based on the obtained data. This
procedure could be considered as one of data circulation.
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Chapter 6

Conclusion and Future Works

This thesis has focused on a light field coding technology and its practical
application. I have especially discussed a light field coding scheme using
weighted binary patterns and coding efficiency of light field transmission
frameworks for a compressive 3D display.

Chapter 2 has described background knowledge and related works to
get a better understanding of light field coding problems. The definition
of light field was first introduced, and several architectures for a 3D dis-
play were compared and the advantages of a compressive 3D display was
described. The basic knowledge of modern video coding standards was
briefly reviewed since they can be applied to light field coding. As re-
lated works, studies on light field coding utilizing modern video coding
standards were described. This chapter described that the related works
basically focused on applying the modern video coding standards to light
field coding with small modifications.

Chapter 3 has discussed a light field coding scheme using weighted bi-
nary patterns. This chapter first introduced the light field coding scheme
with weighted binary patterns and optimization process for encoding, i.e.
derivation of binary patterns and weights. The key concept of the scheme
is approximating a light field using a weighted sum of only several bi-
nary patterns. We have proposed the scheme based on an idea that the
standard video coding techniques are not necessarily the most suitable
for a dense light field. The proposed scheme achieves comparable per-
formance to that of the video coding standards applied to a light field
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though the video coding standards have been optimized using enormous
labor and time. An important advantage of this scheme is dramatically
simple decoding process, which allows us to implement a faster and less
power-hungry decoder. Then, I have also proposed a novel method of ap-
plying disparity compensation framework to the binary patterns to address
a trade-off problem between computational complexity of the encoding
process and rate-distortion performance in the proposed scheme. Exper-
imental results show that the proposed method improves rate-distortion
performance while keeping feasible computational complexity. This im-
provement is the first contribution of this thesis.

Chapter 4 has discussed a practical light field coding scenario where
a compressive 3D display is adopted as a receiving terminal. First, the
detail of practical scenario was described. Then, two light field trans-
mission frameworks under the scenario were introduced. First framework
transmits a light field directly and layer patterns are calculated with the
transmitted light field in receiver side. Second framework calculates layer
patterns from the original light field in advance and transmits the obtained
patterns. Experimental results demonstrate that the second framework
achieves superior rate-distortion performance to that of first framework
in lower bit range; namely, coding efficiency of layer patterns is better
than that of a light field. This investigation of coding efficiency under the
practical scenario is the second contribution of this thesis.

Chapter 5 has described a relationship between real-world data circu-
lation (RWDC) and this thesis. RWDC is a novel academic field including
engineering, information science, economics, and medicine proposed by a
special curriculum for Ph.D. students named real-world data circulation
leaders, program for leading graduate schools, Nagoya University. The
basic concept and example of RWDC were first introduced; then, I dis-
cussed data circulation in light field processing and a study on light field
coding. Light field processing includes data circulation and the concept
of data circulation is helpful for executing this study.

As future works of this study, I first should consider further improve-
ment and extension of light field coding using weighted binary patterns.
In practical applications, light field images with a high resolution is desir-
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able to provide high quality 3D experiences, and various kinds of 3D scenes
should be handled. Although the effectiveness of the proposed method was
demonstrated, it is examined for only limited cases where a resolution of
light field images is small. Approximating larger light field images us-
ing weighted binary patterns would be difficult because they include large
disparities and their redundancy among viewpoints becomes small. This
difficulty should be addressed for further improvements of the scheme.
Additionally, we investigated how to apply the baseline and progressive
methods to color light field images in [47], but the proposed method using
disparity compensation is applied to only grayscale light field images in
this thesis; thus, I also should consider how to apply disparity compen-
sation framework to color light field images. After addressing the above
issues, I should consider how to apply the proposed method to practi-
cal applications such as a light field display system and a free-viewpoint
synthesis system.

Next, I will further be able to investigate the coding efficiency of a
light field and layer patterns. I simply adapted H.265/HEVC to a light
field and layer patterns in this thesis. However, there are many researches
for efficiently compressing a light field using the video coding standards
and applying the modern video codecs to layer patterns might not be
suitable because the codecs have been optimized for natural image/video
sequences and layer patterns are different from natural images. There is
a room for further investigation of coding efficiency in the scenario.
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