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ABSTRACT
Solvent polarization around a polar solute molecule plays an essential role in determining the electronic and thermodynamic properties of
solutions. In this study, a solvent-polarizable model in response to solute polarization is proposed, which is coupled with a three-dimensional
reference interaction-site model theory. The charge-response kernel is used to describe solvent polarizability, and four different coupling
schemes are assessed. The most feasible behavior scheme among them is the one that incorporates responses not only to solute polarization
but also to solute-induced solvent polarization. The numerical results indicated that solvent molecules near the polar solute show significant
polarization, and therefore, the model proposed here is useful for considering the solvation process and thermodynamics of polar solute
molecules.
Published under license by AIP Publishing. https://doi.org/10.1063/5.0004173., s

I. INTRODUCTION

A solvent molecule is polarized on solvating an ionic or polar
solute molecule by the solute itself as well as by other solvent
molecules. Such a polarization enhances the electrostatic interaction
with the surroundings and plays an important role in determin-
ing the electronic and thermodynamic properties of the solution.1

The electron transfer reaction is a typical process affected by solvent
polarization. There are two major components of solvent polariza-
tion, namely, the fast electronic polarization and the relatively slow
molecular orientational polarization, and they behave differently in
the electron transfer reaction. When the electronic distribution of a
solute molecule changes suddenly due to electron transfer, the elec-
tronic polarization immediately responds to the change, followed
by the slow relaxation of the orientational polarization of the sol-
vent molecules. The orientational polarization usually dominates the
electronic polarization in the equilibrium state, but the latter polar-
ization mainly affects the energy change for some nonequilibrium
states, such as the Frank–Condon state, which are essential to the
electron transfer reaction in solution.

Many polarizable models for solvent molecules have been
developed.2–9 The charge-response kernel (CRK) method developed
by Morita and Kato is one of the successful models of polarizable
solvents that has been applied in molecular dynamics (MD) sim-
ulation studies to various chemical and physical processes in bulk
solution and at the liquid–vapor interface.10–17 The CRK represents
the response of point charges on atoms to the electrostatic potential
acting on each atomic site or atomic group; the principles of CRK
will be presented in Sec. II.

The method combining CRK with the reference interaction-site
model (RISM) theory, a statistical mechanics theory of molecular
liquids, has been proposed by Naka et al.18 The RISM theory allows
us to obtain the solvation structure of molecular liquids, considering
the microscopic intermolecular interaction in the thermodynamic
limit, unlike other popular solvation models, such as MD simu-
lation or the continuum model.19–21 This method was applied to
evaluate the excitation energies of small organic molecules in sev-
eral solvent systems, and the effect on the spectral shift of the solute
molecules induced by the electronic polarization of the solvent was
analyzed.18
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To consider the solvent electronic polarization, the electrostatic
potential acting on the solvent molecule generated by both the solute
and other solvent molecules should be considered. However, only
the effects of the solute electrostatic potential on the solvent polar-
ization were included in the former theory for the solute–solvent
systems. Thus, for further improvement, it is desirable to develop
a theory that can consider the electrostatic potential from the other
solvent molecules.

In the present study, we propose a solvation theory combined
with a solvent-polarizable model in response to the solute polariza-
tion based on the three-dimensional (3D) RISM theory and CRK
method. The 3D-RISM theory is an advanced theory of RISM suit-
able for describing the solvation structure and thermodynamics of
fully anisotropic systems.22–26 An advantage of using 3D-RISM is
that it can handle not only complex solute molecules but also the
contribution from anisotropic solvent distribution. We refer to the
3D-RISM taking solvent polarization into account with the CRK as
the sp-3D-RISM theory. In this paper, we propose four different
scheme types for the electrostatic potential that induces the sol-
vent polarization. Because the induced polarized solvent charges
affect the dielectric properties of the solvent on solvation, we assess
the dielectric constant and refractive index. We also propose a free
energy functional formalization of the sp-3D-RISM theory and an
analytical expression for the solvation free energy. We applied the
sp-3D-RISM theory for the hydration of monatomic ions and polar
polyatomic molecules to demonstrate the advantages of the theory.

II. THEORY
A. CRK

In the present study, we employed the CRK model to take the
charge polarization of the solvent molecule into account.5,10 In this
model, the partial charge on atom v, located at position r, deviates
from its value in vacuum, Qvac

v , due to the electronic polarization, as

Qv(r) = Qvac
v + ΔQv(r). (1)

The charge polarization of atom v at position r, ΔQv(r), is given as
the linear response to the electronic potential on other intramolecu-
lar sites by

ΔQv(r) =∑
v′

Kvv′V(r + lvv′), (2)

where Kvv ′ is a CRK and V(r) is the electrostatic potential at the
position r. lvv ′ is a vector connecting atoms v and v′. The CRK is
defined as

Kvv′ =
∂Qv

∂Vv′
=
∂Qv′

∂Vv
, (3)

where Qv is the partial charge of atom v and Vv denotes the elec-
trostatic potential acting on atom v. (∂Qv/∂Vv ′ ) can be evaluated by
the second derivative of the energy with respect to the electrostatic
potentials acting on atoms v and v′ [for details, see Eq. (7) in Ref. 10].

B. Solvent-polarizable RISM theory for neat
solvent systems

In a neat solvent, a polarized charge on a solvent atom is inde-
pendent of its position because the system is homogeneous and has

translational invariance. The polarized charge can thus be given by18

ΔQ0
v =∑

v′
Kvv′ρv′

∞

∫

0

Q0
v′

r
gvv′(r)4πr2dr, (4)

where ρv and gvv ′ (r) denote the number density of solvent atom v
and the radial distribution function (RDF) between atoms v and v′,
respectively. Q0

v = Qvac
v +ΔQ0

v is the partial charge of the solvent after
electronic polarization. In the RISM frame, the RDFs are obtained
by solving the RISM equation for a neat solvent system,

h = ω ∗ c ∗ ω + ω ∗ c ∗ ρh, (5)

coupled with a closure equation, such as the Kovalenko–Hirata (KH)
closure,

gvv′(r) =
⎧
⎪⎪
⎨
⎪⎪
⎩

exp{dvv′(r)}, dvv′(r) > 0

dvv′(r) + 1, dvv′(r) ≤ 0,
(6)

dvv′(r) = −βuvv′(r) + hvv′(r) − cvv′(r), (7)

where h, c, ω, and ρ are the matrices having the elements hvv ′ (r),
cvv ′ (r), ωvv ′ (r), and ρvδvv ′ , respectively. hvv ′ (r), cvv ′ (r), and ωvv ′ (r)
denote the total, direct, and intramolecular correlation functions
between the solvent sites v and v′, respectively. The total correlation
function is related to the RDF by hvv ′ (r) = gvv ′ (r) − 1. The asterisk in
Eq. (5), “∗,” indicates the convolution integral, and β = 1/kBT is the
inverse temperature; uvv ′ is the intermolecular interaction potential
given by

uvv′(r) = uLJ
vv′(r) + uES

vv′(r), (8)

uLJ
vv′(r) = 4ϵvv′{(

σvv′

r
)

12
− (

σvv′

r
)

6
}, (9)

uES
vv′(r) =

Q0
vQ0

v′

r
, (10)

where ϵvv ′ and σvv ′ are the Lennard-Jones parameters with their
usual meanings.

C. Solvent-polarizable 3D-RISM theory
Here, we consider the system in which a solute molecule of

infinite dilution is immersed in the solvent. Unlike a neat solvent
system, solvent-polarized charges depend on the position of the sol-
vent site because the heterogeneous electrostatic potential due to the
solute and solvent molecules affects the solvent polarization. The
solvent-polarized charge density (PCD), ρvgv(r)δΔQv(r), around the
solute molecule is then given as

ρvgv(r)δΔQv(r) =∑
v′

Kvv′ ∫ ⟨ρv(r)ρv′(r′)⟩sV(r
′
)dr′, (11)

where δΔQv(r) is the change in polarized charge from that of the
neat solvent, Q0

v . gv(r) is a special distribution function of sol-
vent v, which is obtained by solving the solute–solvent 3D-RISM
equation

hv(r) =∑
v′
∫ cv′ (r

′
)(ωv′v(r − r′) + ρv′hv′v(r − r′))dr′, (12)
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coupled with a closure equation such as the KH closure

gv(r) =
⎧
⎪⎪
⎨
⎪⎪
⎩

exp{dv(r)}, dv(r) > 0

dv(r) + 1, dv(r) ≤ 0,
(13)

dv(r) = −βuCRK
v (r) + hv(r) − cv(r). (14)

Here, uCRK
v (r) is the solute–solvent interaction potential function

including the solvent-polarized charge. Equation (11) gives the PCD
as a function of the electrostatic potential. There are four physical
requirements that should be satisfied by this function as follows:
(i) no polarized charge appears where no solvent is present, (ii)
the electrostatic potential at a position with no solvent does not
affect the PCD, (iii) the polarized charge should be conserved after
being integrated over the whole space, and (iv) the application of
a uniform electrostatic potential does not induce the charge polar-
ization. The intramolecular density–density correlation function,
denoted as ⟨ρv(r)ρv ′ (r)⟩s, should be handled in a proper way to fulfill
all of these four requirements. Therefore, ⟨ρv(r)ρv ′ (r)⟩s was evalu-
ated in this study as the functional derivative of gu

v (r) with respect
to uv(r),

⟨ρv(r)ρv′(r′)⟩s = −
ρvδgu

v (r)
βδuv′(r′)

, (15)

as was proposed by Yamaguchi et al.27,28 In the functional deriva-
tive, a solvent molecule under consideration should be treated as “a
solute” of infinite dilution to obtain the intramolecular correlation.
gu

v (r) is a special distribution function of solvent v, which is obtained
by solving the solute–solute 3D-RISM equation.29 The detail of the
solute–solute 3D-RISM equation is mentioned in Subsection II D.

In the present study, we examined four different schemes for
treating the terms V(r) and uCRK

v (r). In Scheme I, only the electro-
static potential due to the solvent molecules was considered, so the
electrostatic potential is given by

V(r) =∑
u

qu

∣r − ru∣
≡ Vsolu(r), (16)

where qu and ru denote the point charge and the position of solute
atom u, respectively. The corresponding interaction potential is

uCRK
v (r) = uv(r) +

1
2
δΔQv(r)Vsolu(r), (17)

where

uv(r) = Q0
vVsolu(r)+∑

u

⎡
⎢
⎢
⎢
⎢
⎣

4ϵuv

⎧
⎪⎪
⎨
⎪⎪
⎩

(
σuv

∣r − ru∣
)

12

−(
σuv

∣r − ru∣
)

6⎫
⎪⎪
⎬
⎪⎪
⎭

⎤
⎥
⎥
⎥
⎥
⎦

. (18)

In this scheme, the electrostatic potential by other solvent molecules
is ignored for V(r). The second term on the right-hand side (rhs)
of Eq. (17) corresponds to −(μ ⋅E)/2 of the classical electrodynam-
ics, where μ and E denote the induced dipole and electric field,
respectively.30 This scheme is similar to that by Naka et al.18

In Scheme II, the electrostatic potential produced by the static
charges of other solvent molecules is included,

V(r) = Vsolu(r) +∑
v′
∫ ρv′gv′(r′)

Q0
v′

∣r − r′∣
erf(α∣r − r′∣)dr′

= Vsolu(r) + Vstat
solv(r), (19)

where the error function was introduced to remove the self-
interaction and α is an adjustable damping factor. In addition to
Scheme II, the electrostatic potential by the polarized solvent charge
induced by a solute molecule is also considered in Scheme III,

V(r) = Vsolu(r) + Vstat
solv(r)

+∑
v′
∫ ρv′gv′(r′)

δΔQv′(r′)
∣r − r′∣

erf(α∣r − r′∣)dr′

= Vsolu(r) + Vstat
solv(r) + Vpol

solv(r). (20)

For Schemes II and III, the interaction potential, uCRK
v (r), is the

same as that of Scheme I. In these schemes, gv(r), the distribution
of solvent molecules, does not reflect the changes in the electrostatic
potential due to δΔQv(r). To consider such an effect, we employed
the following interaction potential in Scheme IV:

uCRK
v (r) = uv(r) +

1
2
δΔQv(r)(Vsolu(r) + Vstat

solv(r) + Vpol
solv(r))

+ Q0
vVpol

solv(r). (21)

Because uCRK
v (r) includes δΔQv(r) in both Eqs. (17) and (21), the

3D-RISM/KH equation and Eq. (11) are iteratively solved to obtain
the self-consistent solution.

The renormalized solute–solvent interactions, uCRK
v (r) in

Eqs. (17) and (21), are given an ansatz in this subsection, and their
derivations using a density functional formalism will be given in
Sec. II E for Schemes I and IV.

We refer to the 3D-RISM taking solvent polarization into
account with CRK as the sp-3D-RISM theory. For discrimination,
the conventional 3D-RISM theory without a solvent polarization
model is called the nonpolarizable 3D-RISM (np-3D-RISM).

D. Intramolecular density–density
correlation function

In this subsection, a method for the numerical computation of
the intramolecular density–density correlation function, Eq. (15),
is proposed. To consider the functional derivative in Eq. (15),
we introduce the interaction potential with a set of perturbation
parameters, {λv},

u(λ)v (r) = u0
v(r) + λvV(r). (22)

Then, the corresponding distribution function, g(λ)v (r), satisfies the
relation as

∫

δg(λ)v (r)
δuv′ (r′)

V(r′)dr′ =
∂g(λ)v (r)
∂λv′

. (23)

Using this equation, the following relation can be obtained:

−∑

v′
Kvv′ ∫

ρvδgv(r)
βδuv′(r′)

V(r′)dr′ = −
ρv

β ∑v′
Kvv′

∂g(λ)v (r)
∂λv′

. (24)

Combined with Eqs. (15) and (24), we finally obtain

ρvgv(r)δΔQv(r) = −
ρv

β ∑v′
Kvv′

∂g(λ)v (r)
∂λv′

= −
ρv

β
∂gv(r)
∂γv

. (25)
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In the last term, we omitted the superscript (λ) from gv(r) for
simplicity, and we introduced a new coupling parameter, γv,
defined as

λv′ =∑
v

Kvv′γv. (26)

The derivative of the distribution function with respect to the per-
turbation parameter, ∂gv(r)/∂γv, is obtained by solving the coupled
perturbed solute–solute 3D-RISM with the KH closure (CP-uu-3D-
RISM/KH) equation as follows:

∂gu
v (r)
∂γv′

=

⎧
⎪⎪⎪
⎨
⎪⎪⎪
⎩

(−
β∂uu

v(r)
∂γv′

+ ∂gu
v (r)

∂γv′
−

∂cu
v(r)

∂γv′
)gu

v (r) for gu
v (r) < 1

−
β∂uu

v(r)
∂γv′

+ ∂gu
v (r)

∂γv′
−

∂cu
v(r)

∂γv′
for gu

v (r) ≥ 1,

(27)

∂gu
v (r)
∂γv′

=∑

v′′
∫

∂cu
v′′(r

′′
)

∂γv′
ωuu

v′′v(∣r − r
′′
∣)dr′′. (28)

Here, one of the solvent molecules is regarded as “solute” to distin-
guish it from other solvents.29 From Eqs. (22) and (26),

∂uu
v(r)

∂γv′
= V(r)

∂∑v′′ Kvv′′γv′′

∂γv′
= Kvv′V(r). (29)

Defining Gvv′(r) = ∂gu
v (r)/∂γv′ and Cvv′(r) = ∂cu

v(r)/∂γv′ and
introducing Tvv′(r) = Gvv′(r) − Cvv′(r), Eqs. (27) and (28) become

Cvv′(r) =
⎧
⎪⎪⎪
⎨
⎪⎪⎪
⎩

−βKvv′V(r)gu
v (r) + (gu

v (r) − 1)Tvv′(r) for gu
v (r) < 1

−βKvv′V(r) for gu
v (r) ≥ 1,

(30)

T̃vv′(k) = −C̃vv′(k) +∑
v′′

C̃v′′v′(k)ω̃uu
v′′v(∣k∣), (31)

where T̃vv′(k) and C̃vv′(k) are the Fourier transforms of Tvv ′ (r) and
Cvv ′ (r), respectively. Here, V(r), gu

v (r), and ω̃uu
vv′(∣k∣) are given by

the former calculations; hence, Eqs. (30) and (31) can be solved in
an iterative manner to obtain

ρvgv(r)δΔQv(r) =
⎧
⎪⎪⎪
⎨
⎪⎪⎪
⎩

ρvgv(r)
β {βKvvV(r) − Tvv(r)} for gu

v (r) < 1
ρv
β {βKvvV(r) − Tvv(r)} for gu

v (r) ≥ 1.

(32)

A similar relation can be obtained for the hypernetted-chain (HNC)
closure instead of KH (see the supplementary material).

E. Free energy functional formalization
of the sp-3D-RISM theory

In this subsection, we propose a free energy functional for-
malization of the sp-3D-RISM theory with Scheme IV. First, we
overview the ordinary free energy functional formalism without
electronic polarization.31–33 The free energy of the system Ω0 is
described as a function of the solvent distribution function gv(r)
in the absence of solute molecules, where the partial charge of
the solvent, Q0

v = Qvac
v + ΔQ0

v , is assumed to be independent of
the electrostatic potential. The solvent distribution in the presence
of solute molecules is obtained as that minimizing Ω0[{gv(r)}]
+∑v ρv ∫uv(r)gv(r)dr; therefore, it satisfies the relation

ρvuv(r) +
δΩ0

δgv(r)
= 0, (33)

which describes the conventional 3D-RISM equation without the
electronic polarization of the solvent.

When the solvent charges polarize in response to the electro-
static potential, the total free energy of the system is extended as a
functional of gv(r) and δΔQv(r) by

Ωtot[{gv(r), δΔQv(r)}] = Ω0[{gv(r)}] + Ωpol[{gv(r), δΔQv(r)}]

+∑
v
ρv ∫ uv(r)gv(r)dr

+∑
v
ρv ∫ Vsolu(r)δΔQv(r)gv(r)dr,

(34)

where uv(r) is a potential function given by Eq. (18); gv(r) and
δΔQv(r) are determined by minimizing Ωtot, and these conditions
lead to

ρvVsolu(r)gv(r) +
δΩpol

δΔQv(r)
= 0, (35)

ρvuv(r) + ρvVsolu(r)δΔQv(r) +
δΩ0

δgv(r)
+

δΩpol

δgv(r)
= 0. (36)

From the comparison between Eqs. (33) and (36), Eq. (36) is equiv-
alent to the 3D-RISM equation with the interaction potential

uCRK
v (r) = uv(r) + Vsolu(r)δΔQv(r) +

1
ρv

δΩpol

δgv(r)
, (37)

instead of uv(r).
The solvent polarization term of the free energy functional,

Ωpol, is given by

Ωpol[{gv(r), δΔQv(r)}] =∑
vv′
∬ ρvhv(r)Q0

vW(r, r′)ρv′gv′(r′)δΔQv′(r′)drdr′

+
1
2∑vv′

∬ ρvgv(r)δΔQv(r)W(r, r′)ρv′gv′(r′)δΔQv′(r′)drdr′

−
1
2∑vv′

∬ ρvgv(r)δΔQv(r)M−1
vv′(r, r′)ρv′gv′(r′)δΔQv′(r′)drdr′, (38)
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where

W(r, r′) =
erf(α∣r − r′∣)
∣r − r′∣

, (39)

Mvv′(r, r′) = Kvv′⟨ρv(r)ρv′(r′)⟩s. (40)

The physical meanings of Eq. (38) are as follows. The first term
describes the electrostatic interaction energy between the fixed and
polarized charges of the solvents, and the second term is that
between polarized charges of different solvent molecules. The last
term stands for the energy cost to distort the intramolecular elec-
tronic state of the solvent. Substitution of Eq. (38) into Eq. (35) leads
to

ρvgv(r)δΔQv(r)

= ∑

v′v′′
∬ Mvv′(r, r′)W(r′, r′′)hv′′(r′′)ρv′′Q0

v′′dr
′′dr′

+ ∑
v′v′′
∬ Mvv′(r, r′)W(r′, r′′)gv′′(r′′)ρv′′δΔQv′′(r′′)dr′′dr′

+∑
v′
∫ Mvv′(r, r′)Vsolu(r

′
)dr′

=∑

v′
∫ Mvv′(r, r′)V(r′)dr′, (41)

where
V(r) = Vsolu(r) + Vstat

solv(r) + Vpol
solv(r). (42)

Equation (41) with Eq. (42) is equivalent to Eq. (11) combined with
Eq. (20) in Scheme IV.

The solute–solvent interaction potential with solvent charge
polarization, uCRK

v (r) of Eq. (21), is derived by substituting Eq. (38)
into Eq. (37) as

uCRK
v (r) = uv(r) + Q0

v∑
v′
∫ W(r, r′)ρv′gv′(r′)δΔQv′(r′)dr′

−
1

2ρv
∑

v′v′′
∬ ρv′gv′δΔQv′(r′)

×
δM−1

v′v′′

δgv(r)
ρv′′gv′′(r′′)δΔQv′′(r′′)dr′′dr′. (43)

The second term on the rhs of Eq. (43) can be rewritten as

Q0
v∑

v′
∫ W(r, r′)ρv′gv′(r′)δΔQv′(r′)dr′ = Q0

vVpol
solu(r), (44)

and the third term is

−
1

2ρv
∑

v′v′′
∬ ρv′gv′δΔQv′(r′)

×

δM−1
v′v′′(r

′, r′′)
δgv(r)

ρv′′gv′′(r′′)δΔQv′′(r′′)dr′′dr′

=
1

2ρv
∑

v′v′′
∬ V(r′)

δMv′v′′(r′, r′′)
δgv(r)

V(r′′)dr′′dr′

≈
1
2

V(r)δΔQv(r). (45)

The details of the approximation applied for the last part are given
in the supplementary material. Substituting Eqs. (44) and (45) into
Eq. (43) gives

uCRK
v (r) = uv(r) + Q0

vVpol
solu(r) +

1
2

V(r)δΔQv(r), (46)

which corresponds to Eq. (21).
Scheme I can also be derived in the free energy functional

formalism. In this case, Ωpol in Eq. (38) is replaced as

Ωpol[{gv(r), δΔQv(r)}] = −
1
2∑vv′

∬ ρvgv(r)δΔQv(r)M−1
vv′(r, r′)

× ρv′gv′(r′)δΔQv′(r′)drdr′. (47)

Comparing Eqs. (41) and (47), it is clear that the electrostatic inter-
action of a polarized charge on a solvent with other solvents is
neglected in Scheme I.

F. Analytical expression of solvation free energy
for sp-3D-RISM theory

The solvation free energy is given by the Kirkwood charging
formula as

Δμ =∑
v
ρv ∫

1

0
dλ[

duv(r)
dλ

gv(r) +
dVsolu(r)

dλ
gv(r)δΔQv(r)],

(48)

where λ is the charging parameter. Using Eqs. (35) and (36), the
solvation free energy can be rewritten as

Δμ = Ω0[{gv(r)}] + Ωpol[{gv(r), δΔQv(r)}]

+∑
v
ρv ∫ uv(r)gv(r)dr

+∑
v
ρv ∫ Vsolu(r)gv(r)δΔQv(r)dr. (49)

Because gv(r), the distribution function, is determined by solving the
3D-RISM equation, the Singer–Chandler formula for the solvation
free energy, ΔμSC, is related to Ω0[{gv(r)}] as

ΔμSC = Ω0[{gv(r)}] +∑
v
ρv ∫ uCRK

v (r)gv(r)dr. (50)

Substituting Eqs. (38) and (50) into Eq. (49), an analytical expression
of solvation free energy for the sp-3D-RISM theory with Scheme IV
can be obtained as

Δμ = ΔμSC + Ωpol[{gv(r), δΔQv(r)}]

−∑

v
ρv ∫ [u

CRK
v (r) − uv(r)]gv(r)dr

+∑
v
ρv ∫ Vsolu(r)gv(r)δΔQv(r)dr

= Δμsc −∑
v
ρv ∫ gv(r)(Q0

v +
1
2
δΔQv(r))Vpol

solv(r)dr. (51)
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In the case of Scheme I, the use of Eq. (47) instead of Eq. (41) gives
the simple expression for the solvation free energy as

Δμ = ΔμSC. (52)

III. COMPUTATIONAL DETAILS
In the present study, we examine the water solvent at 298.0 K

with a number density of 0.0334 Å−3. The Lennard-Jones param-
eter for the solvent water is taken from the simple point charge
(SPC) model with a modified hydrogen parameter σH = 1.00 Å and
ϵH = 0.046 kcal/mol.34,35 The CRK and the molecular structure of the
solvent water are taken from the literature.10 The point charge of the
solvent water in vacuo is determined by the electrostatic potential
method with the restricted Hartree–Fock/double zeta plus polar-
ization (RHF/DZP) level. The dielectric constant for the dielectric-
consistent RISM (DRISM) calculation is set at 78.5.36 The dielectric
correction of sp-3D-RISM is described in detail in Sec. IV B. The
number of grid points for the computation of the neat solvent system
is 2048 with a grid width of 0.05 Å. We also used the SPC/E model34

for comparison. The adjustable damping factor α in Eq. (19) was set
to 0.5 Å−1. Other values of α are examined in the supplementary
material.

For the solute–solvent system, we examined ions and small
molecules as solute molecules, namely, Na+, K+, Cl−, I−, Ca2+, ace-
tone, and alanine. The optimized potentials for liquid simulations
(OPLS) for all atoms (-AA) and the united atom (-UA) and the gen-
eralized Amber force field (GAFF) parameter were used for ions,
acetone, and alanine, respectively.37–41 The molecular structure of
alanine was determined by RHF/DZP with a polarizable continuum
model calculation. The number of grid points for the 3D-RISM cal-
culation was 1283 with a grid width of 0.25 Å for a monatomic solute
and 0.5 Å for molecules.

All the calculations were conducted using the RISM integrated
calculator (RISMiCal) program package developed by us.42–44

IV. RESULTS AND DISCUSSION
A. Neat solvent system

The solvent distribution and the charge polarization of the neat
solvent system were examined. In Table I, the point charges on the
solvent water in the neat solvent are summarized. By applying the
solvent-polarizable model, the polarization of the solvent water was
drastically enhanced. The point charge on the oxygen atom was neg-
atively enhanced as ΔQ0

v = −0.2738 and −0.2693 for standard RISM
and DRISM, respectively. The standard RISM provided the dielectric
constant ε = 32.4, whereas that of DRISM was set to 78.5. In the case
of DRISM, the polarization was slightly smaller than for standard
RISM.

In Fig. 1, the RDFs of water are depicted, and the results are
compared for solvent-polarizable (sp)-DRISM, nonpolarizable (np)-
DRISM), and DRISM with the SPC/E model. The np-DRISM calcu-
lations used {Qvac

v } for the solvent point charges. For both oxygen–
oxygen of water (Ow–Ow) and oxygen–hydrogen of water (Ow–Hw),
the RDFs of np-DRISM and DRISM/SPCE show similar behavior
despite the differences in charge. By contrast, the RDF of sp-DRISM
shows significant differences. The second peak of Ow–Ow RDF of
sp-DRISM appears at 4.6 Å, which is called the finger-print peak,

TABLE I. Point charge on the solvent water in the neat solvent.

Point charge

Atom Qvac
v Q0

v(sp-RISM) Q0
v (sp-DRISM) SPC/E

O −0.806 −1.0798 −1.0753 −0.8476
H 0.403 0.5399 0.5376 0.4238

whereas np-DRISM and DRISM/SPCE have no peaks in this region.
The third peak is at 5.7 Å, which is very close to the second peaks
of np-DRISM and DRISM/SPCE. The Ow–Ow RDF of SPC/E water
with σH = 1.00 Å by RISM theory is known to have no finger-
print peak because of the approximations inherent in the RISM
theory.21 In the case of Ow–Hw RDF, the first and second peaks of
sp-DRISM were higher than those of np-DRISM and DRISM/SPC,
but their positions are almost the same. These features indicate that
the charge polarization enhanced the hydrogen-bond network in the
neat solvent system.

For all subsequent analyses, the DRISM was used for comput-
ing the solvent–solvent correlation functions.

B. Dielectric behavior
The solvent polarization strongly affects the dielectric behavior,

which is important for considering the electrostatic solvation in the
polar solvent. In this subsection, we examine the dielectric behavior
of the sp-3D-RISM theory in the long-range continuum limit.

The dielectric constant in the optical frequency limit is related
to the refractive index, n, by ε∞ = n2, corresponding to the dielec-
tric constant when the solvent density field remains in its equi-
librium without the applied field, while the polarization charge
responds fully to the applied field. The dielectric constant at zero
frequency limit is evaluated under the condition that both the
solvent density field and the polarization charge density relax
to the equilibrium values under the applied field. The analyti-
cal expressions of the dielectric constant at both zero and opti-
cal frequencies based on the sp-3D-RISM theory with different
approximation schemes are summarized in Table II. In this study,
we assumed that a periodic electrostatic potential is applied to a
homogeneous liquid. The dielectric constant was obtained from the
long-wavelength limit of the charge density as the linear response
of the electrostatic potential. The dielectric constant of the np
scheme, εnp, is related to the low-q behavior of the charge density
fluctuation as13

(1 − 1
εnp
) = lim

q→0
4πβ
q2 ∑

v,v′
Qv[ρvω̃vv′(q) + ρvh̃vv′(q)ρv′]Qv′ . (53)

Because the dielectric correction methods for the RISM theory, such
as DRISM or the dielectric-consistent Stell correction,45 are correc-
tions for the charge density fluctuation in the long-wavelength limit,
they can be used for the present theory “as is,” so long as Eq. (53) is
satisfied. The details of the derivation of these expressions are given
in the supplementary material. Here, ε∞ and ε denote the dielec-
tric constant of optical and zero frequency limits, respectively. In the
present study, εnp was set at 78.5 for the DRISM calculations. Thus,
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FIG. 1. RDFs of the solvent water between (a) oxygen atoms of water (Ow–Ow) and (b) oxygen and hydrogen atoms of water (Ow–Hw). Black solid, green dashed, and cyan
dotted lines denote the results by sp-DRISM, np-DRISM, and DRISM with SPC/E water parameters, respectively.

the value of ε is different from the value used as the input param-
eter of the DRISM calculation. ρv and αv are the number density
and polarizability of the solvent, respectively. The polarizability of
a solvent molecule can be related to CRK as

αv = −
1
3∑vv′

Kvv′(rv ⋅ rv′). (54)

In Table II, Schemes I and II have the same expression of ε∞,
whereas Schemes III and IV have another one. In Fig. 2, ε∞ is plotted
against the polarizability density, 4πρvαv, and is compared with the
Lorentz–Lorenz relation,30

ε∞ − 1
ε∞ + 2

= 4πρvαv. (55)

None of the four schemes can reproduce the Lorentz–Lorenz rela-
tion. The partial loss of information on the orientational correlation
in the interaction-site model might be responsible for the deviation
from the Lorentz–Lorenz relation. Schemes III and IV behave quan-
titatively better than Schemes I and II because the latter pair quickly
diverge with an increasing polarizability density, whereas the for-
mer pair are linear. The ε∞ values of all these schemes are smaller

TABLE II. Expression for the dielectric constant for each scheme. The numbers in
parentheses are the computed values with the present solvent model.

Scheme

I II III IV

ε∞ 1
1−4πρvαv

1
1−4πρvαv

4πρvαv + 1 4πρvαv + 1
(1.34) (1.34) (1.25) (1.25)

ε ε∞εnp

ε∞+εnp−ε∞εnp
ε∞εnp ε∞εnp ε∞+εnp+1

(–4.13) (105.37) (98.52) (78.75)

than the experimental one (≈1.78). This underestimation may origi-
nate from a lack of out-of-plane polarization of water in the present
model.

The functional form of ε for Scheme I in Table II suggests the
possibility of a nonphysical divergence in the case of strongly polar
and polarizable solvents. Actually, the ε value in Scheme I becomes
negative in the present case. Although finite, for Schemes II and
III, the ε value can be unphysically large in the presence of elec-
tronic polarization. The ε values of Schemes II and III are 105.37
and 98.52, respectively, which are much larger than the dielectric
constant of the neat solvent, 78.5. In contrast, Scheme IV has a
physically reasonable expression because the electronic and nuclear

FIG. 2. Dielectric behavior in different schemes. Solid, dashed, and dotted lines
depict Schemes I and II, Schemes III and IV, and the Lorentz–Lorenz relation,
respectively.
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polarizations are additive, and ε takes a reasonable value, 78.75.
Therefore, we conclude that Scheme IV shows the best dielectric
behavior among the four schemes, and Scheme IV was used for
further analysis.

C. Solvent polarization around monatomic ions

The solvent polarization induced by simple monatomic ions
is examined in this subsection. The PCD distributions and the

FIG. 3. Polarized charge densities around the (a) chloride and (b) iodide ions, the RDFs around the (c) chloride and (d) iodide ions, and the Δg(r) around the (e) chloride and
(f) iodide ions. Solid and dotted lines denote the oxygen and hydrogen atoms of the solvent computed by sp-3D-RISM, respectively; green dashed and dashed–dotted lines
denote oxygen and hydrogen by np-3D-RISM, respectively.
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RDFs around the anions are depicted in Fig. 3. Because one of the
positively charged Hw atoms in the first solvation shell orients to an
anion, the first RDF peak of hydrogen appears at around 2.5 Å, and
the PCD of hydrogen shows a positive peak at the position. By con-
trast, a negative peak of the PCD of oxygen appeared at 3.6 Å, which
corresponds to the first RDF peak. The hydrogen atom near the
second RDF peak, which corresponds to another Hw atom in the
first solvation shell, has weak negative polarization. In the case of
the iodide ion, although the peak positions of both the PCD and the
RDF shift to a long range, they behave similarly to the chloride ion
case.

The results for the cations are depicted in Fig. 4. The nega-
tively charged Ow atom of the solvent water was oriented to the
solute cation; therefore, the first RDF peak of oxygen appears closer
than that of the positively charged hydrogen atom. According to
this picture, the polarization of an oxygen atom near a solute cation
becomes negative, and hence, that of the hydrogen atom connecting
to the oxygen becomes positive.

In the case of the sodium ion, the Ow atom of the solvent water
is negatively polarized at contact distance from the ion. The polar-
ization rapidly decays away from the ion because the electric field of
the ion is screened by solvating water molecules. At the short-range
side of the second RDF peak, the oxygen shows positive polarization,
which may be induced by the negatively polarized oxygen at the first
solvation shell. The hydrogen also shows negative polarization near
the first RDF peak. This unexpected negative peak of hydrogen may
be attributed to the orientational fluctuation of the water molecule.
When one of the hydrogen atoms oriented to the opposite side of
a cation has a large positive polarization, the other hydrogen atom
can have negative polarization. Actually, the PCD of hydrogen has
a positive value at the long-range side of the first peaks of hydrogen
RDF. These polarizations of the solvent water cause the RDF peaks
to be lower than those of the np-3D-RISM results; in addition, the
peak positions are slightly shifted to the shorter range. Because the
peak height is determined by the competition between the ion–water
and the water–water interactions, it is considered that in this case,

FIG. 4. Polarized charge densities around the (a) sodium, (b) potassium, and (c) calcium ions, the RDFs around the (d) sodium, (e) potassium, and (f) calcium ions, and the
Δg(r) around the (g) sodium, (h) potassium, and (i) calcium ions. Solid and dotted lines denote the oxygen and hydrogen atoms of the solvent computed by sp-3D-RISM,
respectively; green dashed and dashed–dotted lines are oxygen and hydrogen by np-3D-RISM, respectively.
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the peak was reduced due to the enhancement of the water–water
interaction due to the polarization. A potassium ion shows a sim-
ilar tendency to that of the sodium ion, although the peak height
is smaller, and the position is shifted to the longer range due to
the larger ionic radius of the potassium ion. A calcium ion shows
a similar, but more enhanced, behavior compared with the mono-
valent cations. The polarization of the solvent around the calcium
ion was much larger than that around the sodium and potassium
ions.

The effect of introducing the solvent-polarizable model on the
solvation free energy was also examined. In Table III, the solvation
free energies evaluated by sp- and np-3D-RISM are summarized. As
shown in Figs. 3 and 4, the solvent water molecules were polarized
in response to the electric field by the solute ions. Therefore, the ions
were stabilized with the polarizable rather than nonpolarizable sol-
vent. In the present study, monovalent ions were more stabilized in
the polarizable solvent by about 3–6 kcal mol−1. The calcium ion, a
divalent cation, shows a much stronger stabilization by polarization
than the monovalent ions (−19.6 kcal mol−1). These results suggest
that the polarization of the solvent molecules has a strong effect on
the solvation of the ions and that its magnitude significantly depends
on the solute net charges.

D. Solvent polarization around polyatomic molecules
The effects of solvent polarization on the solvation of polar

molecules, namely, acetone and alanine, were considered.
In Fig. 5, contour plots of PCD, δΔQg, and the change in the

distribution function, Δg(r) = gsp−3DRISM(r) − gnp−3DRISM(r), around
solute acetone are shown. An acetone molecule has a dipole moment
along the carbonyl C==O axis and the oxygen has a negative point
charge. The Hw forming a hydrogen bond with the carbonyl oxy-
gen has a positively polarized charge induced by the negatively
charged carbonyl oxygen, and the Ow outside the positively polar-
ized hydrogen distribution is negatively polarized. The distribution
of Hw near the carbonyl oxygen increases, whereas the distribution
just outside decreases. This means that the distribution of hydro-
gen shifts toward inside and the height decreases, which is simi-
lar to the monatomic anion cases. The PCD around the carbonyl
oxygen shows a similar behavior to that around the anion. At the
opposite side of carbonyl oxygen, close to the methyl group, both
the solvent oxygen and the hydrogen are negatively polarized, and
the oxygen, in particular, shows a stronger polarization than the

TABLE III. Solvation free energies of the ions and molecules. Units are given in
kcal mol−1. Numbers in parentheses are relative values from np-3D-RISM.

Solute Δμ (sp-3D-RISM) Δμ (np-3D-RISM)

Na+ −77.2 (−3.8) −73.4
K+ −57.0 (−2.8) −54.2
Cl– −89.1 (−6.1) −83.0
I– −70.0 (−5.7) −64.3
Ca2+ −358.6 (−19.6) −339.0
Acetone 8.2 (−2.7) 10.9
Alanine −34.5 (−6.8) −27.7

FIG. 5. (a) and (b) are the contour plots of polarized charge density, δΔQ(r)g(r),
and (c) and (d) are the relative spatial distribution functions, Δg(r), around solute
acetone. (a) and (c) are those of Ow, whereas (b) and (d) are those of Hw.

hydrogen because the positive methyl groups are mainly solvated by
the oxygen.

An alanine molecule was also considered as an example of polar
solute molecules, which takes a zwitterionic form, where the car-
boxyl and amine groups have negative and positive net charges,
respectively. In addition, alanine has a hydrophobic methyl group.
In Fig. 6, spatial distributions of PCD, δΔQg, are depicted. The sol-
vent oxygen was negatively polarized around the positively charged
amine group, while the solvent hydrogen was positively polarized
around the negatively charged carboxyl group. Such behavior cor-
responds to the polarization around monatomic ions described
above. In contrast, neither oxygen nor hydrogen showed noticeable
polarization around the hydrophobic methyl group. The changes
in the distributions of oxygen and hydrogen, Δg, are depicted in
Figs. 7(a) and 7(b), respectively. The distributions of oxygen and
hydrogen were enhanced around the amine and carboxyl groups,
and decreased just outside of them. These behaviors correspond to
the cases of cation and anion, respectively.
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FIG. 6. Spatial distributions of polarized charge density, δΔQ(r)g(r), of (a) Ow and
(b) Hw of the solvent water around the alanine zwitterion. Red and blue surfaces
are isosurfaces δΔQ(r)g(r) = +0.03e and −0.03e, respectively.

FIG. 7. Relative spatial distributions, Δg(r), of (a) Ow and (b) Hw of the sol-
vent water around the alanine zwitterion. Red and blue surfaces are isosurfaces
Δg(r) = +0.5 and −0.5, respectively.

The solvation free energies of acetone and alanine are pre-
sented in Table III. Similar to the ions, the solvent polarization
stabilizes them. The alanine showed a stronger stabilization than
acetone. Owing to its larger partial charges, the alanine induces a
higher polarization on the solvent molecule, resulting in stronger
stabilization.

V. SUMMARY
We proposed the sp-3D-RISM theory, which takes the charge

polarization of solvent molecules into account using the CRK
method. Four different coupling schemes were considered. Among
these, Scheme IV showed a reasonable dielectric behavior because
it has no divergent character and presents additivity for electronic
and orientational polarizations, and numerical relevance compared
with the Lorentz–Lorenz relation. Scheme IV considers the effect of
both the solute and solvent molecules including the electronic polar-
ization of the solvent. The sp-3D-RISM was also formalized based
on the free energy functional, and the analytical expression for the
solvation free energy was derived.

The sp-3D-RISM theory with Scheme IV was applied to the sol-
vation of the monatomic ions and polar polyatomic molecules in
water. The solvent water molecules were polarized around the solute
molecules according to the electrostatic potential by both the solute
and solvent molecules: namely, the oxygen atom oriented toward the

cations or the positively charged atoms was negatively charged, and
the hydrogen atom forming a hydrogen bond to the anions or the
negatively charged atoms was positively charged. In addition, the
polarized solvent molecules near the solute affected the polariza-
tion of other solvent molecules. We also examined the effect of the
solvent polarization on the solvation free energy. For all the solute
molecules, the solvation free energy became lower due to the polar-
ization, in particular, the divalent calcium cation showed a strong
stabilization.

The numerical results indicated that the solvent molecules near
the polar solutes showed significant polarization, and hence, the
model proposed here is useful for considering the solvation process
and the thermodynamics of polar solute molecules, such as electron
transfer reactions in solutions or biological systems. Furthermore,
the method proposed here can be combined with a quantum chemi-
cal electronic structure theory in solution such as 3D-RISM-SCF.24,46

The combination of the 3D-RISM-SCF with sp-3D-RISM allows us
to examine the solute electronic structure including the excited state
in detail, which is applicable, for example, to the photo-induced
excited state electron transfer reaction in solution. Such studies are
currently in progress in our group.

SUPPLEMENTARY MATERIAL

See the supplementary material for the derivation and data that
support the findings of this study and the derivation of the sp-3D-
RISM with HNC closure, details of approximation in Eq. (45), the
derivation of dielectric constants, assessment of the damping fac-
tor, spatial distribution around polyatomic molecules, and force field
parameters.
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