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ABSTRACT

S
hape optimization methods are well-established tools for solving free boundary problems.
A prototype problem of free boundary problems is the so-called Bernoulli problem. In the
literature, several shape optimization reformulation of the problem have been offered and

intensively studied. Although these existing formulations already provide excellent numerical results,
much improvement can be done as we will showcase in this thesis. Therefore, one of the main
objectives of this study is to introduced new shape optimization formulations of the Bernoulli
problems. In comparison with the classical settings, it will be shown that the new formulations are
more attractive, not only in the theoretical point of view, but also in terms of numerical aspects. In this
respect, we design a state-of-the-art gradient-based iterative scheme for the numerical realization
of the proposed shape optimization problems. Several numerical experiments are carried out to
demonstrate the performance and efficacy as well as the stability of the proposed methods. The
results are compared with those obtained from classical formulations.
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PREFACE

T
he research described in this work has been carried out under the supervision of Hideyuki
Azegami at Azegami Laboratory under the Department of Complex Systems Science. The in-
vestigation primarily focuses on the analysis and numerical studies of new shape optimization

methods for solving free boundary problems, including shape identification problems, which was
made possible through a Japanese Government (Monbukagakusho) scholarship.

Overview of the thesis

This thesis pays particular attention to state-of-the-art numerical techniques for solving free bound-

ary problems in the framework of shape optimization. Therefore, this work considers the prototype

problem of free boundary problems known as the Bernoulli problem (also called as Alt-Caffarelli

problem in some literature). In this respect, new shape optimization reformulations of the Bernoulli

problem are proposed as improvements to existing classical and standard formulations.

The objectives of this thesis

The main contribution of this research work is two-fold:

• First, we present three reformulations of the Bernoulli problem into shape optimization settings

that have not been examined yet in the literature. The main point of departure for the first two

formulations is the introduction of a new state problem associated with a classical boundary-

data-tracking cost functional minimization approach and a standard energy-like error objective

functional minimization problem. The third proposed formulation, on the other hand, consists

of a new objective functional which basically tracks the L2 mismatch at the free boundary

between the computed Dirichlet boundary data of two auxiliary state problems. As a customary

problem, the existence of optimal shape solutions to these shape problems is established

through a C 1-diffeomorphism of a uniform tubular neighborhood of the free boundary under

a C 1-regularity assumption on the unknown free boundary.

• Second, we offer a Lagrangian-like approach based on finite element methods to numerically

solve various concrete numerical examples of the proposed shape optimization formulations

of the Bernoulli problem. This is in contrast to the fixed-point approach, the level-set method,

or the boundary element method which are commonly used numerical techniques in the

xv
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literature for solving the Bernoulli problem in the context of shape optimization. Towards this

end, we design a novel gradient-based optimization procedure exploiting both the gradient and

Hessian informations to numerically solve the new shape optimization problems. The novelty

of our proposed iterative scheme lies in the practical application of the so-called Sobolev

Newton method and in the use of appropriate formula for the step size of the algorithm.

We point out that in the standard H 1 Newton method, the exact expression for the (shape)

Hessian is used to regularized the descent vector. Here, however, we will only use the Hessian

information at the solution of the free boundary problem in preconditioning the said vector.

Because the selection of the step size is critical for the efficiency of the algorithm, we will couple

our proposed first- and second-order gradient-based methods with a natural choice for the

step size formula. We emphasize that the choice for the step size, especially in the case of the

second-order method, is new to this work.

The structure of this thesis

The plan of the thesis is as follows:

Chapter 1 The first chapter gives a brief introduction to shape optimization and reviews the notion

of free boundary problems. Essential notations, abbreviations, and necessary function spaces

used throughout the thesis are gathered and introduced here. The class of Bernoulli problems,

considered as prototype of free boundary problems, is then discussed. Its various shape opti-

mization formulations in the classical setting are recalled and new formulations are presented.

In this respect, different methods available to derive the so-called shape derivative of cost

functions are reviewed. A short exposition of the theory about optimal shape problems in an

abstract setting is also provided. The chapter ends by addressing the existence of optimal shape

solutions for the new shape optimization formulations of the (exterior) Bernoulli problem.

Chapter 2 The second chapter provides the essentials and tools for shape optimization problems.

An overview of the development of shape calculus through the notion of the velocity (or speed)

method and of the perturbation of the identity operator method are discussed. Some properties

of the operator of the latter method are also presented. Moreover, several useful identities

from tangential calculus are given. Formal definitions of material and shape derivatives of the

states, as well as the definition of Eulerian shape derivatives, are also provided, including a

fundamental result in shape optimization known as Hadamard-Zolésio structure theorem. The

chapter then examines the sensitivity of the cost functionals with respect to domain variations.

In this regard, the concept of shape derivatives via minimax differentiability of a Lagrangian

due to Delfour and Zolésio is revisited and then applied to derive the first-order Eulerian

shape derivative (or shape gradient) of the L2 tracking functional. On the other hand, the

chain-rule approach, also known as the material derivative method, is used to calculate the

Eulerian shape derivatives (up to the second-order) of an energy-gap-type functional and a
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new boundary objective functional. The computed shape derivatives of the shape functionals

are characterized in accordance with the structure theorem.

Chapter 3 The third chapter deals with the numerical treatment of the proposed shape optimization

formulations of the Bernoulli problem. It is demonstrated here how the computed first- and

second-order shape derivatives of the cost functions can be used to devise an efficient boundary

variation algorithm to solve concrete numerical examples of the shape optimization problems.

The novel part of the optimization procedure put forward in the chapter is the utilization

of the shape Hessian (i.e., the second-order Eulerian shape derivative) information at the

solution of the Bernoulli free boundary problem, instead of using the exact boundary integral

form of the expression, coupled with an original Newton step-size formula. Various numerical

experiments are conducted to evaluate the efficiency of the proposed methods. Numerical

results are compared with those obtained from classical formulations.

The final chapter, Chapter 4, gives the conclusion of this thesis. Some recommendations for future

works related to the present investigation are also given.

The main contents of each chapter of the thesis can also be visualized in the diagram below.

Bernoulli Problem Shape Optimization Solution

Existence Result Shape Gradient H 1 Gradient Method

Ill-posedness Shape Hessian H 1 Newton Method

Chapter 1

Chapter 2 Chapter 3
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I
n this chapter, an overview of the ideas and principles of shape optimization are discussed as

one can find in introductory texts about the subject (see, e.g., [43, 73, 106]). A separate chapter

is provided for the essentials and tools in shape optimization.
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CHAPTER 1. INTRODUCTION

1.1 An Overview of Shape Optimization

One of the main purpose of shape optimization is to provide a common and systematic framework

for optimizing structures described by various possible physical or mechanical models. A typical

problem is to modify an object’s shape in such a way that the result is optimal with respect to a

certain specification. This specification is usually some sort of an objective functional which then has

to be minimized or maximized. Usually, the functional being solved depends on the solution of a

given partial differential equation (PDE) defined on an unknown domain. One of the classical shape

optimization problem is the so-called isoperimetric problem or more popularly known as Dido’s

problem in modern calculus of variations. The problem seeks to find, among all admissible domains

with a given perimeter (this explains the term “isoperimetric”), the one whose Lebesgue measure is

as large as possible. Equivalently, one could minimize the perimeter of a set among all admissible

domains whose Lebesgue measure is specified [23]. A variant of this problem wherein a part of the

boundary is fixed is often associated with Queen Dido as she dealt with, possibly, one of the first kind

of an isoperimetric problem.

In recent years, the study of shape optimization has become increasingly popular in the aca-

demics and in industry, partly because many problems from real world applications can be recasted

into shape optimization problems. In fact, the topic is quite indispensable in the design and con-

struction of industrial structures such as drag reduction of cars, boats, aircrafts and spacecrafts

[106].

In general, a shape optimization problem consists of two main ingredients: an objective function

(and sometimes called a shape function or a cost function) J(Ω,u) with arguments Ω ⊂ Rd and u,

where the state variable u := u(Ω) satisfies an equality constraint e(Ω,u) = 0. The goal then is to

minimize the cost function J :Oad →R over some admissible subset Oad of the larger collection of

sets or shapes {Ω :Ω⊂Rd}. In an abstract formulation, a typical problem can be stated as follows

(1.1)
minimize J (Ω,u) over (Ω,u) ∈Oad ×X(Ω)

subject to u = u(Ω) solves e(Ω,u) = 0,

where X is usually a function space. The constraint e(Ω,u) = 0 could be a PDE or systems of PDEs

such as the Poisson equation with a Dirichlet condition. A specific Oad could be the set of all open

subsets of a set U ⊂Rd.

Apart from its numerous applications in engineering and applied sciences, an interesting charac-

teristic of shape optimization is that it involves different areas of mathematics, such as differential

geometry, partial differential equations, real and complex analysis, and topology. However, the ma-

jor difficulty with the study of the subject is the lack of a vector space structure for the set of sets

{Ω :Ω⊂Rd}. Therefore, one cannot actually apply the standard tools from real analysis such as the

Fréchet or the Gâteaux derivative to examine (1.1). A workaround for this problem is to identify

sets with functions; thereby giving the space of these functions a Lie group or manifold structure as

detailed below; cf. [43].
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1.1. AN OVERVIEW OF SHAPE OPTIMIZATION

In order to investigate the behavior of shape functions with respect to variations of domains, the

concept of shape calculus was developed. The study of shape optimization then began in the 1970s

where the first results involved shape derivatives, the shape gradient, and the associated shape differ-

ential equation that provides existence results for asymptotic evolution of a shape gradient flow [61].

In his 1973 seminal work [113] on shape optimization, Zolésio adopted the idea of velocity method,

and in the 1980s, the subject of shape sensitivity analysis, which was first applied by Hadamard in

[63] in his study of elastic plates, was then intensively studied by Sokołowski and Zolésio. A formal

discussion of the mathematical methods used in shape sensitivity analysis, especially the notion of

material derivative, is issued in [106].

Basically, in general, two types of domain perturbations are considered: the first strategy is known

as the method of perturbation of the identity operator, and the second one is called the velocity or

speed method. The latter method, which is based on the deformation generated by the flow of a

velocity field, is more general than the former approach. However, it may be shown that the two

methods of deforming a domain are actually equivalent [43, 106], and that using one or the other is

rather a matter of preference. Therefore, in this thesis, the results with respect to shape sensitivity

analyses will be given using the method of perturbation of the identity operator, but, of course, the

speed method can also be applied.

Consider a shape function J :Oad →R defined on some admissible set Oad and a set Ω contained

in a larger set U . Then, the reference domainΩ is perturbed by an appropriate family of diffeomor-

phisms Tt : U →U , t > 0, with T0 = I where I denotes the identity operator. The diffeomorphisms

generates a family of perturbed domainsΩt := Tt (Ω), for t > 0, and one may define Tt as the flow of

a vector field V : U →Rd. Here, of course,Ω=Ω0 by convention. The Eulerian semi-derivative (if it

exists) is then defined as the limit

dJ (Ω)[V ] := lim
t↘0

J (Ωt )− J (Ω)

t
.

The map V → dJ (Ω)[V ] is said to be shape differentiable if it is linear and continuous. In this case, the

expression dJ (Ω)[V ] is called the shape derivative of J atΩ in the direction of the vector field V . The

well-known “structure theorem” of shape optimization states that under certain assumptions on the

domainΩ and on the state variable u, the shape derivative is a distribution acting on the normal part

V ·n of the perturbation field V on the boundary ∂Ω. In most cases, when the boundary possesses

enough regularity, the shape derivative dJ may be written in boundary integral form

(1.2) dJ (Ω)[V ] =
∫
∂Ω

g (Ω)n ·V dσ,

where g (Ω) : ∂Ω→ R is usually the restriction of a function defined in a neighborhood of ∂Ω. The

boundary integral (1.2) is viewed as the canonical form of shape derivative of shape functionals in

shape optimization literature (see Theorem 2.1.7).

For state constrained shape optimization problems, where the state is a solution to a system

of PDEs, the shape differentiability may be difficult to prove depending on the state system. Nev-

ertheless, several methods are available in the literature to derive the shape derivative of a given
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CHAPTER 1. INTRODUCTION

cost functional and one procedure is as follows One may express the cost function g (z) (z being

an element of a topological vector space) of PDE constrained shape optimization problems as a

minimax of a Lagrangian function L taken over vector spaces X and Y, i.e.,

g (z) = min
x∈X

max
y∈Y

L(z, x, y).

The shape differentiability problem of the cost function is then transported to the differentiability

of the minimax. In this regard, a theorem due to Correa and Seeger [33] provides a direct result on

the differentiability of g (z), where z ∈Z, Z a locally convex space, and (x, y) ∈X×Y, where X and Y

are two Hausdorff topological spaces. Because spaces of shapes or domains are not locally convex

spaces, Delfour and Zolésio [38] reformulated the hypotheses of the said theorem to make them

readily applicable to the computation of the shape derivative.

Another approach which may be used to derive the shape differentiability is the so-called chain

rule approach. In this method, the material derivative which can be interpreted as the derivative of

the state with respect to the domain is introduced to derive the shape differentiability. This derivative

only appears in an intermediate step and is not actually present in the final expression for the shape

derivative of the cost functional. The term material derivative originates from continuum mechanics

where it describes the time rate of change of some physical quantity, such as the mass, for a material

element subjected to a time dependent velocity field. From the optimal control point of view this is

nothing but the derivative of the control-solution operator, where the control is the domain and the

solution is some function solving a PDE. Here, it is worth to mention that the minimax formulation

mentioned previously actually has an advantage over the chain rule approach because the former

provides the shape derivative of cost functionals bypasses the computation of the expressions for the

shape and material derivative of the states though the introduction of appropriate adjoint variables.

Other methods which may be used to prove the existence of the shape derivative of a given cost

functional are the following:

• Another formal approach which is often used to derive the boundary expression is due to Céa

[29]. This method, now popularly known as Céa’s Lagrange method, uses the same Lagrangian

as in the minimax formulation. However, it requires that the shape derivatives of the state

and the adjoint equation exist and belong to the solution space of the PDE. In addition, the

method has to be used with caution because it may yield the wrong formula, and there are

some instances where the method actually fails [94].

• In a quite recent paper [79], Ito, Kunisch and Peichl proposed a rigorous approach, now known

as the rearrangement method, to derive the shape derive of a cost functional. This method

allows to prove the shape differentiability under the assumption that the domain-solution

operator is Hölder continuous with an exponent bigger than 1/2 and admits a second-order

expansion with respect to the unknown. Moreover, the method does not need the state or the

cost to be convex but requires a first-order expansion of the PDE and cost function with respect

to the unknown such that the remainder vanishes with order two.
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• In [108], Sturm proposed an improvement of the minimax formulation. This new method

does not require a saddle point assumption when the function L is a Lagrangian (i.e., a sum

of a utility function and a linear penalization of the state equation), and the novelty of the

approach is to replace the usual adjoint state equation by an averaged adjoint state equation.

For problems where the function is a Lagrangian, this result allows one to carry out shape

sensitivity analyses for a very broad class of shape optimization problems involving linear, semi-

linear and even quasi-linear PDEs. Finally, we mention that there is an interesting penalization

method introduced in [39].

In this thesis, we will use the minimax formulation as well as the chain rule approach to prove

the shape differentiability of the cost functions that will be introduced in subsection 1.3.2. The

cost functions that will be examined here actually serve as criterions for the shape optimization

reformulations of the Bernoulli free boundary problem which is the main topic of this thesis. Before

we concentrate on the Bernoulli problem itself (see Section 1.3), we first introduce the necessary

function spaces that will be used in our discussion.

1.2 Notations, Abbreviations and Functions Spaces

In this section, we will introduce and give a rough discussion of the function spaces necessary for the

weak formulation of elliptic boundary value problems and for the boundary transformations used in

the investigation of the shape optimization problems issued in this thesis. The notations, definitions,

and results stated in this section can be found mostly in Chapter 2 of [43]. For further discussions of

the topics, see, for instance, [4, Chapter 2–4], [95, Chapters 3 and 4] and [102, Chapter 2].

We first list below all symbols, abbreviations and notations that are frequently used in the thesis.

These are, of course, standard and will also be recalled occasionally in the subsequent parts of the

thesis for the readers convenience.

1.2.1 Notations and Abbreviations

R,N,N0 real numbers, natural numbers, non-negative integers

d dimension of a space

Rd d - times product of R

BVP(s) boundary value problem(s)

PDE(s) partial differential equation(s)

Ω a bounded, open connected subset of R2 of class C k,l

∂Ω boundary ofΩ

Ω closure of Ω, i.e. Ω=Ω∪∂Ω
U a C k,l domain in Rd, hold-all or universal domain

det A determinant of a matrix A
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A−1, A>, A−> inverse, transpose and inverse traspose of a matrix A

Tt perturbation of the identity operator

DTt Jacobian of the transformation Tt

I identity operator

H , H ′ Hilbert space, dual of the Hilbert space H

‖ ·‖H norm in space H

n the outward unit normal vector, n := (n1,n2) in R2

τ the unit tangent vector

∇ϕ gradient of a scalar function ϕ

∇ϕ ·n the normal derivative a scalar function ϕ; also expressed here as ∂nϕ

∇Σϕ tangential gradient of a scalar function ϕ

V , V̂ autonomous (time-independent), non-autonomous (time-dependent) velocity field

DV Jacobian of a vector field V

divΣV tangential divergence of a vector field V

Also, for our convenience, we will use the notation “.” throughout the thesis. This means that if

P .Q, then there exists some constant c > 0 such that P 6 cQ. Obviously, Q& P is defined as P .Q.

Meanwhile, the notation “P ∼Q” means that “P .Q and P &Q.”

1.2.2 Continuous Functions

Let U ⊂Rd be an (open) bounded domain. We denote by C (U ) :=C 0(U ) the set of functionsϕ : U →R

continuous in U . By C k (U ), with k ∈N0, we denote the space of k-times continuously differentiable

functions in U ; that is,

C k (U ) := {
ϕ ∈C (U ) : Dαϕ ∈C (U ) for allα, |α|6 k

}
,

whereα is multi-index:α := [α1,α2, · · · ,αd ] ∈ [N0]d , of length |α| :=α1 +α2 +·· ·+αd , and the partial

derivative operator Dα is defined as

Dαϕ := ∂|α|

∂xα1
1 ∂xα2

2 · · ·∂xαd

d

ϕ,
∂0

∂x0
i

ϕ :=ϕ.

For k ∈N0, the set of k-times continuously differentiable functions with compact support in U is

denoted as

C k
0 (U ) :=

{
ϕ ∈C k (U ) : suppϕ := {x ∈U :ϕ(x) 6= 0} ⊂U is compact

}
.

Accordingly, we define C∞(U ) :=⋂
k∈NC k (U ), C∞

0 (U ) :=⋂
k∈NC k

0 (U ), and denote Dk (U ) as the space

of C k functions from U to Rd with compact support contained in Rd.
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1.2. NOTATIONS, ABBREVIATIONS AND FUNCTIONS SPACES

Definition 1.2.1. We say that a function ϕ is called uniformly continuous on a set U ⊂Rd, and denote

ϕ ∈C (U ), if for every ε> 0 there exists δ> 0 such that for all points x, y ∈U satisfying |x − y | < δ it

holds that |ϕ(x)−ϕ(y)| < ε.

By C (U ) :=C 0(U ) we understand functions bounded and uniformly continuous in U , and are

continuously extensible to its boundary ∂Ω. For k ∈N0, we also introduce the complete (i.e. Banach)

spaces

C k (U ) :=
{
ϕ ∈C (U ) : Dαϕ ∈C (U ) for allα, |α|6 k

}
,

equipped with the norm

‖ϕ‖C k (U ) := ∑
|α|6k

max
x∈U

∣∣Dαϕ(x)
∣∣ .

Here, we identify Dαϕwith its extension to U . In accordance with this definition, we denote C∞(U ) :=⋂
k∈NC k (U ) and C∞

0 (U ) :=⋂
k∈NC k

0 (U ).

Definition 1.2.2. We have the following definitions.

Equicontinuous A set K ⊂ C (U ) is called equicontinuous if the parameter δ := δ(ε) in Definition

1.2.1 can be chosen independently of ϕ ∈ K .

Relative Compactness Let X denote a metric space. The set Y⊂X is relatively compact in X if for

every sequence {yn} ⊂ Y there exists a subsequence {ynk } and an element y ∈ X such that

ynk → y in X.

We have the following classical compactness theorem (see, e.g., [43, Theorem 2.4, p. 65]).

Theorem 1.2.1 (Arzelà-Ascoli). A set K ⊂C (U ) is relatively compact if and only if it is bounded and

equicontinuous.

For the proof of this standard result, we refer the readers, for example, to [95].

Using an inductive argument, it can also be shown that a set K ⊂C k (U ) is relatively compact if

and only if it is bounded in C k (U ) and the sets K s := {
Dαϕ :ϕ ∈ K , |α| = s

}
are equicontinuous for all

s6 k.

Lastly, we define the Banach space of Hölder continuous functions for k ∈N0, µ ∈ (0,1],

C k,µ(U ) :=
{
ϕ ∈C k (U ) :

[
ϕ

]
α,k <∞ for allα, |α|6 k

}
,
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with norm

‖ϕ‖C k,µ(U ) := ‖ϕ‖C k (U ) +
∑

α,|α|=k

[
ϕ

]
α,k ,

[
ϕ

]
α,k := sup

x,y∈U
x 6=y

∣∣Dαϕ(x)−Dαϕ(y)
∣∣∣∣x − y

∣∣µ .

The set C 0,1(U ) is the space of Lipschitz continuous functions.

1.2.3 Lebesgue and Sobolev Spaces

For 16 p6∞ we define the Lebesgue spaces

Lp (U ) := {
ϕ is measurable onΩ : ‖ϕ‖Lp (Ω) <∞}

with

‖ϕ‖Lp (U ) :=
(∫

U
|ϕ(x)|p dx

)1/p

, ‖ϕ‖L∞(U ) := esssup
U

|ϕ|.

Equipped with the respective norms, the spaces Lp (U ) and L∞(U ) are Banach spaces. In the special

case, p = 2, the L2(U ) space with the inner product

〈ϕ,ψ〉L2(U ) :=
∫

U
ϕ(x)ψ(x)dx

inducing the ‖ · ‖L2(U ) norm, is a Hilbert space. Additionally, we define the space L1
loc(K ) of functions

ϕ ∈ L1(K ) for any compact subset K ⊂U .

Now, to define weak solutions to boundary value problems (BVPs), it is necessary to introduce

the Sobolev spaces. On C∞(U ), C∞
0 (U ) we define for p ∈ [1,∞) and m ∈N the Sobolev norms

‖ϕ‖W m,p (U ) :=
( ∑
α, |α|6m

∥∥Dαϕ
∥∥p

Lp (U )

)1/p

, ‖ϕ‖W m,∞(U ) := max
α, |α|6m

∥∥Dαϕ
∥∥

L∞(U ) .

The spaces W m,p (U ) and W m,p
0 (U ) with p ∈ [1,∞)∪ {∞} are the completions of C∞(U ) and C∞

0 (U )

with respect to the norms ‖ · ‖W m,p (U ) and ‖ · ‖W m,∞(U ), respectively (see also Appendix A).

For p ∈ [1,∞) and m = k + s with k ∈N0, s ∈ (0,1), the definition of W m,p (U ) can be extended by

considering the Sobolev–Slobodeckij norms

‖ϕ‖W m,p (U ) := (‖ϕ‖W k,p (U ) +|ϕ|m,p,U
)1/p ,

with the semi-norm

|ϕ|m,p,U :=
( ∑
α, |α|=k

∫
U

∫
U

∣∣Dαϕ(x)−Dαϕ(y)
∣∣p

‖x − y‖d+sp
dy dx

)1/p

.

For convenience, we denote the L2(U ) based Hilbert spaces, for example, H m(U ) :=W m,2(U ), with

the inner product 〈ϕ,ψ〉H m (U ) := ∑
α, |α|=k

〈
Dαϕ,Dαψ

〉
L2(U ) for m ∈N, and

〈ϕ,ψ〉H m (U ) := ∑
α, |α|6k

〈
Dαϕ,Dαψ

〉
L2(U )

+ ∑
α, |α|=k

∫
U

∫
U

(
Dαϕ(x)−Dαϕ(y)

)(
Dαψ(x)−Dαψ(y)

)
‖x − y‖2+sp dy dx,
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for m = k + s with k ∈N0 and s ∈ (0,1). The above inner products induce the norm ‖ · ‖W m,2(U ) for

m = k + s with k ∈N0 and s ∈ (0,1) for p = 2. For further discussion of Lebesgue and Sobolev spaces,

we refer the readers, for instance, to [4, Chapter 2 and 3] and [95, Chapter 2].

1.2.4 Continuous Functions on Manifolds

Here we are primarily interested in C k,1-domains, particularly in the case when k ∈ {1,2}. These

domains of interest are bounded and connected subsets of a bigger set U . This set U is also a

bounded connected C k,1 domain and is sometimes called the universal or the hold-all domain in

the literature. The smoothness of these domains can be defined in the following sense. For a point

x = (x1, x2, . . . , xn) ∈Rd , let x = (x1, x2, . . . , xn−1) ∈Rd−1 so as to write x = (x , xn). Consider the unit ball

B1 :=B(0,1) and its subsets

B+
1 := {x ∈B1 : xn > 0}, B0

1 := {x ∈B1 : xn = 0}, B−
1 := {x ∈B1 : xn < 0}.

With these constructed set, a C k,µ-domain is formally defined as follows (see, e.g., [43, Definition 3.1,

p. 68]).

Definition 1.2.3. A domainΩ⊂Rd with a non-empty boundary ∂Ω is called a C k,µ-domain, where

06 k,0 < µ6 1, if for every y ∈ ∂Ω there exists a neighborhood Ny of y and a C k,µ diffeomorphic

map ψy :Ny →B1 :=B(0,1) such that

ψy (Ny ∩Ω) =B+
1 , ψy (Ny ∩∂Ω) =B0

1, ψy (Ny ∩Ωc ) =B−
1 .

We illustrate the definition for a C 1,1-domain Ω in two-dimensional space and the configuration

of the diffeomorphic mapping ψy is shown in Figure 1.1. A C 0,µ domain is called an µ-Lipschitz

x

xn

B+
1

B0
1

B−
1

Ny

yΩ

∂Ω

ψy

Figure 1.1: A C 1,1-domain Ω with ψy a diffeomorphic map from Ny to B(0,1)

domain, and, in this case, the map ψy is Lipschitz-continuous with Lipschitz constant µ [31].

9
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Remark 1.2.1. It can be shown that a domainΩ⊂Rd is µ-Lipschitz if and only it satisfies the so-called

ε-cone property [30, Definition 1].

The ε-cone property of Lispchitz domains will be essential to our analysis regarding the existence

of optimal shape solution to the shape optimization formulations of the Bernoulli problem that will

be introduced in Section 1.3.2.

1.2.5 Lebesgue and Sobolev Spaces on Manifolds

The Lebesgue spaces on boundaries of domains Lp (∂U ) can also be defined following the definition

for continuous functions. However, we skip the details and simply provide some facts because we are

only interested in the case p = 2. The space L2(∂U ) is a Hilbert space with the inner product

〈ϕ,ψ〉L2(∂U ) :=
∫
∂U
ϕ(x)ψ(x)dσ

inducing the norm ‖ · ‖L2(∂U ) := (∫
∂U | · |2 dσ

)1/2
.

For s ∈ (0,1), the Sobolev–Slobodeckij norm is defined as

‖ϕ‖H s (∂U ) := (‖ϕ‖L2(∂U ) +|ϕ|s,2,∂U
)1/2 ,

with the semi-norm

|ϕ|s,2,∂U :=
(∫
∂U

∫
∂U

|ϕ(x)−ϕ(y)|2
‖x − y‖d−1+2s

dσx dσy

)1/2

,

where d is, of course, the dimension of U .

For s < 0, we introduce the dual space H s(∂U ) := [H−s(∂U )]∗.

Theorem 1.2.2. For k ∈N, µ ∈ (0,1], 06 s6 k, and C k−1,µ domain it holds

H s(∂U ) ,→ L2(∂U ) = [L2(∂U )] ,→ H−s(∂U ).

In above theorem, both embeddings are continuous and dense. Moreover, the equality of L2(∂U )

and its dual is understood in Riesz’ sense. In addition, the previous result actually refers to the

so-called Gelfand triples. For details, see, for example, [102, Section 2.1.2.4, pp. 29–30].

Theorem 1.2.2 ensures that the inner product 〈 · , · 〉L2(∂U ) can be continuously extended to the

duality pairing on H−s(∂U )×H s(∂U ); that is,

〈ϕ,ψ〉L2(∂U ) := 〈ϕ,ψ〉H−s (∂U )×H s (∂U ) = lim
n→∞

∫
∂U
ϕn(x)ψ(x)dσ

10



1.3. THE BERNOULLI FREE BOUNDARY PROBLEM

for a sequence {ϕn} ⊂ L2(∂U ), ϕn →ϕ in the standard dual norm of H−s :

‖ϕ‖H−s (∂U ) := sup
ψ∈H s (∂U )\{0}

〈ϕ,ψ〉∂U

‖ψ‖H s (∂U )
.

For further details about Sobolev spaces on boundaries (or surfaces) and their embedding properties,

we refer the readers, for example, to [102, Section 2.4 and 2.5].

Finally, we end this section with the definition of the trace operator (see, e.g., [87, p. 100] or [102,

Section 2.6]) and a remark.

Proposition 1.2.1. LetΩ⊂Rd denote a Lipschitz domain. Then, there exists a unique linear continu-

ous mapping

γ : H m(Ω) → H m−1/2(∂Ω)

satisfying

(i) γ(ϕ) = ϕ
∣∣
∂Ω, for any ϕ ∈C (Ω)∩H m(Ω), and

(ii) ‖γ(ϕ)‖H m (Ω). ‖ϕ‖H m−1/2(Ω).

The function γ0(ϕ) = ϕ
∣∣
∂Ω, γ0 := γ : H 1(Ω) → H 1/2(∂Ω) is called the (Dirichlet) trace of the

function ϕ ∈ H 1(Ω). For the proof of the previous proposition, see, for example, [87, Theorem 3.37, p.

102].

Remark 1.2.2. Due to a result of Rademacher (see, e.g., [102, Theorem 2.7.1] or [112, Theorem 11A,

p. 272]), for Lipschitz domain Ω ⊂ Rd, the unit outward normal vector n can be defined almost

everywhere on ∂Ω and n ∈ L∞(∂Ω) := [L∞(∂Ω)]d . For ϕ ∈ H 2(Ω), we can define the normal derivative

as

γ1(ϕ) := 〈γ0(∇ϕ),n〉 ∈ L2(∂Ω) = [L2(∂Ω)]∗ ,→ H−1/2(∂Ω),

where the trace operator γ0 is, of course, understood as a component-wise application of γ0.

Throughout the thesis, instead of γ(ϕ), we simply write ϕ
∣∣
∂Ω.

For further discussion about integer order Sobolev spaces on Lipschitz domains, we refer to the

classical textbook by Calderón [25] or by Stein [107]. For the case of factional order Sobolev spaces

on Lipschitz domains, we refer to the book by McLean [87].

1.3 The Bernoulli Free Boundary Problem

Free boundary problems (FBPs) are usually PDEs which are to be solved for both unknown state

function(s) and an unknown domain. The phrase “free boundary” is used because the boundary

11
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of the domain or a part of it is not known in advance, and hence, a priori. Usually this terminology

is used to indicate that the boundary is stationary and a steady state problem exists but it is also

sometimes used to refer to the so-called moving boundaries. However, moving boundary problems

typically refer to problems that vary with time. For various biological and physical phenomena

modeled by FBP, one is referred to [26, 34, 57, 58, 110].

Now, in particular, if one is looking for a domain Ω on which a harmonic function u satisfies

a linear homogenous Dirichlet condition and a nonhomogenous Neumann boundary condition,

then one is solving the so-called Bernoulli free boundary problem. The problem is considered as the

prototype of a stationary FBP and is called in some literature as the Alt-Caffarelli problem (see [5]).

The name Bernoulli, as mentioned by Shargorodsky and Toland in [103, p. 1], was originally associated

to problems in hydrodynamics. In fact, Bernoulli problems find their origin in the description of

free surfaces for ideal fluids [59]. There are, however, numerous other applications leading to similar

formulations. More precisely, the problem arises in the context of optimal design related to insulation

minimizing the current or heat leakage [2, 55], or in galvanization, where the goal is to design an

electrode layered with metal coating of constant thickness across a given object [34, 85]. The problem

also appears in the context of electro chemistry and electro statics (see, e.g., [57]). For more industrial

applications, see [54].

The Bernoulli problem is classified as exterior and interior [56]. In the exterior problem, a bounded

and connected domainω⊂R2 with a fixed boundary Γ := ∂ω and a constant λ< 0 are known or given.

The task is to find a bounded connected domain D ⊂R2 with a free boundary Σ := ∂D, D contains

the closure of ω, and an associated state function u := u(Ω), where Ω= D \ω, such that the following

overdetermined system of partial differential equations (PDEs) is satisfied:

(1.3)



−∆u = 0 in Ω,

u = 1 on Γ,

u = 0 on Σ,

∂u

∂n
=λ on Σ.

In this formulation, n denotes the outward unit normal vector to the free boundary Σ. For an

illustration of the domain Ω and its boundaries, refer to Figure 1.2.

Instead of the Neumann condition on the free boundary, the authors in [17, 53] consider a

condition of the gradient of the state function u which results to the exterior Bernoulli FBP:

(1.4) −∆u = 0 inΩ, u = 1 on Γ, u = 0 and |∇u| = constant (< 0) on Σ.

The positivity of the Dirichlet data implies that u > 0 in Ω. Also, since u = 0 on Σ, all tangential

derivatives of u along Σ are actually zero. Hence, the gradient has only component in the normal

direction which eventually leads to the identity |∇u| = −∇u ·n on Σ (cf. [53]). This means that (1.4)

can be simplified into (1.3). On the other hand, in the interior Bernoulli problem, the boundaries Γ

12



1.3. THE BERNOULLI FREE BOUNDARY PROBLEM

and Σ are reversed with u = 0 on Γ, and u = 1 and ∂nu =λ, where λ> 0, on Σ. More exactly, we have

(1.5) −∆u = 0 inΩ, u = 0 on Γ, u = 1 and
∂u

∂n
=λ on Σ,

where n is the interior unit normal to Σ (see right drawing in Figure 1.2). These aforementioned

problems can be posed for the p-Laplacian [3] but here we mainly focus on problems (1.3) and

(1.5). The existence of solutions to the Bernoulli problem can be established by means of sub and

Ω

Σ

Γ

n

Ω

Γ

Σ

n

Figure 1.2: The domain Ω for the exterior (left) and interior (right) Bernoulli FBP

supersolutions [17] or through variational methods in the context of shape optimization [5]. The

former approach uses the idea of conformal mapping and extremal length while the latter technique

considers the problem of minimizing a certain cost functional over all elements of the solution space.

There is also another more recent approach that was offered in [57] wherein the notion of capacity

of a subdomain is introduced. The existence of solution is then proved via Poincaré’s variational

formula which was eventually utilized in minimizing the capacity among sets of equal volume.

Generally, the Bernoulli problem has no unique solution. In the case of exterior problem, it is

known that the problem admits elliptic solution for any λ< 0 [57] and uniqueness can be guaranteed

in the context of convex domains (see [57, Section 6.3] and [74]). In addition, the optimal free

boundary in this case is actually C 2,µ regular (see [76, Theorem 1.1]). On the contrary, the interior

case need not have a solution for every domain ω and for every positive constant λ> 0. Even so, at

least one solution exists for the more general case of p-Laplacian when ω is a convex domain with

smooth (at least C 1) boundary and λ is not less than the Bernoulli constant λ∗(Ω) > 0 [75]. Moreover,

uniqueness of solution holds for the interior case when λ=λ∗(Ω) [27].

1.3.1 Classical Shape Optimization Formulations of the Bernoulli Problem

Shape optimization is basically an area of study in the field of optimal control theory wherein the main

objective, as we have mentioned already, is to determine an optimal shape that minimizes a particular

cost functional subject to some given constraints. It is an infinite dimensional optimization where the

variable is no longer a scalar, a vector or a function, but rather a geometric domain which makes the

sensitivity analysis nontrivial. Methods of shape optimization can be applied to solve the Bernoulli

FBP. We emphasize that, because the conditions imposed on the free boundary Σ is overdetermined,

the problem is actually ill-posed. To circumvent this issue and solve the problem, one can actually

13
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rewrite the FBP into a shape optimization setting which involves now a well-posed state equation

(or set of well-posed state equations). This can be done in several ways. A common approach is to

choose one of the boundary conditions on the free boundary to obtain a well-posed state equation,

and then track the remaining boundary data in a least-squares sense. Such formulation has been

carried-out in several previous investigations; see, for instance, [49, 50, 67, 78, 100, 101]. Alternatively,

one can consider an energy-gap type cost function which consists of two auxiliary states; one that

is a solution of pure Dirichlet problem and one that satisfies a mixed Dirichlet-Neumann problem

(see, e.g., [1, 13–15, 51]). The objective function used in such a formulation is sometimes called the

Kohn-Vogelius cost functional since Kohn and Vogelius [82] were among the first who used such

a criterion in the context of inverse problems. Mathematically, in the case of the exterior problem,

these aforementioned formulations are given as follows:

Dirichlet-data-tracking functional minimization approach [50, 78, 100]

(1.6) min
Ω

JD(Σ) ≡ min
Ω

1

2
|uN|2L2(Σ) ≡ min

Ω

1

2

∫
Σ

u2
N dσ

where the state function uN := uN(Ω) is the solution to the mixed Dirichlet-Neumann problem

(1.7) −∆uN = 0 inΩ, uN = 1 on Γ, ∂nuN =λ on Σ;

Neumann-data-tracking functional minimization approach [49, 67, 101]

(1.8) min
Ω

JN(Σ) ≡ min
Ω

1

2

∥∥∥∥∂uD

∂n
−λ

∥∥∥∥2

L2(Σ)
≡ min

Ω

1

2

∫
Σ

(
∂uD

∂n
−λ

)2

dσ

where the state function uD := uD(Ω) is the solution to the pure Dirichlet problem

(1.9) −∆uD = 0 inΩ, uD = 1 on Γ, uD = 0 on Σ;

Energy-gap type cost functional minimization approach [1, 13–15, 51]

(1.10) min
Ω

JKV(Ω) ≡ min
Ω

1

2
|uN −uD|2H 1(Ω) ≡ min

Ω

1

2

∫
Ω
|∇ (uN −uD)|2 dx

where the state functions uN and uD satisfy systems (1.7) and (1.9), respectively.

Note that by Green’s first identity 1
2

∫
Ω |∇ (uN −uD)|2 dx =−∫

ΣuN (∂nuD −λ)dσ. Hence, minimizing

the cost functional JKV is equivalent to maximizing
∫
ΣuN (∂nuD −λ)dσ over all admissible domains

Ω.

In addition to the above formulations, one may also consider minimizing the Dirichlet energy

functional JDE subject to the pure Dirichlet boundary value problem (1.9):

Dirichlet-energy cost functional minimization approach [48, 52, 109]

(1.11) min
Ω

JDE(Ω) ≡ min
Ω

1

2

∫
Ω

(‖∇uD‖2 +λ2)dx

where the state function uD is the solution to the BVP (1.9).
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Finally, one may also opt to track, instead of the L2(Σ)-norm, the H−1/2(Σ)-norm of the Neumann

data of the pure Dirichlet problem (1.9), and consider the shape optimization reformulation of (1.3)

given as follows:

Minimization of the Neumann-data in H−1/2(Σ)-norm [68–70]

(1.12) min
Ω

JH−1/2 (Σ) ≡ min
Ω

1

2

∥∥∥∥∂uD

∂n
−λ

∥∥∥∥2

H−1/2(Σ)
.

where the state function uD satisfy the BVP (1.7).

Obviously, the minimization problems (1.8) and (1.12) only differ in terms of the tracking norm.

From the theoretical point of view, it seems that the latter formulation is more natural because for

Lipschitz domain Ω, the solution uD lives in the functional space H 1(Ω) and therefore the trace of u

on ∂Ω is in H−1/2(∂Ω). However, this choice of the tracking norm leads to difficulties in the sensitivity

analysis of the cost functional that is essential in the study of optimality conditions for the shape

optimization problem [80]. Nevertheless, in [70], the authors were able to bypass this difficulty by

applying a genetic algorithm in the optimization procedure which does not require shape sensitivity

analysis. On the other, in the subject of finite element discretization of (1.3) the numerical realization

of the standard dual H−1/2(Σ)-norm poses a non-trivial task primarily because the Neumann data

is not easy to obtain. In [69], the same authors propose a fictitious domain method to solve the

minimization problem (1.12). As a consequence of their proposed approach, the Neumann data is

approximated via Lagrange multiplier method while enforcing the Dirichlet boundary conditions

in (1.9). The norm computed with respect to H−1/2(Σ) is then realized as a volume H 1(Ω)-norm of

a function that is a solution of a certain transmission problem. Meanwhile, it should be noted that

higher regularity of the domain Ω (say Ω is a C 2,1-domain) lifts the regularity of the state function

uD (cf. [14, Theorem 29]) as well as its Cauchy data which will then allow the consideration of the

L2(Σ)-norm tracking of the Neumann data.

On the other hand, of course, similar formulations can be stated for the case of the interior

problem. For example, one can consider the minimization problem

(1.13) min
Ω

J int
N (Σ) ≡ min

Ω

1

2

∥∥∥∥∥∂uint
D

∂n
−λ

∥∥∥∥∥
2

L2(Σ)

.

where the state variable uint
D satisfies the following PDE system

(1.14) −∆uint
D = 0 inΩ, uint

D = 0 on Γ, uint
D = 1 on Σ.

1.3.2 New Shape Optimization Formulations of the Bernoulli Problem

The shape optimization reformulations of the Bernoulli problem presented in the previous section

already provide excellent results when combined with a numerical scheme to solve concrete numeri-

cal examples of the problem. However, further improvements of these existing shape optimization
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formulations is still possible as we will show in this thesis. Therefore, one of our main objectives in

this study is to introduce three novel reformulations of (1.3) into shape optimization settings which,

to the best of our knowledge, have not been studied yet in any previous investigation.

The main point of departure for the new formulations is the modification of the state equation or

one of the state constraint equations appearing in the shape optimization problems presented previ-

ously. More precisely, given a strictly positive real number β, we consider the following equivalent

form of (1.3) with a Robin boundary condition:

(1.15) −∆uR = 0 inΩ, uR = 1 on Γ,
∂u

∂n
+βuR =λ on Σ.

We will see in Chapter 2, especially in Section 2.2, and Section 3.2 that by utilizing the above problem

we will be able to improve not only the theoretical feature, but also the numerical aspect of the shape

optimization formulation presented in the previous sections. At this point, it is also noteworthy

to mention that Tiihonen [109] already consider such a state constraint in a shape optimization

reformulation of the exterior Bernoulli problem (1.3). In fact, instead of the mixed Dirichlet-Neumann

problem (1.7), Tiihonen used the mixed Dirichlet-Robin problem (1.15) as the state constraint for

the cost function JD(Σ) in his work in [109]. However, in this thesis, we will see that the use of such a

state problem is more advantageous when utilized in the case of tracking the Neumann-data in L2

sense (see Section 2.2).

Focusing on the exterior case, let us now introduce the new shape optimization reformulations

of the Bernoulli problem which we will investigate in this thesis. After stating each of the proposed

formulations, we will give a short motivation on why we proposed to examine the given shape

optimization problems. The first reformulation is a simple modification of the classical Neumann-

data-tracking approach. Instead of taking the pure Dirichlet problem (1.9) as the state system, we

consider the mixed Dirichlet-Robin problem (1.15) as the new state equation. That is, we have the

following minimization problem

Improved Neumann-data-tracking functional minimization approach

(1.16) min
Ω

J1(Σ) ≡ min
Ω

1

2

∥∥∥∥∂uR

∂n
−λ

∥∥∥∥2

L2(Σ)
≡ min

Ω

1

2

∫
Σ

(
∂uR

∂n
−λ

)2

dσ

where the state function uR := uR(Ω) solves the Robin problem (1.15). Note that when (Ω,uR) is the

solution to (1.3), J1(Σ) = 0 since ∂nuR =λ on Σ. On the other hand, when J1(Σ) = 0, we get from (1.15)

the equation −βuR = ∂nuR−λ= 0. Since β> 0, we obtain uR = 0 on Σ, and hence the overdetermined

system (1.3).

Motivation. The classical formulation of (1.3) in terms of tracking the Neumann-data in L2-sense

was studied in [67]. In this aforementioned study, the authors computed the shape derivative of

JN through rearrangement method; thereby avoiding the computation of the material derivative of
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the states but in turn requires the introduction of an appropriate adjoint state systems. The adjoint

state of the classical formulation (1.8)–(1.9) of (1.3), however, only enjoys one regularity less than its

corresponding state variable uD. In fact, when the domain Ω is of class C 1,1, the state variable uD is

H 2(Ω) regular while its corresponding adjoint state is only in H 1(Ω). This motivates us to consider

the minimization problem (1.16) subject to (1.15) since the Robin problem actually yields a more

regular adjoint state than the Dirichlet problem. Later on in this thesis, we will see that this higher

regularity of the adjoint state, coupled with a specific choice of the parameter β, provides more

stability when used in an iterative scheme than in the case of using the classical Neumann-data-

tracking formulation. We point out here that the proposed formulation (1.16) was also inspired by yet

another shape optimization formulation of (1.3) due to [109]. In the said paper, Tiihonen studied the

Dirichlet-data-tracking formulation of (1.3) but with state constraint given by (1.15). The main result

issued in the paper is that the choice of β appearing in the Robin boundary condition can possibly

influence the conditioning of the shape cost functional which is also the case in our new formulation.

Now, the second formulation is a modification of the Kohn-Vogelius cost functional minimization

problem (1.10) subject to (1.7) and (1.9). To be precise, we simply replace the state constraint uD with

uR which leads to the following formulation:

Modified Kohn-Vogelius cost functional minimization approach

(1.17) min
Ω

J2(Ω) ≡ min
Ω

1

2
|uR −uN|2H 1(Ω) ≡ min

Ω

1

2

∫
Ω
|∇(uR −uN)|2 dx

where, of course, uN and uR are the respective solutions to the PDE systems (1.7) and (1.15).

Motivation. The main reason we consider such modification of the classical Kohn-Vogelius cost

functional minimization approach roots from the fact that in most, if not all, shape optimization

reformulation of the Bernoulli problem, one is required to solve at least two systems of PDEs in order

to evaluate the gradient of the associated cost function (see, e.g., [14, Theorem 33] or [1, Theorem 2]

for the case of JKV, and also [51, Theorem 1] for the n-dimensional case of the problem). Contrary

to the classical energy-gap type minimization formulation, we shall see in a subsequent chapter

that, with the right choice of β and an additional assumption on uR, the shape gradient of the cost

function obtained from this new formulation depends only on the solution of the state system (1.7).

As a consequence, the shape problem (1.17) stated previously is more attractive compared to that of

the classical setting (1.8), especially in terms of numerical aspects of the formulation. We announce

in advance that, in the numerical examples presented here, the above proposed formulation provides

less computing time per iteration than the classical Kohn-Vogelius cost functional minimization

approach. The two formulations, however, are comparable in terms of mean over-all computing

time. In addition, it appears that the proposed formulation provides a somewhat more accurate

approximation of the optimal solution than the classical Kohn-Vogelius approach. We support these

claims with various numerical examples that are reported in the numerical part of the thesis.
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Lastly, we state our third proposed shape optimization reformulation of (1.3). The minimization

problem we give below is, to the best of our knowledge, has not been studied in any previous

investigation. Therefore it is a new shape optimization reformulation of (1.3). Its cost functional is a

boundary integral and involves two auxiliary states. More precisely, we have the following problem.

Dirichlet-data-gap cost functional minimization approach

(1.18) min
Σ

J3(Σ) ≡ min
Ω

1

2
‖uR −uN‖2

L2(Σ) ≡ min
Ω

1

2

∫
Σ
|uR −uN|2 dσ

where, again, uN and uR satisfies the PDE systems (1.7) and (1.15).

Notice that the cost function basically measures the L2(Σ) distance between the Dirichlet-data of

the solutions uN and uR of the PDE systems (1.7) and (1.15), respectively. For this reason, we call J3

as the Dirichlet-data-gap cost functional.

It should be apparent that the above formulation is equivalent to the exterior Bernoulli problem

(1.3) in the case of matching Dirichlet-data. Note that if (Ω,u) is a solution of (1.3), then uN =
uR = u, and therefore, J3(Σ) = 0. Conversely, if J3(Σ) = 0, then uN = uR on Σ. Hence, the equation

∂n(uN −uR) =βuR = 0 on Σ and the assumption β> 0 implies that uR = uN = 0 on Σ. Consequently,

u = uN = uR is a solution of problem (1.3).

It is worth remarking that, in the limiting case that β goes to infinity, the PDE system (1.15)

transforms into the pure Dirichlet problem (1.9) (this means that uR = 0 on Σ), leading us to recover

from (1.18) the classical Dirichlet-data-tracking formulation of the FBP (1.3).

We complete our introduction of the above novel shape optimization reformulation of (1.3) by

stating below our motivation behind the above problem.

Motivation. Our reason for considering the new cost functional J3(Σ) stems from the fact that

minimizing J2(Ω) subject to (1.7) and (1.15) over some set of admissible domains of Ω is, in some

sense, equivalent to finding the optimal shape solution to the optimization problem (1.18) subject

to the same state constraints. We explain this statement in more detail. Consider an open bounded

domainΩ⊂R2 with Lipschitz boundary ∂Ω, and let Γ be a closed subset of ∂Ω. Then, the inequality

‖w‖L2(∂Ω). ‖w‖H 1(Ω) obviously holds, for all w ∈ H 1(Ω). This inequality clearly exhibits the compact

embedding of H 1(Ω) in L2(∂Ω) (see, e.g., [86, p. 159]) which is primarily a consequence of the well-

known trace theorem (see, e.g., [87, Theorem 3.3.7, p. 102], [90, Theorem 5.5, p. 95]) coupled with the

compact embedding of H 1/2(∂Ω) in L2(∂Ω) (cf. [102, Theorem, 2.5.5, p. 61]). Moreover, because of

the relation ‖w‖L2(Γ). ‖w‖H 1(Ω), we know that the set H 1
Γ,0(Ω) = {w ∈ H 1(Ω) : w = 0 on Γ} is strongly

closed in H 1(Ω) and, in addition, a convex set. From [32, p. 54], for instance, we know that strongly

closed convex sets are also weakly closed (see also [24, Lemma 3.1.15, p. 119]). Hence, the weak

convergence wnk *w implies that w is in fact in the same set H 1
Γ,0(Ω). Furthermore, it may be shown

(following, for example, the proof of [71, Lemma 2.19, p. 62]) that |w |H 1(Ω) = ‖∇w‖L2(Ω)& ‖w‖H 1(Ω),

for all w ∈ H 1
Γ,0(Ω). This bound shows that the H 1(Ω)-seminorm | · |H 1(Ω) is actually equivalent to the
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H 1(Ω)-norm on H 1
Γ,0(Ω). Lastly, one can also verify, possibly by way of contradiction, that the norm

(1.19) ‖ ·‖H 1
Γ,0(Ω) :=

(
| · |2H 1(Ω) +‖·‖2

L2(Σ)

)1/2
,

on the other hand, is equivalent to the usual Sobolev H 1(Ω)-norm. From these results, taking w =
uN −uR ∈ H 1

Γ,0(Ω), we can easily deduce the following sequence of inequalities

‖uN −uR‖2
L2(Σ). |uN −uR|2H 1(Ω) +‖uN −uR‖2

L2(Ω). |uN −uR|2H 1(Ω).

It should also be recognized that the above relation is a mere consequence of the inequality

‖uN −uR‖2
L2(Σ). ‖uN −uR‖2

H 1/2+ε(Ω)

which holds true for any ε > 0 due to the trace theorem. This observation further gives us the

motivation to consider the minimization (1.18) subject to (1.7) and (1.15) over some set of admissible

domains (which we will specify later) for Ω to numerically solve the free boundary problem (1.3).

Before we end this section, we mention that the three formulations presented previously can also

be applied in the case of the interior problem. For example, the corresponding formulation to (1.16)

in the context of the interior problem can be stated as follows:

(1.20) min
Ω

J int
1 (Σ) ≡ min

Ω

1

2

∥∥∥∥∥∂uint
R

∂n
−λ

∥∥∥∥∥
2

L2(Σ)

,

where the state variable uint
D satisfies the following PDE system

(1.21) −∆uint
D = 0 inΩ, uint

R = 0 on Γ,
∂uint

R

∂n
+ β̃uint

R =λ+ β̃ on Σ,

and β̃ is, of course, a given non-negative positive number.

1.4 Existence of an Optimal Solution to Shape Problems

Our ultimate goal in this thesis is to solve concrete examples of the Bernoulli problem by performing

novel iterative gradient-based optimization procedures. Because our formulations are new, it is

customary to first show the existence of optimal solutions to our proposed shape problems. In this

section, we will resolve the issue of existence of a solution to the optimization problems presented in

the previous section by proving the continuity of solutions of the state problems with respect to the

domain. In order to do this, we will use a result concerning uniform continuity of the trace operator

with respect to a domain and a recent result regarding a uniform Poincaré inequality for variable

domains. To begin with, let us first give a general idea in proving existence of an optimal solution to

shape optimization problems. The discussion is borrowed from [71, Section 2.4, pp. 45–47].
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1.4.1 Abstract Setting of Optimal Shape Problem subject to PDE Constraints

Since the object of optimization in shape optimization problems are the domain in which state

problems are solved, then one needs to define convergence of sets through convergence of functions

that describe the boundary of the domains. In the literature, the convergences of sets and of functions

defined in variable domains can be described in many different ways and usually it depends on the

type of state problems that are in consideration. Here, however, we shall not particularize any specific

choice of these convergences in the abstract setting.

Let Oad be the set of admissible domains and Õad be a larger set containing Oad. Consider a se-

quence {Ωn} ⊂ Õad. The notationΩn
Õad−−→Ω as n →∞ means {Ωn} tends to Ω where the convergence

is defined as Ωnk

Õad−−→Ω, as k →∞ for any subsequence {Ωnk } of {Ωn}.

For each Ω ∈ Õad, we associate a function space X(Ω) of real functions defined in Ω. Then, we

introduce convergence of functions form X(Ω) for differentΩ ∈Oad. So, if {yn} is a subsequence in

X(Ω), Ωn ∈ Õad, y ∈X(Ω), and Ω ∈ Õad, the convergence of yn to y is denoted by yn y and again

we suppose that for any subsequence {ynk } of {yn} we have that ynk  y as k →∞.

Now, for a domain Ω in Õad, we solve a state problem, say e( · ) = 0, whose solution is denoted by

u :Ω 7→ u(Ω) ∈X(Ω). In this respect, assume that e(u(Ω)) = 0 admits a unique solution in X(Ω) for

Ω ∈ Õad.

Lastly, we consider a shape functional J : (Ω,u(Ω)) 7→ J(Ω,u(Ω)) ∈ R, Ω ∈ Õad, u(Ω) ∈X(Ω) and

define the graph

G := {
(Ω,u(Ω)) :Ω ∈Oad

}
.

The abstract optimal shape problem is then given by

(1.22)

 Find (Ω∗,u(Ω∗)) ∈G such that

J (Ω∗,u(Ω∗))6 J (Ω,u(Ω)), ∀(Ω,u(Ω)) ∈G.

To guarantee the existence of solutions to the abstract problem above, one needs an appropriate

compactness property for G and lower semicontinuity of J .

Definition 1.4.1. We suppose the following property of G and of J holds.

Compactness Property of G: For any sequence {(Ωn ,u(Ωn))} ∈ G, there is a subsequence{
(Ωnk ,u(Ωnk ))

}
and an element (Ω,u(Ω))i nG such that Ωnk

Õad−−→ Ω and u(Ωnk ) u(Ω), as

k →∞.

Lower semicontinuity of J : If Ωn
Õad−−→ Ω, Ωn ,Ω ∈ Õad, and u(Ωnk ) u(Ω), where u(Ωnk ) ∈ X(Ωn)

and u(Ω) ∈X(Ω), then liminfn→∞ J (Ωn ,u(Ωn))> J (Ω,u(Ω)).

Finally, the existence of optimal shape solution to the shape optimization problem (1.22) is given

as follows.
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Theorem 1.4.1. If the compactness property of G and the lower semicontinuity of J are satisfied, then

the abstract shape optimization problem (1.22) has at least one solution.

1.4.2 Existence of Optimal Solution to the Proposed Shape Problems

The main purpose of this subsection is to prove the existence of optimal solution to the proposed

shape optimization reformulations of (1.3) formally stated in Theorem 1.4.2. This will be accom-

plished based on the theory developed in [71] that was reviewed previously.

To start off, let us first state the respective weak forms of the state problems (1.7) and (1.15) as

well as their equivalent variational formulations that we will utilize in this section.

Find uN ∈ H 1(Ω), with uN = 1 on Γ, such that

(1.23)
∫
Ω
∇uN ·∇ϕdx =

∫
Σ
λϕdσ, ∀ϕ ∈ H 1

Γ,0(Ω);

Find uR ∈ H 1(Ω), with uR = 1 on Γ, such that

(1.24)
∫
Ω
∇uR ·∇ϕdx +

∫
Σ
βuRϕdσ=

∫
Σ
λϕdσ, ∀ϕ ∈ H 1

Γ,0(Ω),

where H 1
Γ,0(Ω) is the space of test functions in the introduction.

It is well-known that the variational equation (1.23) has a unique solution in H 1(Ω). Meanwhile,

it can be shown (for instance, by means of Lax-Milgram theorem) that the variational problem (1.24)

also has a unique weak solution in H 1(Ω) (see, e.g., [62, 88]).

To address the issue of existence of optimal solutions to the shape problems introduced in

subsection 1.3.2, we consider the following equivalent formulations of (1.23) and (1.24).

Definition 1.4.2. The weak equations (1.23) and (1.24) are respectively equivalent to the following

variational equations.

• Find zN = uN −uN0 ∈ H 1
Γ,0(Ω) such that

(1.25)
∫
Ω
∇zN ·∇ϕdx +

∫
Ω
∇uN0 ·∇ϕdx −

∫
Σ
λϕdσ= 0, ∀ϕ ∈ H 1

Γ,0(Ω).

• Find zR = uR −uR0 ∈ H 1
Γ,0(Ω) such that

(1.26)
∫
Ω
∇zR ·∇ϕdx +

∫
Ω
∇uR0 ·∇ϕdx +

∫
Σ
βzRϕdσ−

∫
Σ
λϕdσ= 0, ∀ϕ ∈ H 1

Γ,0(Ω).

In above equations, uN0 and uR0 are two fixed functions in H 1(U ) such that uN0 = uR0 = 1 on Γ.
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We have three different shape optimization problems that we need to deal with in this thesis.

The existence analysis that we will present here actually applies to any of the shape optimization

formulations that were introduced in the previous section. Therefore, we will only demonstrate a

detailed examination of the existence question to one of the shape problems. In particular, we will

focus on the existence of optimal shape solution to the third minimization problem (1.18) subject

to the state problems (1.7) and (1.15). We sill state, however, an existence result for the other two

formulations but without proof.

Now, given the unique solvability of the variational problems (1.25) and (1.26) in H 1(Ω), we

introduce the map Ω 7→ (zN, zR) := (zN(Ω), zR(Ω)) and denote its graph by

G3 = {(Ω, zN(Ω), zR(Ω)) :Ω ∈Oad, zN and zR satisfies (1.25) and (1.26) on Ω, respectively},

where Oad is the set of all admissible domains which we will specify further below. Hence, the

minimization problem “minΩ∈Oad
J3(Σ) subject to (1.23) and (1.24)” is equivalent to the problem of

finding a solution (Ω, zN(Ω), zR(Ω)) that minimizes J3(Ω) = J3(Ω, zN(Ω), zR(Ω)) on G3. As was seen

in subsection 1.4.1, such minimization problem is usually solved by endowing the set G3 with a

topology for which G3 is compact and the cost functional J3 is lower semicontinuous. To this end,

several propositions furnished in [21, 68] will be utilized.

Let us now characterize the set of admissible domains Oad and then describe the appropriate

topology that we will use in our analysis. We assume thatΩ has a C 1,1 smooth free boundary Σ. Our

main problem is given as follows:

(1.27)

 Find (Ω∗, zN(Ω∗), zR(Ω∗)) ∈G3 such that

J3(Ω∗, zN(Ω∗), zR(Ω∗))6 J3(Ω, zN(Ω), zR(Ω)), ∀(Ω, zN(Ω), zR(Ω)) ∈G3.

Given the assumed regularity of Ω, we let Σ be parametrized by a vector valued function φ ∈
C 1,µ(R,R2), 06µ< 1; that is, Σ :=Σ(φ) = {φ= (φ1(t ),φ2(t )) : t ∈ (0,1], φ ∈C 1,µ(R,R2)}. We consider a

collection Uad ofφwhich is define as follows.1

Definition 1.4.3. The parametric function φ parameterizing Σ is in Uad if φ satisfies the following

properties:

(P1) φ is injective on (0,1] and is 1-periodic;

(P2) there exist positive real numbers c0, c1, c2, and c3 such that

|φ(t )|6 c0, c16 | .
φ(t )|6 c2, | ..φ(t )|6 c3,

for all t ∈ (0,1].

1It is actually sufficient to assume thatφ : R→R2 to be only C 1 regular and drop the uniform boundedness of
..
φ(t ) for

all t ∈ (0,1].
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(P3) Ω :=Ω(φ) ⊂U , U is a fixed, connected, bounded open subset of R2;

(P4) lastly, there is a real number γ> 0 such that dist(Γ,Σ(φ))> γ.

In (P2), the notations
.

( · ) and
..

( · ) denote the usual first- and second-order time derivatives with

respect to the (pseudo) time variable t , respectively.

Finally, we define the set of admissible domains Oad as

Oad := {Ω=Ω(φ) ⊂U :φ ∈Vad},

where Vad is a compact subset of Uad. Examples of Vad are the sets{
φ ∈Uad : | .

φ(t )− .
φ(s)|. |t − s|ν, 06µ< ν6 1, t , s ∈ (0,1]

}
and {

φ(t ) ∈Uad :φ(t ) ∈C 2,ν(R,R2) : 06µ< ν6 1
}

,

which are compact in C 1,ν(R,R2).2 We shall also consider the larger set

Õad := {Ω=Ω(φ) ⊂U :φ ∈Uad}.

We emphasize that in property (P3) of φ, we are assuming that all admissible domains Ω(φ)

are contained in the so-called hold-all domain U .3 Also, we assume that U is sufficiently large that

it contains the optimal domain Ω∗ that solves the exterior Bernoulli FBP (1.3). Consequently, we

require that dist(Σ(φ),∂U ) > 0, for allφ ∈Uad, and, of course, we want dist(Σ∗,∂U ) > 0. By this means,

we can say that the minimization problem “minΩ∈Oad
J3(Σ) subject to (1.23) and (1.24)” is indeed

equivalent to the free boundary problem (1.3).

Meanwhile, in view of (1.4.2), recalling Remark 1.2.1, we see that every admissible domainΩ(φ)

is a uniformly open set in R2 and therefore satisfy the well-known uniform cone property (see [30,

Definition 1] or [73, Definition 2.4.1, p. 54]). As a consequence, these admissible domains satisfy a

very important extension property. More precisely, for every m> 1, p > 1, and domain Ω ∈Oad, there

exists an extension operator

(1.28) EΩ : W m,p (Ω) →W m,p (U )

such that ‖EΩϕ‖W m,p (U )6 c‖ϕ‖W m,p (Ω), where c is a positive constant independent of the domainΩ

(see [30]). By these properties, we can ensure a uniform extension ϕ̃ ∈ H 1(U ) from Ω to U of every

function ϕ ∈ H 1(Ω).

2If we only assume that φ is C 1(R,R2), then an example of Vad is the set{
φ ∈Uad : | .

φ(t )− .
φ(s)|. |t − s|µ, 0 <µ6 1, t , s ∈ (0,1]

}
which is compact in C 1,µ(R,R2).

3In subsection 2.1.2, we will use the same notation U to denote the universal set that holds all the possible deformations
of the reference domainΩ.
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We are now in the position to define the topology we shall use in this thesis, and this we give in

the following definition.

Definition 1.4.4. Let φ ∈ Uad, {φn} ⊂ Uad, Ω := Ω(φ) ∈ Õad, {Ωn} := {Ω(φn)} ⊂ Õad, and zN and zR

be the respective solutions to (1.25) and (1.26) on Ω. Also, consider the sequences {zNn} and {zRn}

of solutions to (1.25) and (1.26) on Ωn , respectively. Denote the extensions of these functions by

z̃i := EΩzi and z̃i n := EΩzi n , for i = N,R, where EΩ is the extension operator (1.28). Then, the topology

we introduce on G3 is the one induced by the convergence defined by

(1.29) (Ωn , zNn , zRn) → (Ω, zN, zR) if and only if


φn

C 1

−→φ

zNn zN

zRn zR

,

where the latter convergences are defined as follows:

φn
C 1

−→φ ⇐⇒ φn →φ and
.
φn → .

φ uniformly on [0,1],(1.30)

zNn zN ⇐⇒ z̃Nn * z̃N weakly in H 1(U ),(1.31)

zRn zR ⇐⇒ z̃Rn * z̃R weakly in H 1(U ).(1.32)

Moreover, using the convergence (1.30) in the C 1-topology, we define the convergence of a sequence

of domains {Ωn} := {Ω(φn)} ⊂ Õad by

(1.33) Ωn
Õad−−→Ω if and only if φn

C 1

−→φ.

Before we give the main result of this section, let us also state the corresponding graphs and

shape problems of the first and second proposed shape optimization reformulations of the Bernoulli

problem introduced in subsection 1.3.2. The first proposed minimization problem “minΩ∈Oad
J1(Σ)

subject to (1.24)” is equivalent to the problem of finding a solution (Ω, zR(Ω)) that minimizes J1(Ω) =
J1(Ω, zR(Ω)) on the graph G1 of the map Ω 7→ zR := zR(Ω) given by

G1 = {(Ω, zR(Ω)) :Ω ∈Oad and zR(Ω) satisfies (1.26) onΩ}.

The customary problem corresponding to the first proposed shape problem is as follows.

(1.34)

 Find (Ω∗, zR(Ω∗)) ∈G1 such that

J1(Ω∗, zR(Ω∗))6 J1(Ω, zR(Ω)), ∀(Ω, zR(Ω)) ∈G1.

Similarly, for the second proposed shape problem, we have

(1.35)

 Find (Ω∗, zN(Ω∗), zR(Ω∗)) ∈G2 such that

J2(Ω∗, zN(Ω∗), zR(Ω∗))6 J2(Ω, zN(Ω∗), zR(Ω)), ∀(Ω, zN(Ω∗), zR(Ω)) ∈G2,
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where G2 is the same graph defined by G3.

Finally, we can now state the main result of this section.

Theorem 1.4.2. The minimization problem (1.27) (respectively, (1.34) and (1.35)) admits a solution in

G3 (respectively, G1 and G2).

As we have already mentioned earlier, we will focus on the proof of the case of the third proposed

shape problem because the corresponding results for the first two shape problems can be proven in a

similar fashion. Now, we reiterate here that the existence proof is reduced to proving the compactness

of G3 (see Proposition 1.4.1) and the lower semi-continuity of J3 (see Proposition 1.4.2). Regarding

the former, we point out that the convergenceφn
C 1

−→φ is simply a consequence of the compactness

of Vad together with the application of the Arzelà-Ascoli theorem. Hence, the compactness of G3

with respect to the convergence (1.29) is easily verified. Consequently, we only need to prove the

continuity of the state problems (1.7) and (1.15) with respect to the domain in order to finish the

proof of compactness of G3, and we give this desired result in the proposition below.

Continuity of the State Problems

Proposition 1.4.1 ([98, 99]). With the convergence of a sequence of domains {Ωn} ⊂ Õad to Ω ∈ Õad

given in (1.33), we let {(φn , zNn , zRn)} be a sequence in G3 where zNn := zN(φn) and zRn := zR(φn) are

the weak solutions of (1.25) and (1.26) onΩn :=Ω(φn), respectively. Then, there exists a subsequence

{(φk , zNk , zRk )} and elementsφ ∈Uad and zN, zR ∈ H 1(U ) such that

φn
C 1

−→φ, z̃Nk * zN in H 1(U ), z̃Rk * zR in H 1(U ),

where zN = zN(φ) = z̃N|Ω(φ) and zR = zR(φ) = z̃R|Ω(φ) are the unique solutions of equations (1.25) and

(1.26) onΩ :=Ω(φ), respectively.

To prove the above proposition, we shall utilize three essential auxiliary results listed in the lemma

below. The first result is the uniform Poincaré inequality established in [19, Corollary 3(ii)]. The

second one pertains to the uniform continuity of the trace operator with respect to the domain

exhibited in [21, Theorem 4], and the last one is about uniform extensions of the state variables from

Ωn to U such that their respective H 1(U )-norms are bounded above by a positive number. More

precisely, we have the following lemma.
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Lemma 1.4.3. Letφn ,φ ∈Vad and Ω(φn),Ω(φ) ∈ Õad. Then, the following results hold.

(i) For every ϕ ∈ H 1
Γ,0(Ω), we have the estimate ‖ϕ‖L2(Ω). |ϕ|H 1(Ω) [19, Corollary 3(ii)].

(ii) For all real number q such that 1
2 < q 6 1 and functions ϕ ∈ H 1(U ), we have

‖ϕ‖L2(Σ(φ)). ‖ϕ‖H q (U ),

where ‖ ·‖H q (U ) denotes the H q (U )-norm [21, Theorem 4].

(iii) There exists a uniform extension z̃Rn (respectively z̃Nn) of zRn (respectively zNn) from Ωn

to U and a real number cR > 0 independent of n such that ‖z̃Rn‖H 1(U ) 6 cR (respectively

‖z̃Nn‖H 1(U )6 cN, where cN > 0 is a real number).

Note that we only need to prove the third result stated above because the first two results were

already proven in [19, 21]. Before we do that, we first make the following comments. Regarding

Lemma 1.4.3(ii), we mention that due to assumption (P3) and the uniform cone property of the

domainΩ(φ) ∈ Õad, the norm of the trace mapγ( · ) = ·|Σ : H 1
0 (U ) → L2(Σ(φ)) can actually be bounded

uniformly with respect to Ω(φ) ∈ Õad, see [90]. On the other hand, we note that Lemma 1.4.3(iii)

assures the existence of a subsequence of {z̃Rn} (respectively {z̃Nn}) which weakly converges in H 1(U )

to a limit denoted by z̃R (respectively z̃N). Hence, the proof of Proposition 1.4.1 is completed by

showing that the restriction of z̃R (respectively z̃N) in Ω(φ) coincides with the unique solution of

(1.26) (respectively (1.25)). We provide the proof of the third result from the previous lemma below.

Proof of Lemma 1.4.3(iii) For simplicity, we use the notation ( ·)n := ( ·)(φn). From [30], we know

that the solution zRn of (1.26) on Ωn admits an extension z̃Rn in H 1(U ) such that

‖z̃Rn‖H 1(U ). ‖zRn‖H 1(Ωn ).

Therefore, to obtain our desired result, we need to show that ‖zRn‖H 1(Ωn ) is bounded with respect to

n. In view of (1.24), taking ϕ= zRn ∈ H 1
Γ,0(Ωn), we have∫

Ωn

|∇zRn |2 dx +
∫
Σn

β|zRn |2 dσ=−
∫
Ωn

∇uR0 ·∇zRn dx +
∫
Σn

λzRn dσ.

This leads to

(1.36) |zRn |2H 1(Ωn )6 |uR0|H 1(U )|zRn |H 1(Ωn ) +|λ||U |1/2‖zRn‖L2(Σn ).

Next, we show that ‖zRn‖L2(Σn ) can be bounded by |zRn |H 1(Ωn ). To do this, we utilize the first two

results stated in Lemma 1.4.3 to obtain

‖zRn‖L2(Σn ). ‖z̃Rn‖H 1(U ). ‖zRn‖H 1(Ωn ). |zRn |H 1(Ωn ).
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Going back to (1.36), we get

|zRn |H 1(Ωn ). ‖uR0‖H 1(U ) +|λ||U |1/2.

Applying Lemma 1.4.3(i) once more, we obtain

‖zRn‖H 1(Ωn ). ‖uR0‖H 1(U ) +|λ||U |1/2.

This establishes the boundedness of {‖z̃Rn‖H 1(U )}. Using a similar line of arguments, we can also show

that there exists a uniform extension z̃Nn of zNn from Ωn to U and a constant cN > 0 independent of

n such that ‖z̃Nn‖H 1(U )6 cN. (In fact, taking β= 0 in the proof easily verifies the statement.) �

The following result, which is a consequence of Lemma 1.4.3(ii) (see [21, Corollary 2] and also

[20, Corollary 1]), is also central to the proof of Proposition 1.4.1 (as well as in showing the lower

semi-continuity of the cost functionals) that we will provide shortly.

Lemma 1.4.4 ([20, 21]). Let φ ∈ Vad and {φn} ⊂ Vad such that φn
C 1

−→ φ on [0,1]. Then, for any

ϕ ∈ H 1(U ), we have limn→∞ϕ◦φn =ϕ◦φ in L2([0,1]).

Proof of Proposition 1.4.1 The first convergence easily follows from the compactness of Vad and

the Arzelà-Ascoli theorem 1.2.1. Hence, we only need to show the validity of the last two convergences.

We only prove the convergence z̃Rk * zR in H 1(U ) since the proof for the other one is similar.

Firstly, from Lemma 1.4.3(iii), we know {z̃Rn} is a bounded sequence in H 1(U ). Therefore, we

can extract a subsequence {z̃Rk } of {z̃Rn} which weakly converges in H 1(U ) to a limit denoted by z̃R;

that is, z̃Rk * z̃R in H 1(U ). Now, the boundedness of the trace operator implies that zR = z̃R|Ω(φ)

is in H 1
Γ,0(Ω(φ)). Indeed, for Lipschitz (fixed) boundary Γ, the trace operator · |Γ : H 1(U ) → L2(Γ)

is compact, hence, it takes weakly convergent sequences into strongly convergent sequences. In

particular, we have the limit limk→∞ z̃Rk |Γ = z̃R|Γ in L2(Γ). Note that z̃Rk |Ω(φk ) = zRk . Hence, zR|Γ =
limk→∞ z̃Rk |Γ = limk→∞ zRk |Γ = 0 which implies that zR ∈ H 1

Γ,0(Ω(φ)).

Then, we will show that zR(φ) = z̃R|Ω(φ) is the solution of (1.24) onΩ(φ). In fact, we will show that

the variational equation∫
Ω(φ)

∇zR ·∇ϕ dx +
∫
Ω(φ)

∇uR0 ·∇ϕ dx +
∫
Σ(φ)

βzRϕ dσ−
∫
Σ(φ)

λϕ dσ= 0, ∀ϕ ∈ H 1
Γ,0(Ω(φ)),(1.37)

also holds for all test functions ϕ ∈ H 1
Γ,0(U ) = {ϕ̃ ∈ H 1(U ) : ϕ̃ = 0 on Γ}. Clearly, the restriction on

Ωk :=Ω(φk ) of any element ϕ of H 1
Γ,0(U ) is in H 1

Γ,0(Ωk ), for all k, which is exactly the test space of

(1.24) onΩk . Therefore, we have∫
Ωk

∇zRk ·∇ϕ dx +
∫
Ωk

∇uR0 ·∇ϕ dx +
∫
Σk

βzRkϕ dσ−
∫
Σk

λϕ dσ= 0, ∀ϕ ∈ H 1
Γ,0(U ).(1.38)
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Next, we prove that, by passing to the limit, we will obtain (1.37) from (1.38). To see this, we simply

take the difference of equations (1.37) and (1.38) and then let k →∞. As for the difference of the last

two integrals, we have

I4(k) :=
∣∣∣∣∫
Σ(φk )

λϕ dσ−
∫
Σ(φ)

λϕ dσ

∣∣∣∣
.

∣∣∣∣∫ 1

0

{
(ϕ◦φk )(t )| .

φk (t )|− (ϕ◦φ)(t )| .
φ(t )|

}
dt

∣∣∣∣
.

∣∣∣∣∫ 1

0
(ϕ◦φk −ϕ◦φ)| .

φk (t )|dt

∣∣∣∣+ ∣∣∣∣∫ 1

0
(ϕ◦φ)(| .

φk (t )|− | .
φ(t )|)dt

∣∣∣∣
.

∥∥ϕ◦φk −ϕ◦φ∥∥
L2([0,1]) + sup

[0,1]
| .
φk −

.
φ|∥∥ϕ∥∥

L2(Σ(φ)) ,

where we applied assumption (P2) in the last inequality. Because ϕ ∈ H 1
Γ,0(U ) ⊂ H 1(U ), then by [20,

Corollary 1] we have the limit limk→∞
∥∥ϕ◦φk −ϕ◦φ∥∥

L2([0,1]) = 0, for any sequence {φk } ⊂Vad and

elementφ ∈Vad such thatφk
C 1

−→φ (cf. Lemma 1.4.4). Furthermore, in view of Lemma 1.4.3(ii) we get

the estimate
∥∥ϕ∥∥

L2(Σ(φ)).
∥∥ϕ∥∥

H 1(U ). Thus, by the uniform convergence
.
φk → .

φ in [0,1] (cf. (1.30)),

we deduce that limk→∞ I4(k) = 0, as desired.

Similarly, we have

I3(k) :=
∣∣∣∣∫
Σ(φk )

βzRkϕ dσ−
∫
Σ(φ)

βzRϕ dσ

∣∣∣∣
.

∣∣∣∣∫ 1

0

{
(zRk ◦φk )(ϕ◦φk )(t )| .

φk (t )|− (zR ◦φ)(ϕ◦φ)(t )| .
φ(t )|

}
dt

∣∣∣∣
.

∣∣∣∣∫ 1

0
(zRk ◦φk − zRk ◦φ)(ϕ◦φk )| .

φk |dt

∣∣∣∣+ ∣∣∣∣∫ 1

0
(zRk ◦φ− zR ◦φ)(ϕ◦φk )| .

φk |dt

∣∣∣∣
+

∣∣∣∣∫ 1

0
(zR ◦φ)(ϕ◦φk −ϕ◦φ)| .

φk |dt

∣∣∣∣+ ∣∣∣∣∫ 1

0
(zR ◦φ)(ϕ◦φ)(| .

φk |− | .
φ|)dt

∣∣∣∣
. ‖ϕ‖L2(Σ(φk ))‖zRk ◦φk − zRk ◦φ‖L2([0,1]) +‖ϕ‖L2(Σ(φk ))‖zRk − zR‖L2(Σ(φ))

+‖zR‖L2(Σ(φ))‖ϕ◦φk −ϕ◦φ‖L2([0,1]) + sup
[0,1]

| .
φk −

.
φ|‖zR‖L2(Σ(φ))

∥∥ϕ∥∥
L2(Σ(φ)) .

Now, using the fact that zRk = z̃Rk |Ω(φk ) ∈ H 1(U ), together with Lemma 1.4.3(ii), we deduce, via the

application of [20, Corollary 1], that the first and the third summands in the last inequality above

eventually vanished. Again, from Lemma 1.4.3(ii), and the compactness of the injection of H 1(U )

into H q (U ) for q ∈ (1
2 ,1

)
, we get

‖ϕ‖L2(Σ(φk ))‖zRk − zR‖L2(Σ(φ)). ‖ϕ‖H 1(U )‖z̃Rk − z̃R‖H q (U )
k→∞−−−−→ 0.

Likewise, we have

sup
[0,1]

| .
φk −

.
φ|‖zR‖L2(Σ(φ))

∥∥ϕ∥∥
L2(Σ(φ)). sup

[0,1]
| .
φk −

.
φ|‖z̃R‖H 1(U )

∥∥ϕ∥∥
H 1(U )

k→∞−−−−→ 0

because of (1.30). Therefore, we also have limk→∞ I3(k) = 0.
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Last but not least, we have the differences

I1(k) :=
∫
Ω(φk )

∇zRk ·∇ϕdx −
∫
Ω(φ)

∇zR ·∇ϕdx

=
∫

U
χΩ(∇z̃Rk −∇z̃R) ·∇ϕdx +

∫
U

(χΩ(φk ) −χΩ)∇z̃Rk ·∇ϕdx;

I2(k) :=
∫
Ω(φk )

∇uR0 ·∇ϕdx −
∫
Ω(φ)

∇uR0 ·∇ϕdx =
∫

U
(χΩ(φk ) −χΩ)∇uR0 ·∇ϕdx.

The desired limits limk→∞ I1(k) = 0 and limk→∞ I2(k) = 0 are obtained by applying the weak conver-

gence z̃Rk * z̃R in H 1(U ) combined with the convergence of characteristic functions (see, e.g., [73,

Prop. 2.2.28, p. 45]):

(1.39) χΩk →χΩ in L∞(U )-weak∗,

and the fact that the sequence {‖z̃Rk‖H 1(U )} is bounded.

In conclusion, zR(φ) = z̃R|Ω(φ) is the solution of (1.24) onΩ(φ).

Adopting a similar line of arguments, we can also show that there exists a sequence of uniform

extensions {z̃Nk } of {zNk } which is uniformly bounded in H 1(U ); that is, {‖z̃Nk‖H 1(U )} is bounded. By

this result, we can also prove that the limit of that sequence is zN(φ) = z̃N|Ω(φ) which is in fact the

solution of (1.23) onΩ(φ). This completes the proof of Proposition 1.4.1. �

Lower Semi-Continuity of the Cost Functions

To complete the proof of Proposition 1.4.2, let us now establish the lower semi-continuity of the

cost functions Ji , i = 1,2,3, in the next proposition. Here, we will use the equivalence between the

variational equations (1.23) (respectively (1.24)) and (1.25) (respectively (1.26)).

Proposition 1.4.2. The cost functionals

J1(Σ) := J1(Ω, zN(Ω), zR(Ω)) = 1

2

∫
Σ

∣∣∣∣ ∂∂n
zR(Ω)−λ

∣∣∣∣2

dσ,

J2(Ω) := J2(Ω, zN(Ω), zR(Ω)) = 1

2

∫
Ω
|∇(zR(Ω)− zN(Ω))|2 dx,

J3(Σ) := J3(Ω, zN(Ω), zR(Ω)) = 1

2

∫
Σ
|zR(Ω)− zN(Ω)|2 dσ,

are lower semicontinuous on G1, G2, and G3 in the topology induced by (1.29), respectively.

To prove the proposition, we will exploit the parametrization of the free boundary defined in

Definition 1.4.3. Its properties stated in assumption (P3) will be used implicitly many times in the

proof.

29



CHAPTER 1. INTRODUCTION

Proof. Let {(Ωn , zNn , zRn)} be a sequence in G2, Ωn := Ω(φn), and assume that (Ωn , zNn , zRn) →
(Ω, zN, zR) as n →∞, where Ω :=Ω(φ) and the triple (Ω, zN, zR) is in G2. We point out here that the

graph G2 is basically the same with G3, so, we may view {(Ωn , zNn , zRn)} as a sequence in G3 and that

the triple (Ω, zN, zR) is also in G3. For convenience, we let w = zN − zR and wn = zNn − zRn and their

extensions in H 1(U ) by w̃n and w̃ , respectively. Here, we emphasize that w = w̃ |Ω is in H 1
Γ,0(Ω) which

is of course due to the boundedness of the trace operator. Also, we recall that for any ϕ ∈ H 1
Γ,0(U ), the

restriction ϕ|Ωn is in H 1
Γ,0(Ωn).

We only prove the case for J2 and J3 since the proof for the lower semi-continuity of J1 is essen-

tially the same with that of J3. Also, we emphasize we can use the lower semicontinuity of J2 to prove

the lower semicontinuity of J3. However, we shall prove the lower semicontinuity of the latter using a

slightly different approach from the former one.

Lower semi-continuity of the cost function J2.

We start with the proof of the lower semi-continuity of J2. In doing so, we apply the identity

a2 −b2 = (a −b)2 +2b(a −b). First, we note that

J2(Ω(φn))− J2(Ω(φ)) = 1

2

∫
Ωn

|∇w̃n |2 dx − 1

2

∫
Ω
|∇w̃ |2 dx

= 1

2

∫
U

(χΩn −χΩ)|∇w̃n |2 dx + 1

2

∫
U
χΩ

(|∇w̃n |2 −|∇w̃ |2)dx

=: I1(n)+ I2(n).

Using (1.39) and the fact that {w̃n} is a bounded sequence in H 1(U ) (see Lemma 1.4.3(iii)), we obtain

limn→∞ I1(n) = 0. Meanwhile, by the (weak) lower semicontinuity of the H 1(Ω)-norm (see, e.g., [28,

Remark 1.3.1]) and the equivalence of the H 1(Ω)-seminorm and the H 1(Ω)-norm on H 1
Γ,0(Ω), we

know that

liminf
n→∞

{∫
Ω

(|∇w̃n |2 −|∇w̃ |2)dx

}
> 0.

Therefore, liminf
n→∞

{
J2(Ω(φn))− J2(Ω(φ))

}
> 0, or equivalently,

J2(Ω, zN, zR)6 liminf
n→∞ J2(Ωn , zNn , zRn),

which is desired.

Lower semi-continuity of the cost function J3.

For the third cost function J3, we have

|J3(Σ(φn))− J3(Σ(φ))| = 1

2

∣∣∣∣∫
Σ(φn )

|wn |2 dσ−
∫
Σ(φ)

|w |2 dσ

∣∣∣∣
.

∣∣∣∣∫ 1

0

{
|(wn ◦φn)(t )|2| .

φn(t )|− |(w ◦φ)(t )|2| .
φ(t )|

}
dt

∣∣∣∣
.

∣∣∣∣∫ 1

0

{
(wn ◦φn)2 − (w ◦φ)2} | .

φn |dt

∣∣∣∣+ ∣∣∣∣∫ 1

0
(w ◦φ)2(| .

φn |− | .
φ|)dt

∣∣∣∣
=: J1(n)+J2(n),
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where Σn := Σ(φn). We first look for an estimate for the second integral J2. Towards this end, we

apply the estimates in Lemma 1.4.3 and the compactness of the injection of H 1(U ) into H q (U ) for

q ∈ (1
2 ,1

)
, to obtain

J2(n). sup
[0,1]

| .
φn − .

φ|‖w‖2
L2(Σ(φ)). sup

[0,1]
| .
φn − .

φ|‖w̃‖2
H 1(U ). sup

[0,1]
| .
φn − .

φ|.

Using the assumption thatφn
C 1

−→φ on [0,1] (see (1.30)), we get the limit limn→∞J2(n) = 0.

On the other hand, to get an estimate for the first integral J1, we again make use of the identity

a2 −b2 = (a −b)2 +2b(a −b) to obtain

J1.
∣∣∣∣∫ 1

0

(
wn ◦φn −w ◦φ)2 | .

φn |dt

∣∣∣∣+ ∣∣∣∣∫ 1

0
(w ◦φ)(wn ◦φn −w ◦φ)| .

φn |dt

∣∣∣∣
=: J11 +J12.

For J12, we have the estimate

J126
∣∣∣∣∫ 1

0
(w ◦φ)(wn ◦φn −w ◦φn)| .

φn |dt

∣∣∣∣+ ∣∣∣∣∫ 1

0
(w ◦φ)(w ◦φn −w ◦φ)| .

φn |dt

∣∣∣∣
. ‖w‖L2(Σ)

(‖wn −w‖L2(Σn ) +‖w ◦φn −w ◦φ‖L2([0,1])
)

. ‖w̃n − w̃‖H q (U ) +‖w ◦φn −w ◦φ‖L2([0,1]).

Meanwhile, for J11, we have

J11.
∣∣∣∣∫ 1

0
(wn ◦φn −w ◦φn)2| .

φn |dt

∣∣∣∣+ ∣∣∣∣∫ 1

0
(wn ◦φn −w ◦φn)(w ◦φn −w ◦φ)| .

φn |dt

∣∣∣∣
+

∣∣∣∣∫ 1

0
(w ◦φn −w ◦φ)2| .

φn |dt

∣∣∣∣
. ‖wn −w‖2

L2(Σn ) +‖wn −w‖2
L2(Σn )(‖w‖L2(Σn ) +‖w‖L2(Σ))+‖w ◦φn −w ◦φ‖L2([0,1])

. ‖w̃n − w̃‖H q (U ) +‖w ◦φn −w ◦φ‖L2([0,1]).

The previous two estimates were obtained using the inequalities in Lemma 1.4.3. Putting them

together yields

J1. ‖w̃n − w̃‖H q (U ) +‖w ◦φn −w ◦φ‖L2([0,1]).

Again, applying Lemma 1.4.4, the compactness of the injection of H 1(U ) into H q (U ) for q ∈ (1
2 ,1

)
,

the convergences w̃n * w̃ in H 1(U )-weak, and the uniform convergenceφn →φ in the C 1([0,1],R2)-

norm (see (1.30)), we finally obtain limn→∞J1 = 0. This, together with the first result established

earlier, proves the limit limn→∞ |J3(Σ(φn)− J3(Σ(φ))| = 0. Consequently, we find that

lim
n→∞ J3(Ωn , zNn , zRn) = J3(Ω, zN, zR);

that is, J3 is continuous, and in particular, lower semicontinuous. �

To end this section, let us finally provide the proof of Proposition 1.4.2 using propositions 1.4.1 and

1.4.2.
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Proof of Theorem 1.4.2 We only prove the case for the third proposed formulation since the proofs

for the first two are similar. So, we let (Ωn , zNn , zRn), Ωn =Ω(φn), be a minimizing sequence for the

cost function J3; that is, (Ωn , zNn , zRn) is such that

lim
n→∞ J3(Ωn , zNn , zRn) = inf{J3(Ω, zN, zR) : (Ω, zN, zR) ∈G3}.

We apply Proposition 1.4.1to obtain a subsequence (Ωk , zNk , zRk ) and an element Ω =Ω(φ) ∈Oad

such that Ωk → Ω (i.e., φk → φ uniformly in the C 1 topology), z̃Nk * z̃N, z̃Rk * z̃R in H 1(U ), and

the functions z̃N|Ω and z̃R|Ω are the solutions to the variational equations (1.23) and (1.24) in Ω,

respectively. Using these, together with the continuity of J3 proved in Proposition 1.4.2, we conclude,

by virtue of [71, Theorem 2.10])

J3(Ω, z̃N|Ω, z̃R|Ω) = lim
k→∞

J3(Ωk , zNk , zRk ) = inf{J3(Ω, zN, zR) : (Ω, zN, zR) ∈G3} .

�

It is worth emphasizing that in [1, 13–15, 49–51, 100, 101], the authors did not tackle the question

of existence of optimal solution of the shape optimization problems examined in their papers.

Nevertheless, in [49–51], the authors tacitly supposed the existence of optimal domains and assumed

that the domains in consideration are sufficiently regular to accomplish their objectives. Moreover,

the regularities of the domains examined in the rest of the aforementioned papers also possess

enough regularity for the existence of optimal shapes. Here, as already mentioned, we followed the

ideas in [21, 68, 71] to address the existence issue for our proposed shape problems. Of course, similar

analyses can be done for the classical settings if one wishes to carry out the same issue.
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T
he main goal of this chapter is to characterize the shape derivatives of the cost functions

introduced in the last chapter. In this direction, we will derive the first-order Eulerian semi-

derivative of the cost function J1 using the minimax formulation while we will derive the
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expressions for both the first- and second-order Eulerian semi-derivatives of the cost functions J2

and J3 using the chain rule approach. We intend to derive the first-order Eulerian semi-derivative of

J1 via the minimax formulation in order to showcase the advantage of using the Robin problem over

the Dirichlet problem as a state constraint in proving the shape differentiability of the Neumann-

data-tracking cost functional with respect to a local perturbation of the domain.

2.1 Tools for Shape Optimization

In this section we lay out the tools and essentials for the shape sensitivity analysis of the cost

functionals Ji , i = 1,2,3. Also, the formal definitions of the terminology discussed in the previous

section are given here. We reiterate that in the framework of shape optimization, the domain Ω does

not belong to a vector space. This issue leads to the development of shape calculus to make sense

of a “derivative” or a “gradient”. To date, the three most commonly used techniques in computing

the Eulerian semi-derivative of a cost functional are the Hadamard’s normal variation method [63],

the perturbation of the identity (POI) operator method due to [104], and the velocity method which

involves the other two techniques (see, e.g., [29, 43, 114]).

In the next subsection, we will briefly discuss the latter two strategies for perturbing a domain

as well as their equivalence under appropriate conditions. Although the results can be given in

d-dimensional space, we will simply state them in R2 case.

2.1.1 Two Methods for Domain Perturbation

In this subsection, for the sake of simplicity, we use the notations C0 := C ([0, tmax);R2) and C1 :=
C 1([0, tmax];R2), where tmax is a (fixed) positive real number.

Velocity or Speed Method

We denote the vector V̂ as a time-dependent velocity fields so as to make distinction with velocity

fields denoted by V which are not time dependent.

Let V̂ : [0, tmax]×R2 →R2 be a given velocity field. The map V̂ can be viewed as a family {V̂ (t )} of

non-autonomous velocity fields on R2 defined by

x 7→ V̂ (t )(x) := V̂ (t , x) : R2 7→R2.

Here we suppose that V̂ is continuous in t and Lipschitz-continuous in spatial variables; that is,

(V1) ∀x ∈R2, V̂ (·, x) ∈C0, and

(V2) ∀x, y ∈R2, ‖V̂ (·, y)− V̂ (·, x)‖C0 . ‖y −x‖,
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where V̂ (·, x) denotes the function t 7→ V̂ (t , x). Associate with V̂ the solution x(t ; X ) of the ordinary

differential equation

d

dt
x(t ) = V̂ (t , x(t )), t ∈ [0, tmax], x(0) = X ∈R2.

In the case of autonomous velocity fields, the condition is simply

(V2◦) ∀x, y ∈R2, ‖V (x)−V (y)‖. ‖x − y‖.

The above statement can be described equivalently as follows. Let V̂ ∈Ek :=C ([0, tmax);Dk (R2,R2)),

for some integer k> 2, where Dk (R2,R2)) denotes the space of all k-times continuous differentiable

functions with compact support contained in R2. Assume that Ω⊂R2 is a smooth bounded domain

with boundary that is at least twice differentiable. Then, V̂ (t , x) ∈Dk (R2,R2) which may depend on

t > 0. It generates the transformations

Tt (V̂ )(X ) := Tt (X ) = x(t ; X ), t > 0, X ∈R2

through the differential equation

(2.1)
d

dt
x(t ; X ) = V̂ (t , x(t ; X )), x(0; X ) = X ,

with the initial value X given. By definition T0(X ) = X and T0 is essentially the identity operator I .

Moreover, we remark that Tt is an evolution operator that verifies the usual semigroup property [42].

Perturbation of the Identity Operator Method

Let us now describe the relation between the velocity method and the POI operator method. The

theorem below tells us that we can either start from a family of velocity fields {V̂ (t )} on R2 or a family

of transformations {Tt } of R2 provided that the map V̂ , verifies (V1) and (V2) or the map T (t , ·) = Tt

verifies assumptions (T1)–(T3) given below.

Theorem 2.1.1 ([37, 41]). (i) Under assumptions (V1) and (V2) on the map V̂ , the maps Tt defined

previously have the following properties:

(T1) ∀X ∈R2, T (·, X ) ∈C1, and ∀X ,Y ∈R2, ‖T (·,Y )−T (·, X )‖C1 . |Y −X |,
(T2) ∀t ∈ [0, tmax], X 7→ Tt (X ) = T (t , X ) : R2 →R2 is bijective,

(T3) ∀x ∈R2, T −1(·, x) ∈C0, and ∀x, y ∈R2, ‖T −1(·, y)−T −1(·, x)‖C0 . |y −x|.

(ii) If there exists a real number tmax > 0 and a map T : [0, tmax]×R2 →R2 verifying assumptions

(T1)–(T3), then the map

(t , x) 7→ V̂ (t , x) = ∂

∂t
T (t ,T −1(x))

verifies assumptions (V1) and (V2), where T −1
t is the inverse of X 7→ Tt (X ).
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Clearly, the solution V̂ to (2.1) is essentially the POI operator Tt . Conversely, the POI operator

method can be recasted in the velocity framework by choosing the velocity field V̂ (t ) =V ◦T −1
t which

satisfies (2.1). This relationship can be further explained as follows. Consider the transformation

x(t ) = I + tV . Then, we have

d

dt
x(t ; X ) =V (X ) = V̂ (t , x(t ; X )), x(0) = X ,

from which we get the equation V (X ) = V̂ (t , (I + tV )(X )). Now, replacing X by (I + tV )−1(X ), we

get V (T −1
t (X )) = V̂ (t , X ), or simply, V̂ (t) = V ◦T −1

t . This is why many results obtained by the POI

operator method can be acquired as well through the velocity method. See [43, Section 4.5.1] for

further details.

2.1.2 Some Properties of the Perturbation of the Identity Operator

Let us now specify the set of deformation fields appropriate to our focused problem. Since we want

the boundary Γ to remain invariant after a deformation (i.e., Tt (V )(Γ) = Γ, for all t > 0), then we

assume that every admissible velocity field V vanishes at Γ. Moreover, we want every deformation to

preserve the regularity of the reference domainΩ. For instance, if we assume thatΩ is of class C k,1,

k> 0, we also want Tt (Ω) =:Ωt to be (at least) of the same regularity class. To do this, we require V to

be at least C k,1 regular. Therefore, given an integer k> 2, we consider a family of deformation fields

given by

(2.2) Θk =
{

V ∈C k,1(U ,R2) : V |Γ∪∂U = 0
}

.

Here, the larger set U ⊂ R2 denotes the universal or hold-all domain which contains all possible

deformations of Ω (i.e., Ωt ⊆U , for all t > 0). Accordingly, we apply the POI operator method [43,

Section 2.5.2, p. 147] to generate the desired class of perturbations of the domainΩ; that is, we define

Tt as follows

(2.3) Tt = I + tV : U →R2, Tt (x) = x + tV (x), x ∈U ,

where the deformation field V := V (x) is an element of Θk . For t > 0 sufficiently small, it can be

shown that (i) Tt : U →U is a homeomorphism, and (ii) Tt : U →U is a C k,1 diffeomorphism, and in

particular, Tt :Ω→Ωt is a C k,1 diffeomorphism (cf. [14, Theorem 7]). Roughly speaking, these results

tell us that, for sufficiently small t , the reference domainΩ and the perturbed domainΩt have the

same topological structure and regularity under the POI operator Tt . An illustration of the action of

Tt on a C 1,1-domain is given in Figure 2.1.

In this thesis, we also want to derive the second-order Eulerian-semi derivative of the cost

functionals Ji , i = 1,2,3. For this purpose, we need to perturb the reference domain Ω twice. Hence,

for positive real numbers t and s, we consider the two transformations Tt := Tt (V ) = I + tV and

Ts := Ts(W ) = I + sW where V ,W ∈Θ2. Note that, for sufficiently small positive real numbers t and s,
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Figure 2.1: The action of Tt on a C 1,1-domain

both Tt and Ts are C 2,1 diffeomorphisms. Therefore, the map Tt ,s := Tt ◦Ts :Ω→Ωt ,s defined by

Tt ,s(x) := Tt (Ts(x)) = x + sW (x)+ tV (x + sW (x)), x ∈Ω,

may be shown to be a C 2,1 diffeomorphism too. Accordingly, we define the deformed domain Ωt ,s as

Ωt ,s := Tt (Ts(Ω)) = {Tt ,s(x) : x ∈Ω}. Consequently, for sufficiently small t and s, Ωt ,s ⊂U is of class

C 2,1.

Before we go further, it is worth to emphasize here that a direct of comparison between a function

ϕ in Ω and a function ϕt defined in Ωt is, in general, not possible because the functions are defined

on different domains. To circumvent this issue, one maps ϕt back to the reference domain Ω by

composing it with Tt ; that is, one utilizes the composition map ϕt ◦Tt :Ω→R. Using this mapping,

one can then define the domain and boundary integral transformations, derivatives of integrals over

a perturbed domain, the material and the shape derivatives of a (scalar) function ϕ defined on Ωt , as

well as the Eulerian semi-derivatives of a shape functional.

Now, in what follows, we state some properties of the transformation Tt = Tt (V ) associated with

the velocity field V ∈Θ1 which will serve useful in subsequent sections of this chapter. Throughout

the rest of this thesis, we will denote the transformed domain Tt (V )(Ω) at t > 0 by Ωt (V ), or simply

Ωt =: Tt (Ω). We let tmax be a sufficiently small positive number and denote the Jacobian matrix

of Tt by DTt . Then, for t ∈ (0, tmax), the transformation Tt is invertible, Tt ,T −1
t ∈D1(R2,R2), and

det DTt > 0. We identify (DTt )−1 and (DTt )−> as the inverse and inverse transpose of the Jacobian

matrix DTt , respectively, and, for convenience, we will use the notations

A(t ) = det DTt (DT −1
t )(DTt )−> and B(t ) = det DTt |(DTt )−>n|.
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The latter expression is referred to as the cofactor matrix of the Jacobian matrix DTt with respect

to the boundary ∂Ω (see, e.g., [106, Proposition 2.47]. Using these notations, we recall the following

integral transformations.

Lemma 2.1.2. Letϕt ∈ L1(Ωt ) andψt ∈ L1(∂Ωt ), thenϕt ◦Tt ∈ L1(Ω) andψt ◦Tt ∈ L1(∂Ω), respectively.

Moreover, the following transformations hold:

Domain Transformation [106, Section 2.16, p. 77]∫
Ωt

ϕt dxt =
∫
Ω

det DTt (ϕt ◦Tt )dx,

Boundary Transformation [106, Eq 2.116, p. 78]∫
∂Ωt

ψt dσt =
∫
∂Ω

B(t )(ψt ◦Tt )dσ.

Moreover, we make the following observations for sufficiently small t > 0:

(i) det DTt ∈C 0,1(U ),

(iii) A(t ) ∈C (U ;R2×2),

(ii) (DTt )−1, (DTt )−> ∈C (U ;R2×2),

(iv) B(t ) ∈C (Σ;R).

The following lemmas, whose proofs can be found in [43, 106], will be essential to our analysis.

Lemma 2.1.3. For a function ϕ ∈W 1,1
loc (R2) and V ∈Θ1, the following identities hold

(i) ∇(ϕ◦Tt ) = (DTt )>(∇ϕ)◦Tt ,

(iii)
d

dt
(ϕ◦T −1

t ) =−(∇ϕ ·V (t ))◦T −1
t ,

(ii)
d

dt
(ϕ◦Tt ) = (∇ϕ ·V (t ))◦Tt ,

(iv)
d

dt
det DTt = (divV (t ))◦Tt det DTt .

We emphasize that formula (iv) given in the previous lemma is well-defined because of Lemma

2.1.4(i) below.

Lemma 2.1.4. Let V ∈Θ1 and I be the interval (−tmax, tmax) where tmax > 0 is sufficiently small real

number. Then, the following regularity properties of the transformation Tt hold
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(i) t 7→ det DTt ∈C 1(I,C (Ω)),

(iii) t 7→ B(t ) ∈C 1(I,C (Σ)),

(v)
d

dt
A(t )|t=0 = A′(0) =: A,

(ii) t 7→ A(t ) ∈C 1(I,C 1(Ω)),

(iv) limt↘0 B(t ) = 1,

(vi)
d

dt
B(t )|t=0 = B ′(0) =: B ,

where

A′(0) = (divV )I 2 −DV − (DV )> and B ′(0) = divΣV = divV |Σ− (DV n) ·n,

and the limits defining the derivatives at t = 0 exist uniformly in x ∈Ω.

The notation I 2 appearing in A′(0) denotes the identity matrix in two-dimension. Meanwhile,

the operator divΣ given above is referred to as the tangential divergence operator (see [43, p. 495]).

Other tangential differential operators are given in the next subsection.

2.1.3 Some Identities from Tangential Calculus

We give below a formal definitions of some operators from tangential calculus that we will use in this

work. For further details about these results, we refer the readers to [43, Chapter 9.5] or [106, Chapter

2] (see also [73]) .

Definition 2.1.1. Let Σ be a boundary of a (sufficiently smooth) bounded domainΩ⊂Rd and N(Σ)

be a neighborhood of Σ. Consider a scalar function θ ∈C 1(Σ) and let θ̃ be any C 1 extension of θ into

N(Σ). Similarly, consider a vector function θ ∈C 1(Σ,Rd) and let θ̃ be any C 1 extension of θ into N(Σ).

Then, we have the following definitions.

Tangential Gradient The tangential gradient of a scalar function θ ∈C 1(Σ) is given by

∇Σθ := ∇θ̃∣∣
Σ−

∂θ̃

∂n
n ∈C (Σ,Rd).

Tangential Jacobian The tangential Jacobian matrix of θ ∈C 1(Σ,Rd) is given by

DΣθ = Dθ̃
∣∣
Σ− (Dθ̃n)n> ∈C (Σ,Rd×d ).

Tangential Divergence For θ ∈C 1(Σ,Rd), its tangential divergence is given by

divΣθ = div θ̃
∣∣
Σ− (Dθ̃n) ·n ∈C (Σ).
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The details about the existence of extensions of θ and θ can be found, for instance, in [43, Chapter

9.5]. It is worth remarking that the above definitions do not depend on the choice of the extension.

Let us also mention the following useful formulas.

Lemma 2.1.5. Consider a C 2 (or C 1,1) domain Ω with boundary ∂Ω= Γ∪Σ, Γ∩Σ=;. Let θ ∈ H 1(Σ),

V ∈Θ1, and κ denote the mean curvature of Σ. Then, the following formulas hold:

Tangential Divergence Formula [106, Eq. 2.140, p. 91]

divΣ (θV ) =∇Σθ ·V +θdivΣV ;

Tangential Stokes’ Formula [43, Eq. 5.26, p. 498]∫
Σ

divΣV dσ=
∫
Σ
κV ·n dσ;

Tangential Green’s Formula [43, Eq. 5.27, p. 498]∫
Σ

(∇Σθ ·V +θdivΣV )dσ=
∫
Σ
κV ·n dσ.

2.1.4 Material and Shape Derivatives

Here we formally state the definition of the material and shape derivatives of a scalar function ϕ

defined in [0, tmax]×U .

Definition 2.1.2. Let ϕ be defined in [0, tmax]×U .

Material Derivative An element ϕ̇ ∈ H k (Ω), called the material derivative of ϕ, is defined as

ϕ̇= lim
t↘0

ϕ(Ωt )◦Tt −ϕ(Ω)

t
= d

dt

(
ϕ◦Tt (Ω)

)∣∣∣∣
t=0

,

if the limit exists in H k (Ω).

Shape Derivative An element ϕ′ ∈ H k (Ω), called the shape derivative of ϕ, is defined as

ϕ′ = lim
t↘0

ϕ(Ωt )−ϕ(Ω)

t
,

where (ϕ(Ωt )◦Tt )(x) =ϕ(Ωt )(Tt (x)).
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Remark 2.1.1. In some literature, the material and shape derivatives of a (scalar) function ϕ is also

expressed as

ϕ̇(x) = lim
t↘0

ϕ(t ,Tt (x))−ϕ(0, x)

t
=:

d

dt
ϕ(t ,Tt (x))

∣∣∣∣
t=0

and ϕ′(x) = lim
t↘0

ϕ(t , x)−ϕ(0, x)

t
,

respectively.

If the derivatives defined previously are obtained via the velocity field V , then these expressions

are related by

(2.4) ϕ′ = ϕ̇− (∇ϕ ·V )

provided that ∇ϕ ·V exists in some appropriate function space. In general, for bounded C k domains,

if ϕ̇ and ∇ϕ ·V both exist in the Sobolev space W m,p (Ω), 06m6 k, 16 p <∞, then ϕ′ also exists in

that space (see, e.g., [106, Section 2.30]).

We note here that the derivation of the Eulerian semi-derivative of the cost functionals Ji , i =
1,2,3, atΩ in the direction of a velocity field V ∈Θ1 may require the expression of the shape derivative

of the state variables uN and uR, especially when one opts to apply the chain rule approach. This

intermediate step is quite laborious but can be bypassed by employing, for instance, the minimax

formulation to derive the shape differentiability of the cost functions. In this thesis, as already

announced, we will apply the minimax formulation to compute the shape derivative of the shape

functionals J1, and will use the chain rule approach to derive the shape derivative of J2 and J3. For

the cost function J1, we emphasize that we are only interested in its first-order shape derivative since

the numerical results obtained from the formulation “minΣ J1(Σ) subject to (1.15)” will serve as our

benchmark for the other two formulations. In addition, we will see in in the numerical part of this

thesis that the advantage of using the Robin problem over the Dirichlet problem in the formulation

is already apparent in the results of the first-order method. Nevertheless, the investigation of its

corresponding second-order method will be the subject of our future work. Meanwhile, we will

compute the shape derivatives of J2 and J3 up to the second-order using the chain rule approach,

and carry out the numerical analyses also up to the second-order. However, a thorough investigation

of a second-order numerical scheme will only be accomplished in the case of the last proposed

formulation.

The shape derivative of a (scalar) function defined previously typically appears in the computation

of the shape derivative of objective functionals when one, in particular, is applying the chain rule

approach. In relation to this, the derivatives of integrals with respect to the domain of integration

can be computed easily using the formulas giiven below. Here, the definition is stated for connected

bounded domains Ω⊂U (U is, of course, the same hold-all domain defined in subsection 2.1.2) with

disjoint (closed) boundaries Γ and Σ as in the Bernoulli problem. Moreover, the velocity fields are
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autonomous (i.e., time-independent) and, in particular, are elements ofΘk . For the first indicated

result, the domainΩ is assumed to be at least C 0,1 regular while the second one requires Ω to be at

least C 1,1 regular.

Theorem 2.1.6 (Hadamard’s Differentiation Formulas). Let tmax > 0 be sufficiently small, and Ω⊂U

be a domain having disjoint (closed) boundaries Γ and Σ as in the Bernoulli problem. Also, suppose

V ∈Θk , for some integer k> 0. Then, we have the following formulas.

Domain Differentiation Formula Let ϕ ∈C ((0, tmax),W 1,1(U )) and ϕ̇(0, ·) ∈ L1(U ). Then,

(2.5)

{
d

dt

∫
Ωt

ϕ(t , x)dxt

}∣∣∣∣
t=0

=
∫
Ω
ϕ′(0, x)dx +

∫
Σ
ϕ(0, s)V ·n dσ.

Boundary Differentiation Formula Let ϕ be defined in a neighborhood of Σ. If ϕ ∈
C ((0, tmax),W 2,1(U )) and ϕ̇(0, ·) ∈W 1,1(U ), then

(2.6)

{
d

dt

∫
∂Ωt

ϕ(t , x)dσt

}∣∣∣∣
t=0

=
∫
Σ
ϕ′(0, s)dσ+

∫
Σ

(
∂

∂n
ϕ(0, s)+κϕ(0, s)

)
V ·n dσ.

Proof. The results easily follow from formulas [106, Eq. 2.168, p. 113] and [106, Eq. 2.174, p. 116],

respectively. See also [43, Theorem 4.2, p. 483-484] and [43, Theorem 4.3, p. 486], respectively. �

Finally, to complete our preparation and end this section, let us formally define the first- and

second-order shape derivatives of a shape functional J (Ω) atΩ in the direction of some (autonomous

or time-independent) velocity fields V and W (see, e.g., [40, 43, 114]):.

Definition 2.1.3 (Shape Gradient). Given a cost functional J (Ω) defined in some Sobolev spaces, we

say that J (Ω) has a Eulerian semi-derivative atΩ in the direction V ∈Dk (Rd,Rd) if the limit

lim
t↘0

J (Ωt (V ))− J (Ω)

t
=: dJ (Ω)[V ]

exists and is finite. The shape functional J (Ω) is said to be shape differentiable if dJ (Ω)[V ] exists for all

V ∈Dk (Rd,Rd) and the map V 7→ dJ(Ω)[V ] :Dk (Rd,Rd) →R is well-defined, linear and continuous.

In the distributional sense we have

dJ (Ω)[V ] = 〈J,V 〉Dk (Rd,Rd)′×Dk (Rd,Rd)

and we say that J is the k-th order shape gradient of J (Ω) atΩ.
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We have the following well-known structure theorem which is a fundamental result in shape

optimization. Basically, it states that the shape derivative dJ (Ω)[V ] of a ‘regular’ functional J (Ω) only

depends on the normal component V ·n of the vector field V .

Theorem 2.1.7 (Hadamard-Zolésio structure theorem). Assume that the boundary Γ ofΩ is of class

C k+1 for an integer k> 0. Then, there exists a scalar distribution g in Dk (Γ)′ such that

dJ (Ω)[V ] = 〈g , vn〉Dk (Γ)′×Dk (Γ)

where vn =V ·n is the normal component of V on Γ.

Corollary 2.1.8. LetΩ be a domain of class C 1 and denote ΩV :=Ωt (V ). Assume that the application

D1(Rd,Rd) 3V 7→ J (ΩV ) ∈R

is of class C 1. Then, for any vector field V ∈D1(Rd,Rd) such that V ·n = 0 on ∂Ω, one has

dJ (Ω)[V ] = 0.

Clearly, based on the previous corollary, any two vector fields V 1 and V 2 belonging to D1(Rd,Rd)

with the same normal component will produce equal shape derivatives along the vector fields.

Ω

ΩV
V

Figure 2.2: At first order, a tangential vector field V (i.e., V ·n = 0) only results in a convection of the
shape Ω, and it is expected that dJ (Ω)[V ] = 0

Now, let V and W be two time-independent vector fields, i.e., V ,W ∈Dk (Rd,Rd) do not depend

on t > 0. We associate to V and W with the transformations Tt (V ) and Tt (W ) and the transformed

domains Ωt (V ) and Ωt (W ). We have the following definition.
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Definition 2.1.4 (Shape Hessian). Assume that the first Eulerian semi-derivative dJ(Ω)[V ] exists in

some neighborhood of t = 0. We say that J (Ω) has the second order Eulerian semi-derivative atΩ in

the directions (V ,W ) if the limit

lim
t↘0

dJ (Ωt (W ))[V ]−dJ (Ω)[V ]

t
=: d2 J (Ω)[V ,W ]

exists and is finite. The shape functional J(Ω) is said to be twice shape differentiable if dJ(Ω)[V ]

exists for all V ,W ∈Dk :=Dk (Rd,Rd) and the map h defined as (V ,W ) 7→ dJ(Ω)[V ] :Dk ×Dk →R is

well-defined, linear and continuous with the Fréchet space topology on Dk (Rd,Rd). We denote by

H(Ω) the vector distribution in (Dk ⊗Dk )′ associated with h:

d2 J (Ω)[V ,W ] = 〈H(Ω),V ⊗W 〉 =: h(V ,W ),

where V ⊗W is the tensor product of V = (V i ) and W = (W j ) defined as

(V ⊗W )i , j (x, y) =V i (x)W j (y), 16 i , j 6 d .

In this case, H(Ω) will be called the kth-order shape Hessian of J (Ω) atΩ.

Next, we give an equivalent form of the Hadamard-Zolésio structure theorem for d2 J (Ω)[V ,W ].

Theorem 2.1.9. Let Ω be a domain in Rd with boundary Γ and assume that the functional J(Ω) is

twice shape differentiable at Ω.

(i) Then, H(Ω) has support in Γ×Γ. Moreover, the support of h(Ω) is compact when its order is

finite.

(ii) If H(Ω) is of finite order k> 0 and the boundary Γ is of class C k+1, then there exists a linear and

continuous vector distribution h(Γ⊗Γ) on Dk (Γ,Rd)⊗Dk (Γ) of order k such that for all V and

W in Dk ,

d2 J (Ω)[V ,W ] = 〈h(Γ⊗Γ), (γΓV )⊗ ((γΓW ) ·n)〉

where γΓ denotes the trace operator on the boundary Γ.

Remark 2.1.2. In general, the shape Hessian is not symmetric; that is, we can find two (time-

independent) vector fields V and W in Dk such that d2 J (Ω)[V ,W ] 6= d2 J (Ω)[W ,V ].
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We are now in the position to derive the expressions for the derivatives of the cost functionals J1,

J2, and J3 with respect to domain variations.

2.2 Shape Derivative of J1

In this section we derive the shape derivative of J1 via the minimax formulation in the spirit of [38].

We start off the section with the following remark about an essential quality of the state solutions

which is of key importance in the existence of the shape derivative of the cost functionals Ji s.

Remark 2.2.1. In Subsection 1.4.2, we already mentioned the existence of weak solutions to the

Robin state problem (1.15). We remark here that, for β > 0, the uniqueness of the weak solution

uR ∈ H 1(Ω) to (1.24) is guaranteed. In fact, in general, if β=β(x) is an L∞(Σ) function and is positive

almost everywhere in Σ, then we are assured that (1.15) admits only one solution in H 1(Ω) (see, e.g,

[88, Lemma 7.36.3, p. 617]). It is worth to mention that both uN and uR possesses higher regularity

because of the regularity assumption imposed onΩ. In fact, the weak solutions to (1.23) and (1.24)

are even H 2(Ω)-regular since Ω is of class C 1,1. Generally, if Ω is of class C k+1,1, where k > 0 is an

integer, then uN,uR ∈ H 1(Ω) are also elements of H k+2(Ω). This claim can easily be verified for uN

since the boundaries Γ and Σ are disjoint. See, for example, [14, Theorem 29]. The same is true for uR

as stated, for instance, in [81, Remark 3.5]. For more details about the existence and uniqueness of

solutions to mixed Robin-Dirichlet problems in W m,2 for bounded domains in Rd, one may consult

Section 7.36 in [88].

2.2.1 The Minimax Formulation

Here we want to review the minimax formulation of shape optimization problems that we will employ

to examine the shape differentiability of J1. In this regard, we will also discuss a theorem due to

Correa and Seeger [33] which is a powerful tool to differentiate a minimax function with respect to a

parameter.

Let us first recall the definition of saddle points and briefly discuss their characterization.

Definition 2.2.1. Let A, B be sets and G :A×B→R be a map. Then a pair (u, p) ∈A×B is said to be

a saddle point on A×B if G(u,ψ)6G(u, p)6G(ϕ, p), for all (ϕ,ψ) ∈A×B.

According to [44, Proposition 1.2, p. 167], a pair (u, p) ∈A×B is a saddle point of G(·, ·) if and

only if 1 minû∈A supp̂∈BG(û, p̂) = maxp̂∈B infû∈AG(û, p̂), and it is equal to G(u, p), where u is the

attained minimum and p is the attained maximum, respectively. For a convex-concave function G

1Here, the min and max indicate that the infimum and supremum are attained, respectively.
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that is Gâteaux differentiable, it may be verified that (u, p) ∈A×B is a saddle point of G (see [44,

Proposition 1.6, pp. 169–170]).

Proposition 2.2.1. Let X and Y be two Banach spaces. Let us suppose that A ⊂ X and B ⊂ Y, A,

B are closed, convex and non-empty. Moreover, let G : X×Y→ R be such that for all p ∈ B, the

function u 7→G(u, p) is lower semi-continuous, convex and Gâteaux differentiable, and for all u ∈A
the function p 7→ G(u, p) is upper semi-continuous, concave and Gâteaux differentiable. Then,

(û, p̂) ∈A×B is a saddle point if and only if〈
∂G

∂u
(û, p̂),u − û

〉
> 0 and

〈
∂G

∂p
(û, p̂),u − û

〉
6 0,

for all (u, p) ∈A×B.

In what follows, we discuss the general idea about the inf-sup formulation of a perturbed problem

in 2-dimensional space. So, we let Ω be a bounded open domain in R2 with a smooth boundary Γ.

Let us suppose that u = u(Ω) be the solution of the variational problem

(2.7) inf
ϕ∈H 1(Ω)

E(Ω,ϕ),

where E denotes some energy functional. We associate with u a cost function

J (Ω) = F (Ω,u(Ω)).

Now, consider the deformed domainΩt = Tt (Ω) of the reference domainΩ, where Tt is the pertur-

bation of the identity operator. Let ut = u(Ωt ) be the solution of problem (2.7) on the transformed

domainΩt

(2.8) inf
ϕ∈H 1(Ωt )

E(Ωt ,ϕ),

and associate with ut the cost function

(2.9) J (Ωt ) = F (Ωt ,u(Ωt )).

To minimize the cost function J with respect to Ω, we transform the (2.8)-(2.9) into an inf-sup

problem. Such approach is popular in the engineering and mathematical literature.

The solution of (2.8) is completely characterized by the variational equation

dE(Ωt ,ut ;ϕ) = 0, ∀ϕ ∈ H 1(Ωt ).

Define

(2.10) L(t ,ϕ,ψ) = F (Ωt ,ϕ)+dE(Ωt ,ϕ;ψ).
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Noting that

sup
ψ∈H 1(Ωt )

L(t ,ϕ,ψ) =
{

F (Ωt ,ϕ) if ϕ is a solution of (2.8),

+∞ otherwise,

yields

J (Ωt ) = min
ϕ∈H 1(Ωt )

sup
ψ∈H 1(Ωt )

L(t ,ϕ,ψ).

Notice that the functional spaces appearing in the inf-sup expression given above depend on the

parameter t . So, before we can differentiate the inf-sup expression with respect to the parameter

t , we need to fixed the functional spaces first. To do this, we may apply either the function space

parametrization technique or the function space embedding technique put forward in [43, Section

10.6.3].

Let us now discuss the differentiability of a saddle point with respect to the parameter t .

Consider a functional

G : [0, tmax]×X×Y→R,

for some tmax > 0 and topological spaces X and Y. For each t in [0, tmax], we define

M(t ) = inf
x∈X

sup
y∈Y

G(t , x, y) and M(t ) = sup
y∈Y

inf
x∈X

G(t , x, y)

and the associated sets

X̂(t ) :=
{

x̂ ∈X : sup
y∈Y

G(t , x̂, y) = M(t )

}
and Ŷ(t ) :=

{
ŷ ∈Y : inf

x∈X
G(t , x, ŷ) = M(t )

}
To complete the set of notations, we introduce the set of saddle points

(2.11) S(t ) := {
(x̂, ŷ) ∈X×Y : M(t ) =G(t , x̂, ŷ) = M(t )

}
,

which may be empty. Generally, we always have the inequality M(t)6 M(t). Further, for a fixed

t ∈ [0, tmax], and for all (x t , y t ) = (x̂, ŷ) ∈ X̂(t )×Ŷ(t ), we have the inequality M(t )6G(t , x t , y t )6M(t ),

and when M(t ) = M(t ), the set of saddle points S(t ) is exactly X̂(t )×Ŷ(t ).

Now, the objective of this method is to seek realistic conditions under which the existence of the

limit

dM(0) = lim
t↘0

M(t )−M(0)

t

is guaranteed. Here, we are particularly interested on the situation when G admits saddle points

for all t ∈ [0, tmax]. It is basically an extension of [43, Theorem 2.1, pp. 58–59] which is about the

differentiability of a min with respect to a parameter. It is used when we want to minimize a functional

consisting of the state variable, which is itself a function of the domain through a BVP. In that case,

the saddle point equations coincide with the “state equation” and the “adjoint state equation”. The

main advantage of this approach is that it avoids the problem of the existence and characterization

of the derivative of the state x t with respect to t , which is in fact the directional derivative of the state

with respect to the control variable in control problem. It is worth noting that it is not necessary
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to invoke any implicit function theorem with possibly restrictive differentiability conditions, and it

suffices to check two continuity conditions for the set-valued maps X( · ) and Y( · ) [43].

Finally, we state the theorem that we will utilize to differentiate a saddle point with respect to the

parameter t . The result which we give below is an improved version [43, Theorem 5.1, pp. 556–559] of

the theorem of Correa-Seeger. For the proof, see pages 557-588 of [43].

Theorem 2.2.1 (Correa and Seeger [33]). Let the sets X and Y, the real number tmax > 0, and the

functional

G : [0, tmax]×X×Y→R

be given. Assume that the following assumptions hold:

(H1) S(t ) 6= ;, 06 t 6 tmax;

(H2) for all (x, y) ∈ [⋃{
X̂(t ) : 06 t 6 tmax

}×Ŷ(0)
]⋃[

X̂(0)×⋃{
Ŷ(t ) : 06 t 6 tmax

}]
, the partial

derivative
∂

∂t
G(t , x, y) exists everywhere in [0, tmax];

(H3) there exists a topology TX on X such that for any sequence {tn : 0 < tn 6 tmax}, tn → t0 = 0, there

exist an x0 ∈ X̂(0) and a subsequence {tnk } of {tn}, and for each k> 1, there exists xnk ∈ X̂(tnk )

such that

(i) xnk → x0 in the TX -topology, and

(ii) for all y in Ŷ(0),

liminf
t↘0

k→∞

∂

∂t
G(t , xnk , y)>

∂

∂t
G(0, x0, y);

(H4) there exists a topology TY on Y such that for any sequence {tn : 0 < tn 6 tmax}, tn → t0 = 0, there

exist y0 ∈ Ŷ(0) and a subsequence {tnk } of {tn}, and for each k > 1, there exists xnk ∈ X̂(tnk )

such that

(i) ynk → y0 in the TY -topology, and

(ii) for all x in X̂(0),

limsup
t↘0

k→∞

∂

∂t
G(t , x, ynk )6

∂

∂t
G(0, x, y0).

Then, there exists (x0, y0) ∈ X̂(0)×Ŷ(0) such that

dM(0) = inf
x∈X̂(0)

sup
y∈Ŷ(0)

∂

∂t
G(0, x, y) = ∂

∂t
G(0, x0, y0) = sup

y∈Ŷ(0)

inf
x∈X̂(0)

∂

∂t
G(0, x, y).

Thus, (x0, y0) is a saddle point of
∂

∂t
G(0, x, y) on X̂(0)×Ŷ(0).
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In the literature, condition (H3)(i) is known as sequential semicontinuity for set-valued functions.

When X̂(0) is a singleton {x0} we readily get dM(0) = ∂tG(0, x0, y).

Now we are in the position to compute the first-order shape derivative of the cost functional J1

using the minimax formulation in the next subsection.

2.2.2 The Shape Gradient of J1

In the derivation of the shape gradient of J1, it is sufficient to take k = 1 in (2.2) if one opt to apply

the rearrangement method; see [67, 79]. However, since we wish to apply the minimax formulation

[38] instead, we take k = 2. This in turn will simplify the derivation of the expression for the shape

derivative of J1 as we will demonstrate in the proof of the following proposition. Here, for convenience,

we will denote the state variable uR simply by u.

Proposition 2.2.2. LetΩ be of class C 2,1. Then, the shape derivative of J1 atΩ along a deformation

field V ∈Θ2 is given by

dJ1(Σ)[V ] =
∫
Σ

g1n ·V dσ

:=
∫
Σ

{
∇u ·∇p + (βu −λ)

(
∂p

∂n
+κp

)
+βp

∂u

∂n
+

(
∂u

∂n
−λ

)
∂2u

∂n2 + κ

2

(
∂u

∂n
−λ

)2}
n ·V dσ

where the adjoint state p satisfies the PDE system

(2.12) −∆p = 0 inΩ, p = 0 on Γ,
∂p

∂n
+βp =−

(
∂u

∂n
−λ

)
on Σ.

If we choose β to be the mean curvature κ of Σ, i.e., β= κ, the kernel g1 simplifies to

g1 =∇u ·∇p −κ(u −p)
∂u

∂n
+

(
∂u

∂n
−λ

)
∂2u

∂n2 + κ

2

(
∂u

∂n
−λ

)2

.

Additionally, at the shape solution Ω∗ of the Bernoulli problem (1.3) wherein it holds that ∂u
∂n =λ on

Σ∗, we have the necessary optimality condition

dJ1(Σ∗)[V ] = 0, for all V ∈Θ2.

Before we proceed with proof, we recall, for convenience, the definition of the Hilbert space

H 1
Γ,0(Ω) given by H 1

Γ,0(Ω) = {ϕ ∈ H 1(Ω) : ϕ|Γ = 0} which we endow with the norm ‖ϕ‖H 1
Γ,0(Ω) :=(

|ϕ|2
H 1(Ω)

+‖ϕ‖2
L2(Σ)

)1/2
. We shall also consider throughout the rest of this thesis the linear mani-

fold defined by

H 1
Γ, f (Ω) = {

ϕ ∈ H 1(Ω) :ϕ|Γ = f ∈ H 1/2(Γ)
}

.
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Moreover, we reiterate with emphasis the equivalence of the H 1(Ω)-seminorm, H 1
Γ,0(Ω)-norm, and

the usual Sobolev norm H 1(Ω) on H 1
Γ,0(Ω). Also, we point out that the properties of Tt listed in

Lemma 2.1.4 will be used many times in proof.

Proof. The proof will be accomplished in several steps.

Step 1: Construction of the appropriate functional. We consider the following functional composed

of the objective function and the weak formulation of the state system (over the perturbed domain

Ωt ):

L(t ,ϕ,ψ) =
∫
Ωt

∇ϕ ·∇ψdxt +
∫
Σt

[
(βϕ−λ)ψ+ 1

2

(
∂nϕ−λ)2

]
dσt +

∫
Γ

(ϕ−1)µdσt .

Here, the Lagrange multiplier µ := ∂nψ is introduced to penalize the Dirichlet condition on the fixed

boundary. Because Γ is invariant during deformation (i.e., Γt = Γ for all t ), we can actually drop t in

Γt in above expression.

One can easily check that, at t = 0,

J1(Σ) = min
ϕ∈H 1(Ω)

sup
ψ∈H 1

Γ,0(Ω)
L(0,ϕ,ψ)

since

sup
ψ∈H 1

Γ,0(Ω)
L(0,ϕ,ψ) =


1

2

∫
Σ

(
∂u

∂n
−λ

)2

dσ if ϕ= u,

+∞ otherwise.

In addition, one can also show that the functional L(0,ϕ,ψ) is convex continuous with respect to

ϕ and concave continuous with respect to ψ. Hence, according to Proposition 2.2.1, the functional

admits a saddle point (u, p) provided that the pair (u, p) satisfies the variational forms of the systems

(1.15) and (2.12):

find u ∈ H 1
Γ,1(Ω) such that

∫
Ω
∇u ·∇ψdx +

∫
Σ
βuψdσ=

∫
Σ
λψdσ, ∀ψ ∈ H 1

Γ,0(Ω);

find p ∈ H 1
Γ,0(Ω) such that

∫
Ω
∇p ·∇ϕdx +

∫
Σ
βpϕdσ=−

∫
Σ

(∂nu −λ)ϕdσ, ∀ϕ ∈ H 1
Γ,0(Ω).(2.13)

The saddle point (u, p) is unique because (1.24) and (2.13) are uniquely solvable in H 1(Ω). A similar

analysis also holds on the transformed domainΩt . In fact, we have the equality

(2.14) J1(Σt ) = min
ϕ∈H 1(Ωt )

sup
ψ∈H 1

Γ,0(Ωt )
L(t ,ϕ,ψ).

The corresponding saddle point of L(t ,ϕ,ψ), (ut , pt ), for non-zero small t , is characterized by

the same weak forms (1.24) and (2.13), only that the integrals are defined over Ωt , (ut , pt ) lives

in H 1(Ωt )×H 1
Γ,0(Ωt ), and the test functions are taken from H 1

Γ,0(Ωt ).

Step 2: Getting rid of the time-dependence of the function spaces. Our goal is to get the derivative

of the minimax functional L(t ,ϕ,ψ) with respect to the parameter t > 0 through the application

of Correa-Seeger’s Theorem [33]. However, the function spaces appearing in the minimax in (2.14)

50



2.2. SHAPE DERIVATIVE OF J1

depend on the parameter t . To get around this difficulty, we make use of the so-called function space

parametrization technique (see, e.g., [43, Section 10.6.3].2 That is, we parametrize the functions in

H 1(Ωt ) by elements of H 1(Ω) using the map

ϕ 7→ϕ◦T −1
t : H 1(Ω) → H 1(Ωt ).

Of course, we do the same for the functions in H 1
Γ, f (Ωt ). This parametrization does not change the

values of the saddle points. Thus, we have a new functional L(t ,ϕ◦T −1
t ,ψ◦T −1

t ) with the same saddle

point for L(t ,ϕ,ψ). We rewrite the resulting functional and the systems characterizing its saddle

points into their respective equivalent forms via domain and boundary transformations (see Lemma

2.1.2). Particularly, we have

G(t ,ϕ,ψ) :=
∫
Ω

A(t )∇ϕ ·∇ψdx +
∫
Γ

(ϕ−1)∂nψdσ+
∫
Σ

B(t )

[
(βϕ−λ)ψ+ 1

2

(
∂nϕ−λ)2

]
dσ.

Here, we used the fact that const . ◦Tt = const ., and Tt (x) = x and B(t) = 1 on Γt = Γ. The saddle

point (ut , p t ) := (ut ◦Tt , pt ◦Tt ) ∈ H 1(Ω)× H 1
Γ,0(Ω) of this new functional is characterized by the

systems

ut ∈ H 1
Γ,1(Ω) :

∫
Ω

A(t )∇ut ·∇ψdx +
∫
Σ
βB(t )utψdσ=

∫
Σ

B(t )λψdσ, ∀ψ ∈ H 1
Γ,0(Ω),

(2.15)

p t ∈ H 1
Γ,0(Ω) :

∫
Ω

A(t )∇p t ·∇ϕdx +
∫
Σ
βB(t )p tϕdσ=−

∫
Σ

B(t )(∂nut −λ)ϕdσ, ∀ϕ ∈ H 1
Γ,0(Ω).

(2.16)

Step 3: Verifying the four assumptions of Correa-Seeger’s Theorem. To get the shape derivative of J1

atΩ along a deformation field V , we evaluate the limit

lim
t↘0

 min
ϕ∈H 1(Ω)

sup
ψ∈H 1

Γ,0(Ω)

G(t ,ϕ,ψ)−G(0,ϕ,ψ)

t

 .

To do this, we apply Theorem 2.2.1. But first, we need to verify its four assumptions.

We let V ∈ Θ1 and choose a sufficiently small number tmax > 0, such that, for all t ∈ [0, tmax],

there exist some constants a1, a2, b1 and b2 satisfying 0 < a1 6 a2, 0 < b1 6 b2 and such that

a1|ξ|26 A(t )ξ ·ξ6 a2|ξ|2, for all ξ ∈R2 and b16B(t )6 b2 (see, e.g., [13]). We define the sets

X(t ) :=
x t ∈ H 1(Ω) : sup

y∈H 1
Γ,0(Ω)

G(t , x t , y) = inf
x∈H 1(Ω)

sup
y∈H 1

Γ,0(Ω)
G(t , x, y)

 ,

Y(t ) :=
y t ∈ H 1

Γ,0(Ω) : inf
x∈H 1(Ω)

G(t , x, y t ) = sup
y∈H 1

Γ,0(Ω)
inf

x∈H 1(Ω)
G(t , x, y)

 .

2An alternative approach to address the issue is to use the function space embedding technique, see [43, Section 10.6.3].
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The functions ut and p t satisfy the inequality L(t ,ut ,ψ) 6 L(t ,ut , p t ) 6 L(t ,ϕ, p t ). Hence, it is

evident that X(t ) and Y(t ) are non-empty, since, in particular, we have X(t ) = {
ut

}
and Y(t ) = {

p t
}

.

Thus, we get

∀t ∈ [0, tmax] : S(t ) :=X(t )×Y(t ) = {
ut , p t } 6= ;.

This shows that condition (H1) is satisfied.

To verify condition (H2), let us compute the derivative of G(t ,ϕ,ψ) with respect to t > 0:

∂

∂t
G(t ,ϕ,ψ) =

∫
Ω

A′(t )∇ϕ ·∇ψdx +
∫
Σ

B ′(t )

[
(βϕ−λ)ψ+ 1

2

(
∂ϕ

∂n
−λ

)2]
dσ.

Since V ∈D1(R2,R2) and the maps t 7→ DTt are continuous in [0, tmax] (see Lemma 2.1.4), the partial

derivative ∂tG(t ,ϕ,ψ) exists everywhere in [0, tmax]. Hence, (H2) is satisfied.

To check (H3)(i) and (H4)(i), we first show the boundedness of (ut , p t ). We take ψ= ut in (2.15).

With the choice of tmax, we can use the bounds for A(t) and B(t) to get the estimate ‖ut‖2
H 1
Γ,0(Ω)
.

|λ||Σ|1/2‖ut‖L2(Σ). Since the norm ‖·‖H 1
Γ,0(Ω) is equivalent to the usual H 1(Ω) Sobolev norm on H 1

Γ,0(Ω),

we actually have ‖ut‖H 1(Ω) . |λ||Σ|1/2. Applying the same technique, we can also show that p t is

bounded.

Next, we show the continuity of the pair (ut , p t ). To prove the continuity of ut , we subtract in

(2.15) at t > 0, t = 0 and let ψ= ut −u to obtain

‖ut −u‖2
H 1
Γ,0(Ω)

=
∫
Ω

(A(t )− I 2)∇ut ·∇(ut −u)dx +
∫
Σ

(λ◦Tt B(t )−λ)(ut −u)dσ

−β
∫
Σ

ut (B(t )−1)(ut −u)dσ

6 ‖A(t )− I 2‖L∞(Ω)‖ut‖H 1(Ω)‖ut −u‖L2(Ω) +|λ||B(t )−1|∞‖ut −u‖L2(Σ)

+β|B(t )−1|∞‖ut‖L2(Σ)‖ut −u‖L2(Ω),

where | · |∞ is the supremum norm. Using the boundedness of ut , and the equivalence of the norms

‖ ·‖H 1
Γ,0(Ω) and ‖ ·‖H 1(Ω), we get the bound

‖ut −u‖H 1(Ω). ‖A(t )− I 2‖L∞(Ω) +|B(t )−1|∞.

Hence, ut → u in H 1(Ω) because A(t)− I 2 → 0 and B(t) → 1 as t → 0 (Lemma 2.1.4). For Ω at least

C 1,1 regular we can show via the application of a classical regularity theorem [60], and standard

arguments, that ut is also bounded in H 2(Ω) because ut is in H 2(Ω). This implies the continuity of

ut in H 2(Ω), and thus verifies (H3)(i) for H 2(Ω)-strong. Using a similar argument, we can also show

that p t → p strongly in H 1(Ω) as t → 0. Moreover, since ut ∈ H 2(Ω), ∂nut −λ ∈ H 1/2(Σ). By regularity

theorem, p t is also in H 2(Ω), and so the continuity of p t in H 2(Ω). Hence, condition (H4)(i) is true

for the H 2(Ω)-strong topology.3

3It should be recognized here that we only need the domain Ω to be of class C 1,1 to guarantee the continuity of ut

and p t in H2(Ω). The continuity of the adjoint state in H2(Ω) when the Robin state problem (1.15) is replaced by the pure
Dirichlet problem (1.9) however cannot be achieved since the corresponding adjoint of the formulation does not actually
lives in H2(Ω) in that case, see [67].
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Finally, conditions (H3)(ii) and (H4)(ii) are easily verified by the strong continuity of the maps

(t ,ϕ) 7→ ∂tG(t ,ϕ,ψ) and (t ,ψ) 7→ ∂tG(t ,ϕ,ψ).

Consequently, we have verified all assumptions of Theorem 2.2.1 from which we conclude that

following equation holds

dJ1(Σ)[V ] = ∂

∂t
G(t ,u, p)

∣∣∣∣
t=0

=
∫
Ω

A∇u ·∇p dx +
∫
Σ

B

[
(βu −λ)p + 1

2
(∂nu −λ)2

]
dσ,

where A = (divV )I 2 −DV − (DV )> and B = divΣV (see Lemma 2.1.4), and (u, p) ∈ H 1(Ω)×H 1(Ω) is

the unique solution pair to systems (1.15) and (2.12).

Step 4: Characterization of the shape gradient in terms of just a boundary expression. Let us now

assume that V ∈Θ2. It can be checked without difficulty that the map V 7→ dJ1(Σ)[V ] :D1(R2,R2) →R

is linear and continuous. Therefore, according to Hadamard-Zolésio structure theorem [43, Section

9.3.4], there exists, for a C 2,1 domain Ω, a scalar distribution g1(Ω) ∈D1(Σ) such that dJ1(Σ)[V ] =
〈g1(Ω),V ·n〉L2(Σ).

Now we further characterize this boundary expression as follows. Firstly, we note that for a C 2,1

domain Ω, the unique solution pair to (1.15) and (2.12) possesses more regularity. In fact, u and p

are elements of H 3(Ω) for Ω of class C 2,1 (see, e.g., [81, Remark 3.5]). These regularities allow us to

use Hadamard’s domain and boundary differentiation formulas (2.5) and (2.6) That is, we have

∂

∂t
L(t ,ϕ◦T −1

t ,ψ◦T −1
t )

∣∣∣∣
t=0

=
∫
Ω

(∇ϕ̇ ·∇ψ+∇ϕ ·∇ψ̇)dx +
∫
Σ

[
(βϕ−λ)ψ̇+βϕ̇ψ+ (

∂nϕ−λ)
∂nϕ̇

]
dσ

+
∫
Σ
∇ϕ ·∇ψV ·n dσ+

∫
Σ
∂n

[
(βϕ−λ)ψ+ 1

2

(
∂nϕ−λ)2

]
V ·n dσ

+
∫
Σ
κ

[
(βϕ−λ)ψ+ 1

2

(
∂nϕ−λ)2

]
dσ,

where (by Lemma 2.1.3)

ϕ̇= d

dt
ϕ◦T −1

t

∣∣∣∣
t=0

=−∇ϕ ·V ∈ H 1(Ω) and ψ̇= d

dt
ψ◦T −1

t

∣∣∣∣
t=0

=−∇ψ ·V ∈ H 1(Ω).

Substituting (ϕ,ψ) by (u, p), we see that the first and second integral vanish due to (1.24) with

ψ=−∇p ·V and (2.12) with ϕ=−∇u ·V . Consequently, we get

dJ1(Σ)[V ] =
∫
Σ

g1n ·V dσ

where

g1 =∇u ·∇p + (βu −λ)∂n p +βp∂nu + (∂nu −λ)∂2
nnu +κ

[
(βu −λ)p + 1

2
(∂nu −λ)2

]
,

as desired.

If we take β= κ, g1 simplifies to

g1 =∇u ·∇p −κ(u −p)∂nu + (∂nu −λ)∂2
nnu + κ

2
(∂nu −λ)2 .
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Moreover, if Ω∗ is such that u = u(Ω∗) is the solution to the Bernoulli problem (1.3), i.e., it holds that

∂nu =λ on Σ∗, then p = p(Ω∗) is identically equal to zero. Hence, g1 = 0 on Σ∗, and this implies that

dJ1(Σ)[V ] = ∫
Σ (0)n ·V dσ= 0. This finishes the proof of the proposition. �

Evidently, the computed shape gradient of J1 under the proposed formulation differs from the

classical one (see [67, Theorem 3.1]). We recall that the cost function JN with state variable u satisfying

(1.9) has the shape derivative given by

dJN(Σ)[V ] =
∫
Σ

gNV ·n dσ :=−
∫
Σ

{
∂u

∂n

∂p

∂n
+κ

(
1

2
p2 +λp

)}
n ·V dσ,

where the adjoint state p satisfies

(2.17) −∆p = 0 inΩ, p = 0 on Γ, p = ∂nu −λ on Σ.

In the case of the interior problem, the shape derivative of J int
N at Ω in the direction of the velocity

field V is given as follows.

Proposition 2.2.3. Let Ω be a C 2,1 bounded domain. Then, the shape derivative of the cost function

J int
N (Σ) along a deformation field V ∈Θ2 is given by

dJ int
N (Σ)[V ] =

∫
Σ

g int
N n ·V dσ :=

∫
Σ

{
∇u ·∇p + ∂u

∂n

∂p

∂n
+p

∂p

∂n
+ (u −1)

(
∂2p

∂n2 +κ∂p

∂n

)
+ κ

2
p2

}
n ·V dσ,

where u is the unique solution to the pure Dirichlet BVP (1.14) and p is the corresponding adjoint

state variable satisfying the same system 2.17 (where, of course, Γ represents the exterior boundary

while Σ is the interior boundary).

Of course, one could also consider a reformulation of (1.5) similar to our proposed formulation for

the exterior Bernoulli problem by constructing an associated state problem with a Robin condition.

Instead of (1.14), we can use the PDE system

(2.18) −∆uint = 0 inΩ, uint = 0 on Γ, ∂nuint +βuint =λ+β on Σ,

where β> 0, as the state problem. With this new state equation, the shape gradient of J int
1 has now a

different structure as evident in the following result.

Proposition 2.2.4. Let Ω be a C 2,1 bounded domain. Then, the shape derivative of the cost function

J int
1 (Σ) (subject to (2.18)) along a deformation field V ∈Θ2 is given by

dJ int
1 (Σ)[V ] =

∫
Σ

g int
1 V ·n dσ,
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where

g int
1 :=∇u ·∇p +

(
∂p

∂n
+κp

)
(βu −λ−β)+βp

∂u

∂n
+

(
∂u

∂n
−λ

)
∂2u

∂n2 + κ

2

(
∂u

∂n
−λ

)2

,

and p is the adjoint state satisfying the same system (2.12) (where, of course, Γ represents the exterior

boundary while Σ is the interior boundary).

If β= κ, the kernel g int
1 simplifies to

g int
1 =∇u ·∇p − ∂u

∂n

∂p

∂n
+

(
∂u

∂n
−λ

)
∂2u

∂n2 + κ

2

(
∂u

∂n
−λ

)2

.

We omit the proofs of these two propositions since they are similar to that of Proposition 2.2.2.

2.3 Shape Derivative of J2

Here we carry out the sensitivity analysis of the cost functional J2(Ω) with respect to a local perturba-

tion of the domain Ω. More precisely, we derive the first- and the second-order shape derivatives of

J2 through chain rule approach. This method requires, beforehand, the expressions for the shape

derivatives of the states uN and uR. The shape derivatives of uN and uR were already obtained in [13,

Theorem 6] and [109, Section 2], respectively, and their existence can be guaranteed if Ω is assumed

to be at least C 2,1 regular.

Before we give the shape derivatives of uR and uN with respect to domain variations, let us first

mention that on the perturbed domain Ωt , the state solutions uNt and uRt satisfy

−∆uNt = 0 inΩt , uNt = 1 on Γt , ∇uNt ·nt =λ on Σt ;(2.19)

−∆uRt = 0 inΩt , uRt = 1 on Γt , ∇uRt ·nt +βuRt =λ on Σt ,(2.20)

respectively, where nt is the unit outward normal to Σt , and Γt = Γ, for all t .

Lemma 2.3.1 ([13]). Let Ω be a bounded C 2,1 domain and V ∈ Θ2 be a given velocity field. Then,

uN ∈ H 3(Ω) is shape differentiable with respect to the domain, and its shape derivative u′
N ∈ H 1(Ω) is

the unique solution of the mixed Dirichlet-Neumann problem

(2.21)


−∆u′

N = 0 inΩ,

u′
N = 0 on Γ,

∂nu′
N = divΣ(V ·n∇ΣuN)+λκV ·n on Σ,

where κ denotes the mean curvature of Σ.

55



CHAPTER 2. SHAPE SENSITIVITY ANALYSES

Lemma 2.3.2 ([109]). Let Ω be a bounded C 2,1 domain and V ∈Θ2 be a given velocity field. Then,

uR ∈ H 3(Ω) is shape differentiable with respect to the domain, and its shape derivative u′
R ∈ H 1(Ω) is

the unique solution of the mixed Robin-Neumann problem

(2.22)


−∆u′

R = 0 inΩ,

u′
R = 0 on Γ,

∂nu′
R +βu′

R = divΣ(V ·n∇ΣuR)+λκV ·n −β (∂nuR +κuR)V ·n on Σ.

If β= κ, then for the shape derivative u′
R of the solution of (1.15), it holds that u′

R ≡ 0 when Σ is the

free boundary.

We elaborate briefly the last statement given in the previous lemma. Indeed, from (2.22), we note

that the shape derivative u′
R satisfies the equation∫

Ω
∇u′

R ·∇ϕdx +
∫
Σ
βu′

Rϕdσ=
∫
Σ

[
−∇Σu′

R ·∇Σϕ−β
(
∂uR

∂n
+κuR

)
ϕ+λκϕ

]
V ·n dσ, ∀ϕ ∈ H 1

Γ,0(Ω).

Hence, if Σ is the free boundary (i.e., Σ = Σ∗, where Σ∗ denotes the optimal free boundary), then

uR = 0 on Σ, and so −∇Σu′
R ·∇Σϕ= 0. This leaves us the equation∫

Ω
∇u′

R ·∇ϕdx +
∫
Σ
βu′

Rϕdσ=
∫
Σ

(
−β∂uR

∂n
+λκ

)
ϕV ·n dσ, ∀ϕ ∈ H 1

Γ,0(Ω).

Since ∂nuR = λ on Σ, then by choosing β = κ, the right side of the above equation vanishes and

we get u′
R ≡ 0. This identity plays an important role in this present section (as well as in Section

2.4), particularly in simplifying the expression for the shape derivative of J2 which would make the

minimization problem more attractive in terms of numerical aspects. For this reason, throughout the

rest of this thesis, we will refer to it as Tiihonen’s condition (see [109, Lemma 1]):

(2.23) “β= κ and u′
R is the shape derivative of the solution of (1.15) where Σ is the free boundary.”

2.3.1 The Shape Gradient of J2

The shape derivative of J2 is given in the following proposition.

Proposition 2.3.1. LetΩ be of class C 2,1 and V ∈Θ2. Then, the energy-gap cost functional J2 is shape

differentiable with

(2.24) dJ2(Ω)[V ] =
∫
Σ

g2n ·V dσ :=
∫
Σ

[
g0n ·V −β(uR −uN)u′

R

]
dσ,
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where

g0 =λ2 −λβuR −β(uR −uN)(∇uR ·n +κuR)−∇uR∇uN

− (∇uR ·τ)(∇uN ·τ)+ 1

2

[
β2u2

R − (∇uR ·τ)2 − (∇uN ·τ)2] .

Here, of course, κ denotes the mean curvature of Σ. Moreover, τ represents the unit tangent vector on

Σ and it is oriented in such a way that Σ is at the left of τ; that is, if n = (n1,n2)>, then τ= (−n2,n1)>.

If, in addition, u′
R is the shape derivative of the solution of (1.15) where Σ is the free boundary,

then, for β= κ, the shape gradient considerably simplifies to

(2.25) dJ2(Ω)[V ] =
∫
Σ

gᵀ2 n ·V dσ :=
∫
Σ

(
λκuN − 1

2
(∇uN ·τ)2

)
n ·V dσ.

The proof of the above proposition, which we will give shortly, utilizes Hadamard’s domain

differentiation formula given by (2.5) and the tangential Green’s identity in Lemma 2.1.5.

Proof. LetΩ be of class C 2,1 and V ∈Θ2. Since uN and uR are sufficiently regular, we can apply (2.5)

to obtain

dJ2(Ω)[V ] =
∫
Ω
∇(uR −uN) ·∇(u′

R −u′
N)dx + 1

2

∫
Σ
|∇(uR −uN)|2V ·n dσ=: I1 + I2,

where u′
N and u′

R satisfy (2.21) and (2.22), respectively. The second integral can be easily expanded as

I2 = 1

2

∫
Σ

[
λ2 −2λβuR +β2u2

R + (∇uR ·τ)2]V ·n dσ+ 1

2

∫
Σ

[−2∇uR∇uN +λ2 + (∇uN ·τ)2]V ·n dσ.

On the other hand, we can express the first integral as follows

I1
〈1〉=

∫
Σ

(uR −uN)∂n(u′
R −u′

N)dσ

〈2〉=
∫
Σ

(uR −uN)divΣ(V ·n∇Σ(uR −uN))dσ−
∫
Σ
β(uR −uN)

[
(∂nuR +κuR)V ·n +u′

R

]
dσ

〈3〉= −
∫
Σ

[
(∇uR ·τ)2 + (∇uN ·τ)2]V ·n dσ−

∫
Σ

2(∇ΣuR ·∇ΣuN)V ·n dσ

−
∫
Σ
β(uR −uN)

[
(∂nuR +κuR)V ·n +u′

R

]
dσ.

Equality 〈1〉 is due to Green’s formula. Meanwhile, 〈2〉 follows from (2.21) and (2.22). Lastly, equality

〈3〉 was derived through the identity∫
Σ
ϕ divΣ(V ·n∇Σϕ)dσ=−

∫
Σ

(∇ϕ ·τ)2V ·n dσ, ϕ ∈ H 3(Ω),

which holds true because V ·n∇Σϕ·n = 0 (cf. tangential Green’s formula in Lemma 2.1.5). Furthermore,

in 〈3〉, we note that we may write ∇ΣuR ·∇ΣuN = (∇uR ·τ)(∇uN ·τ). Thus, summing up the computed

expressions for I1 and I2, we get (2.24).
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Employing Tiihonen’s condition (2.23), we have uR = 0 and ∂nuR = λ on Σ, and, in addition,

u′
R ≡ 0. In addition, we get the relation ∇uR = (∂nuR)n on Σ from which we deduce that ∇uR ·τ= 0 on

Σ. Direct substitutions of these identities in (2.24) eventually lead to (2.25), completing the proof of

the proposition. �

Remark 2.3.1. Because uN ∈ H 2(Ω), we know that (∇uN ·τ)2 ∈ L1(Σ). Also, for domainsΩ of class C 1,1,

the outward unit normal vector n toΣ is Lipschitz continuous (cf. Remark 1.2.2). By Rademacher’s the-

orem [102, Theorem 2.7.1], the mean curvature κ then belongs to L∞(Σ). So, λκuN ∈ L2(Σ). Since, in

addition, V ·n ∈C 0,1(Σ) ⊂ L∞(Σ), we find that dJ2(Ω)[V ] is well-defined. Moreover, J2 is indeed shape

differentiable at Ω because dJ2(Ω)[V ] exists for all V ∈Θ2. Noting that dJ2(Ω)[V ]6 |g2|L1(Σ)|V |C 1,1(U ),

we also conclude that the map V 7→ dJ2(Ω)[V ] is linear and continuous with respect to V ∈Θ2.

As an immediate consequence of Proposition 2.3.1, we have the following.

Corollary 2.3.3. Let the domain Ω∗ be such that u = u(Ω∗) satisfies the overdetermined BVP (1.3);

i.e., it holds that u = uR = uN on Ω
∗

. Then, the domainΩ∗ fulfils the necessary optimality condition

dJ2(Ω∗)[V ] = 0, for all V ∈Θ2.

Proof. At the shape solution Ω =Ω∗ of the exterior Bernoulli problem (1.3), uN = 0 on Σ. Hence,

∇uN = (∂nuN)n on Σ and it follows that ∇uN ·τ= 0 on Σ. Thus, g2 ≡ 0 onΩ implies the assertion. �

We reiterate that, as opposed to the classical Kohn-Vogelius cost functional minimization problem

(1.10) of (1.3), we only to solve (1.7) in order to evaluate the shape gradient of J2. We recall from [14,

Theorem 33] (see also [1, Theorem 2] and [51, Theorem 1]) that in the case of the classical setting, the

shape gradient is

(2.26) dJKV(Ω)[V ] =
∫
Σ

gKVn ·V dσ := 1

2

∫
Σ

{
λ2 − (∇uD ·n)2 +2λκuN − (∇uN ·τ)2}n ·V dσ

where the state functions uD and uN are the unique solutions to (1.9) and (1.7), respectively. Appar-

ently, the shape gradient of J2 is obtained from (2.26) when ∂nuD =λ. Of course, this condition holds

in the case of (1.15) if one assumes that β= κ, and that u′
R is the shape derivative of the solution of

(1.15) where Σ is the free boundary.

In the next subsection, we compute for the expression of the shape Hessian of J2. We only focus

on the derivation of its shape Hessian under the assumption of Tiihonen’s condition (2.23); that is,

we suppose that dJ2(Ω)[V ] = ∫
Σ gᵀ2 n ·V dσ.
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2.3.2 The Shape Hessian of J2

Let W be another velocity field in Θ2. From Proposition 2.3.1 together with Remark 2.3.1, the deriva-

tive dJ2(Ωs(W ))[V ] exists for all sufficiently small s. Our next objective now is to find an expression

for the limit

lim
s↘0

dJ2(Ωs(W ))[V ]−dJ2(Ω)[V ]

s
=: d2 J2(Ω)[V ,W ],

where

dJ2(Ωs(W ))[V ] =
∫
Σs

gᵀ2s ns ·V dσs =
∫
Σs

(
λκsuNs − 1

2
(∇uNs ·τs)2

)
ns ·V dσs .

Here, Σs := Σs(W ) denotes the free boundary of the deformed domain Ωs :=Ωs(W ) perturbed via

the velocity field W ∈Θ2, and uNs ∈ H 3(Ωs) is the unique solution of the state system (1.7) on Ω=Ωs

(cf. equation (2.19) with t replaced by s). In addition, κs = divΣs ns , and ns and τs refer to the unit

outward normal and unit tangent vectors on Σs , respectively.

Let us recall from Definition 2.1.4 that, if for all V and W , d2 J2(Ω)[V ,W ] exists and is bilinear and

continuous with respect to V and W , then J2 is said to be twice shape differentiable atΩ. In this case,

the map (V ,W ) 7→ d2 J2(Ω)[V ,W ] is the shape Hessian of J2 in the directions of V and W .

Before we characterize the shape Hessian of J2, we first introduce some notations. For conve-

nience, we use the following notations for V ∈Θ2:

Vn :=V ·n, v =V |Σ, and v = vΣ+ vnn := (v ·τ)τ+ (v ·n)n.

Also, we denote by ϕ′
W the shape derivative of ϕ along a deformation field W ∈Θ2. Moreover, we

recall the shape derivatives of the mean curvature κ and the tangential vector τwith respect to Ω in

the direction of W which are respectively given as (see [43, 106])

κ′W = trace
{
D

[
(DW n ·n)n − (DW )>n

]−DnDW
}−∇κ ·W ,(2.27)

τ′W = [
(DW )>n ·τ]

n − (Dτ)W .(2.28)

We now state the shape Hessian of J2 atΩ in the following proposition.

Proposition 2.3.2. The second-order shape derivative d2 J2(Ω)[V ,W ] of the cost functional J2 at Ω in

the directions of the deformation fields V ,W ∈Θ2 has the following structure:

(2.29) d2 J2(Ω)[V ,W ] =
∫
Σ

[
gᵀ2

′
W Vn +

(∇gᵀ2 ·n +κgᵀ2
)

VnWn − gᵀ2 K + gᵀ2 (DV )Wn

]
dσ,

where gᵀ2 is the kernel of dJ2(Ω)[V ] given in (2.25) and

gᵀ2
′
W =λ(

κ′W uN +κu′
NW

)− (∇uN ·τ)
(∇u′

NW ·τ+∇uN ·τ′W
)

,(2.30)

∇gᵀ2 ·n =λuN (∇κ ·n)+λ2κ,(2.31)

K = vΣ · (DΣn) wΣ+n · (DΣv ) wΣ+n · (DΣw ) vΣ.(2.32)

59



CHAPTER 2. SHAPE SENSITIVITY ANALYSES

Proof. Hereon, for simplicity, we denote by g ′
2 the expression gᵀ2

′
W and drop ·ᵀ in gᵀ2 . Now, using

Stoke’s formula, we write the gradient dJ2(Ωs)[V ] as

dJ2(Ωs)[V ] =
∫
Ωs

div
(
g2s ns ·V

)
dxs .

From (2.5), we easily find that

(2.33) d2 J2(Ω)[V ,W ] =
∫
Σ

g ′
2V ·n dσ+

∫
Σ

div
(
g2V

)
W ·n dσ,

where g ′
2 given by (2.30) is simply obtained by differentiating g2.

Note that the shape Hessian (2.33) is consistent with the Hadamard-Zolésio structure theorem

provided that u′
NW is linear and continuous function of Vn on the boundary Σ (cf. [43]). Moreover,

notice in equation (2.33) the non-symmetry of the second integral in Vn and Wn.

Now we further extract from the second integral in (2.33) a few more symmetric expressions of

the shape Hessian. The non-symmetric part will be obtained from (2.25) applied to the deformation

field DV W (cf. [92]). SinceΩ is a C 2,1 domain and we have enough regularity for the state uN, then in

view of [43, Eq. 6.10, p. 505], the following identity actually holds

(2.34)
∫
Σ

div
(
g2V

)
W ·n dσ=

∫
Σ

[(
∂n g2 +κg2

)
VnWn − g2K + g2(DV )Wn

]
dσ,

where K is given by (2.32). Here, the explicit form of ∂n g2 is computed as follows

∇
(
κλuN − 1

2
(∇uN ·τ)2

)
·n =λuN (∇κ ·n)+λ2κ− (∇uN ·τ)∇ [(∇uN ·n) ·τ] .

Since ∂nuN = λ on Σ, the last summand in right side of the above equation disappear and we

immediately arrive at (2.31). Substituting this expression into (2.33) proves the expression for the

shape Hessian given by (2.29). �

Here, we point out that we may in fact consider velocity fields V ∈ Θ2 that are normal to Σ, i.e.,

V |Σ =Vnn. In this case, we observe that the expression in (2.32) vanishes. Moreover, the last integrand

in (2.29) can be expressed as g2(DV )Wn = g2∂n vnwn because we in fact have the identity (DV )Wnn =
D(vnn)wnn ·n = wnn>[n(∇(vn))>+ vnDn]n and Dn ·n = 0 on Σ (cf. [106]). Thus, for deformation

fields V ,W ∈Θ2 with null tangential part, the shape Hessian (2.29) simplifies to

d2 J2(Ω)[V ,W ] =
∫
Σ

[
g ′

2vn +
(
∂n g2 +κg2

)
vnwn + g2∂n vnwn

]
dσ.

Note that, in the proof of Proposition 2.3.2, we managed not to use the second-order shape derivative

of the states in characterizing the second-order Eulerian semi-derivative of J2 contrary to [45]. Thanks

to identity (2.34), the characterization of the shape Hessian was easily accomplished.
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Remark 2.3.2. Notice in (2.30) the term κ′W which represents the shape derivative of the mean

curvature κ along the deformation field W ∈ Θ2. Note that the explicit form of κ′W given in (2.27)

essentially consists of a second-order tangential derivative of the vector field W , and this derivative

actually exists due to our assumption thatΩ is of class C 2,1. Hence, we deduce that the shape Hessian

defines a continuous bilinear form

d2 J2(Ω)[V ,W ] : H 1(Σ)×H 1(Σ) →R;

that is,
∣∣d2 J2(Σ)[V ,W ]

∣∣. ‖V ‖H 1(Σ)‖W ‖H 1(Σ). Here, the notation H 1( ·) denotes the Sobolev space

H 1( ·) := {
ϕ := (ϕ1,ϕ2) :ϕ1,ϕ2 ∈ H 1( · )} and is equipped with the norm ‖ϕ‖2

H 1( · ) = ‖ϕ1‖2
H 1( · ) +

‖ϕ2‖2
H 1( · ). Similar definition is also given for H 1

Γ,0( · )-space.

To end this section, let us also consider the shape solution Ω∗ of the exterior Bernoulli problem

(1.3), focusing on the case wherein Tiihonen’s condition is applied in obtaining the shape Hessian

d2 J2(Ω∗). Accordingly, the characterization of the shape Hessian of J2 along the deformation fields

V ,W ∈Θ2 atΩ∗ is given as follows.

Corollary 2.3.4. At the solution of the Bernoulli problem (1.3), i.e., Ω=Ω∗, we have

(2.35) d2 J2(Ω∗)[V ,W ] =
∫
Σ∗
λκu′

NW V ·n dσ+
∫
Σ∗
λ2κ(V ·n)W ·n dσ.

Proof. Using Stoke’s theorem, we write

dJ2(Ω)[V ] =
∫
Σ
λκuNV ·n dσ− 1

2

∫
Σ

(∇uN ·τ)2V ·n dσ

=
∫
Ω

div(λκuNV )dx − 1

2

∫
Ω

div
[
(∇uN ·τ)2V

]
dx =: G1 −G2.

Then, in the direction of the velocity field W ∈Θ2, the shape derivative of the integral G1 is computed

as follows:

dG1(Ω)[W ] =
∫
Ω

div(λκu′
NW V )dx +

∫
Σ

div(λκuNV )Wn dσ

=
∫
Σ
λκu′

NW Vn dσ+
∫
Σ

divV (λκuN)Wn dσ

+
∫
Σ

V Σ ·∇(λκuN)Wn dσ+
∫
Σ

[∇(λκuN) ·n]VnWn dσ,

where V Σ := V −Vnn. At the shape solution Ω=Ω∗ of (1.3), we know that uN = 0 on Σ. Hence, the

second and the third integrals disappear, and we are left with

dG1(Ω∗)[W ] =
∫
Σ∗
λκu′

NW Vn dσ+
∫
Σ∗
λ2κVnWn dσ.
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On the other hand, for G2, we have

dG2(Ω)[W ] =
∫
Ω

div
[
(∇u′

NW ·τ)(∇uN ·τ)V
]

dx + 1

2

∫
Σ

div
(
(∇uN ·τ)2V

)
Wn dσ

=
∫
Σ

(∇u′
NW ·τ)(∇uN ·τ)Vn dσ+ 1

2

∫
Σ

divV (∇uN ·τ)2Wn dσ

+ 1

2

∫
Σ

V Σ ·∇
[
(∇uN ·τ)2]Wn dσ+ 1

2

∫
Σ

{∇[
(∇uN ·τ)2] ·n

}
VnWn dσ.

Furthermore, at Ω =Ω∗, we know that ∇uN ·τ = 0 on Σ. Therefore, dG2(Ω∗)[W ] vanishes, and we

conclude that d2 J2(Ω∗)[V ,W ] = dG1(Ω∗)[W ] as desired. �

Alternative Proof Of course, equation (2.35) can be proven directly from Proposition 2.3.2 together

with Corollary 2.3.3. Indeed, at Ω=Ω∗, we get g2 = 0 and (2.30) reduces to g ′
2 =λκu′

NW . Moveover,

we have ∂n g2 =λ2κ. Inserting these identities to

d2 J2(Ω∗)[V ,W ] =
∫
Σ∗

(
g ′

2Vn +∂n g2VnWn
)

dσ

yields (2.35) as announced. �

We mention here that, with the help of the shape Hessian information, a regularized Newton method

(see, e.g., [47]) could be used in the numerical realization of the shape optimization problem (1.17).

However, we emphasize that our main purpose of introducing the formulation (1.17) of (1.3) is to

reduce the number of associated PDE systems (by imposing Tiihonen’s condition in the computation

of the shape gradient) to be solved during the optimization procedure. Applying a second-order

method will obviously lessen the number of iterations needed to reduce the cost at certain magnitude.

The disadvantage, however, is the additional computational burden and time to carry out the task.

Moreover, we note that u′
NW depends on the velocity field W . Hence, applying a second-order method

would require the solution of a system of PDEs for each velocity field W . This, in turn, will make the

computation of the descent direction more involved. Nevertheless, the said issue can be resolved by

introducing the adjoint method. For the sake of comparison, we will also consider the utilization of

the shape Hessian of J2 in a second-order optimization algorithm in solving a concrete example of

the minimization problem (1.17). Towards this end, we will use a modified version of the so-called

H 1 Newton method (see, e.g., [9, Problem 4.2, Eq. (29)]) which utilizes the Hessian information to

compute for an appropriate descent direction for a gradient-based second-order shape optimization

algorithm (see subsection 3.1.5 for further details). In our case, we only use the shape Hessian

information at the solution Ω∗ of the exterior Bernoulli problem (1.3) instead of the full Hessian

information. Therefore, with respect to (2.35), we introduce the adjoint variable qN ∈ H 1(Ω) which is

the only solution to the PDE system

(2.36) −∆qN = 0 inΩ, qN = 0 on Γ, ∂n qN =λκVn on Σ,

so that we may write the shape Hessian d2 J2(Ω)[V ,W ] at Ω=Ω∗ as

d2 J2(Ω∗)[V ,W ] =
∫
Σ∗

(λκqN +λ2κVn)n ·W dσ.
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We formally write the above result as a corollary to Proposition 2.3.2.

Corollary 2.3.5. The shape Hessian d2 J2 at the solution of the Bernoulli problem (1.3) given by (2.35)

is equivalent to

(2.37) d2 J2(Ω∗)[V ,W ] =
∫
Σ∗

(λκqN +λ2κVn)n ·W dσ,

where qN ∈ H 1(Ω) is the unique solution to the PDE system (2.36).

2.4 Shape Derivative of J3

We now turn our attention on the computation of the first- and second-order shape derivatives of the

newly proposed shape functional J3. As in the previous section, we will derive the shape gradient as

well as the shape Hessian of J3 using the chain rule approach.

2.4.1 The Shape Gradient of J3

We first provide the characterization of the shape gradient of J3 under Tiihonen’s condition followed

by its general expression.

Proposition 2.4.1. LetΩ be of class C 2,1 and V ∈Θ2. Also, let us assume that condition (2.23) holds

true. Then, the Dirichlet-data-gap cost functional Jᵀ3 := J3 is shape differentiable with

(2.38) dJᵀ3 (Σ)[V ] =
∫
Σ

[(
λpN + 1

2
u2

N

)
κ−∇ΣuN ·∇ΣpN

]
n ·V dσ,

where pN is the adjoint state which is the unique solution to the PDE system

(2.39) −∆pN = 0 inΩ, pN = 0 on Γ, ∂n pN = uN on Σ,

and κ denotes the mean curvature of Σ.

Proof. We use chain rule approach coupled with the adjoint method to obtain the shape derivative

of J3 given by (2.38). Let Ω be of class C 2,1 and V ∈ Θ2. Because the state variables uN and uR are

sufficiently regular, we can apply Hadamard’s boundary differentiation formula (2.6) to obtain

(2.40) dJ3(Σ)[V ] =
∫
Σ

(uN −uR)(u′
N −u′

R)dσ+
∫
Σ

[
βuR(uN −uR)+ 1

2
κ(uN −uR)2

]
V ·n dσ.
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Here, of course, u′
N and u′

R satisfy (2.21) and (2.22), respectively. Assuming Tiihonen’s condition, we

know that u′
R ≡ 0 onΩ. The expression for dJ3(Σ)[V ] given by (2.40) then simplifies to

(2.41) dJᵀ3 (Σ)[V ] =
∫
Σ

uNu′
N dσ+ 1

2

∫
Σ
κu2

NV ·n dσ,

where we put the superscript “( ·)ᵀ” simply to emphasize that condition (2.23) was imposed in the

computation of the shape gradient (see also comment on notation below).

We point out here that the representation (2.41) of the shape derivative J3 atΩ in the direction

of V is actually not useful for practical applications, especially in the numerical realization of the

minimization problem (1.18) because it would require the solution of (2.21) for each velocity field V .

This issue can be resolved using the adjoint method, particularly by introducing the adjoint system

(2.39). Using (2.21) and (2.39), we observe, via Green’s second identity, that

(2.42)
∫
Σ

u′
NuN dσ=

∫
Σ

u′
N∂n pN dσ=

∫
Σ

pN∂nu′
N dσ=

∫
Σ

pN [divΣ(V ·n∇ΣuN)+λκV ·n]dσ.

At this point, we apply the tangential Green’s formula (Lemma 2.1.5), noting that V ·n∇ΣuN ·n = 0, to

obtain

(2.43)
∫
Σ

pNdivΣ(V ·n∇ΣuN)dσ=−
∫
Σ
∇ΣuN ·∇ΣpNV ·n dσ.

Combining equations (2.41), (2.42) and (2.43), we get the desired result. �

Remark 2.4.1. We recall from [78, Theorem 4.1] (with g = const. =λ and f ≡ 0) (see also [50, Lemma

2.1]) that the shape gradient of JD is given by

dJD(Σ)[V ] =
∫
Σ

gDn ·V dσ :=
∫
Σ

[
∂

∂n

(
1

2
u2

N +λpN

)
+

(
1

2
u2

N +λpN

)
κ−∇uN ·∇pN

]
n ·V dσ

It seems not obvious, but the kernel gᵀ3 given in (2.38) only differs by
∂

∂n

(
1

2
u2

N

)
from gD. This can be

made more clear if we apply the identity

(2.44) −〈∇ΣuN,∇ΣpN〉 =−〈∇uN,∇pN〉+ ∂uN

∂n

∂pN

∂n
=−〈∇uN,∇pN〉+λ∂pN

∂n

to (2.38). Thus, in addition, we can actually write the shape gradient of J3 equivalently as follows

dJᵀ3 (Σ)[V ] =
∫
Σ

[(
λpN + 1

2
u2

N

)
κ−〈∇uN,∇pN〉+λ∂pN

∂n

]
n ·V dσ.

Notations. Throughout the rest of the discussion, we will denote the shape gradient of J3 in the direction

of V at Ω obtained under condition (2.23) as dJᵀ3 and its corresponding kernel by gᵀ3 ; i.e.,

(2.45) gᵀ3 :=
(
λpN + 1

2
u2

N

)
κ−〈∇uN,∇pN〉+λ∂pN

∂n
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(cf. Proposition 2.4.1). Meanwhile, the expression dJ3 simply refers to the shape gradient of J3 obtained

without imposing assumption (2.23). More precisely, the expression for dJ3 is given by equation (2.40):

(2.46) dJ3(Σ)[V ] =
∫
Σ

[
w w ′+

(
βuRw + 1

2
κw2

)
V ·n

]
dσ,

where we use the notation w = uN −uR and w ′ = u′
N −u′

R for simplicity.

Before we go to the next subsection, let us also write dJ3(Σ)[V ] in an equivalent form using the

adjoint method. To do this, we consider two harmonic functions ΞN and ΞR that both vanish on Γ,

and such that ∂nΞN = w and ∂nΞR +βΞR = w on Σ. Then, by Green’s second identity together with

equations (2.21) and (2.22), we get∫
Σ

w w ′ dσ=
∫
Σ

[
u′

Nw −u′
R(∂nΞR +βΞR)

]
dσ=

∫
Σ

[
u′

Nw −ΞR(∂nu′
R +βu′

R)
]

dσ

=
∫
Σ
ΞN divΣ(V ·n∇ΣuN)dσ−

∫
Σ
ΞR

{
divΣ(V ·n∇ΣuR)−β(∂nuR +κuR)V ·n

}
dσ

=: J1 −J2.

Note that for any ϕ,ψ ∈ H 3(Ω) such that V ·n∇Σϕ= 0, it can be verified using the tangential Green’s

formula (Lemma 2.1.5) that the integral
∫
ΣψdivΣ(V ·n∇Σϕ)dσ can be expressed as∫

Σ
ψdivΣ(V ·n∇Σϕ)dσ=−

∫
Σ

(∇Σϕ ·∇Σψ)V ·n dσ=
∫
Σ

(∂nϕ∂nψ−∇ϕ ·∇ψ)V ·n dσ.

Hence, we have

J1 −J2 =
∫
Σ

{∇ΣuR ·∇ΣΞR −∇ΣuN ·∇ΣΞN +βΞR
[
λ+ (κ−β)uR

]}
V ·n dσ

=
∫
Σ

{∇uR ·∇ΞR −∇uN ·∇ΞN +λw − (λ−βuR)(w −βΞR)+βΞR
[
λ+ (κ−β)uR

]}
V ·n dσ.

Inserting the above expression in (2.46) yields the following result.

Proposition 2.4.2. LetΩ be of class C 2,1 and V ∈Θ2. Then, J3 is shape differentiable with

dJ3(Σ)[V ] =
∫
Σ

g3n ·V dσ

g3 :=∇uR ·∇ΞR −∇uN ·∇ΞN +λ(uN −uR)− (λ−βuR)(uN −uR −βΞR)

+βΞR
[
λ+ (κ−β)uR

]+βuR(uN −uR)+ 1

2
κ(uN −uR)2,(2.47)

and the quantities ΞN and ΞN are the respective solutions to the following adjoint systems

−∆ΞN = 0 inΩ, ΞN = 0 on Γ, ∂nΞN = uN −uR on Σ;(2.48)

−∆ΞR = 0 inΩ, ΞR = 0 on Γ, ∂nΞR +βΞR = uN −uR on Σ.(2.49)
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Again, similar to what has been pointed out in the proof of Proposition 2.4.1, we emphasize

that the main reason for rewriting the shape gradient dJ3(Σ)[V ] given in (2.46) into dJ3(Σ)[V ] =∫
Σ g3n ·V dσ is to avoid the computations of solutions to the BVPs (2.21) and (2.22) for each velocity

field V which are impractical to use in an iterative procedure. As an immediate consequence of

Proposition 2.4.2, we have the following optimality result.

Corollary 2.4.1. Let the domainΩ∗ be such that u = u(Ω∗) satisfies the overdetermined BVP (1.3); i.e.,

it holds that u = uR = uN on Ω
∗

. Then, the domain Ω∗ fulfils the necessary optimality condition

dJ3(Σ∗)[V ] = 0, for all V ∈Θ2.

In addition, of course, it also holds that dJᵀ3 (Σ∗)[V ] = 0, for all V ∈Θ2.

Proof. At the shape solution Ω = Ω∗ of (1.3), uN = 0 on Σ∗. Hence, ∇uN = (∂nuN)n on Σ, and it

follows that ∇uN ·τ = 0 on Σ∗. Moreover, we see that ΞN ≡ 0 and ΞR ≡ 0 (and also pN ≡ 0) in Ω
∗

.

Therefore, g3 given by (2.47) is zero (so is gᵀ3 in (2.45)), which proves the assertion. �

In the next subsection, we turn our attention in the computation of the second-order shape derivative

of J3 atΩ in the direction of two vector fields inΘ2. We first treat the case when condition (2.23) is

imposed during the calculation of the shape derivative followed by the case when it is disregarded

(see Subsection 2.4.4).

2.4.2 The Shape Hessian of J3

Let us now focus on the computation of the shape Hessian of J3 atΩ in the direction of two vector

fields V ,W ∈Θ2. Firstly, we note that due to standard regularity theory for elliptic equations, we know

that the H 3(Ω) regularity of uN provides the same regularity H 3(Ω) to pN. Hence, for sufficiently

small s, it is clear that the derivative dJᵀ3 (Ωs(W ))[V ] of J3 (under assumption (2.23)) at Ωs(W ) ⊂U is

well-defined.

Our goal, therefore, (as in subsection 2.3.2) is to find an expression for the limit

lim
s↘0

dJᵀ3 (Ωs(W ))[V ]−dJᵀ3 (Ω)[V ]

s
=: d2 Jᵀ3 (Σ)[V ,W ],

where

dJᵀ3 (Ωs(W ))[V ] =
∫
Σs

{(
λpNs + 1

2
u2

Ns

)
κs −〈∇uNs ,∇pNs〉+λ∂pNs

∂ns

}
ns ·V dσs .

Here, the expression appearing in the integrand of dJᵀ3 (Ωs(W ))[V ] are of course of the same defini-

tions as in subsection 2.3.2.

We will show, similar to what has been shown in the case of J2, that for an admissible domain

Ω, the shape Hessian of J3 has its support on the free boundary Σ, and it is independent on the
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tangential component of W on the boundary. Generally, however, the exact expression for the shape

Hessian consists of the tangential component of V (cf. (2.34)). This means, basically, that the shape

Hessian is, in general, not symmetric as we have already seen in Proposition 2.3.2 in the case of J2

(see, e.g., [43, Chapter 9, Section 6]). Nevertheless, at the optimal shape solutionΩ∗ of J3, it can be

proved that only the normal components of V and W contributes to the shape Hessian. Here, we

focus our attention on this situation because we are only interested in the expression for the shape

Hessian of J3 at the solution Ω∗ of the exterior Bernoulli problem (1.3).

Proposition 2.4.3. Let Ω be of class C 2,1, V ,W ∈ Θ2, and β be the mean curvature of Σ. Then, the

shape Hessian of J3 atΩ∗ is given by

(2.50) d2 Jᵀ3 (Σ∗)[V ,W ] =
∫
Σ∗
λκp ′

NW n ·V dσ,

where p ′
NW denotes the shape derivative of the adjoint state pN in the direction of W satisfying the

PDE system

(2.51) −∆p ′
NW = 0 inΩ∗, p ′

NW = 0 on Γ, ∂n p ′
NW = u′

NW +λW ·n on Σ∗,

where u′
NW denotes the shape derivative of uN in the direction of W .

Proof. For convenience, we denote the shape derivative of ϕ in the direction W by ϕ′ (i.e., ϕ′ =ϕ′
W )

throughout the proof. Let N s = N s(W ) be a smooth extension of ns (see, e.g, [43, Equation (4.37), p.

491]). Using (2.6) with ϕ(s,σ) = gᵀ3s ns ·V = gᵀ3s N s ·V , and V replaced by W , we get

d2 Jᵀ3 (Σ)[V ,W ] =
∫
Σ

(
gᵀ3

′
N + gᵀ3 N ′

)
·V dσ+

∫
Σ

{
∂n gᵀ3 (N ·V )+ gᵀ3 ∂n(N ·V )+κgᵀ3 N ·V

}
n ·W dσ.

By Corollary 2.4.1, we know that gᵀ3 = 0 on Σ∗. Then, since N |Σ = n, we have

(2.52) d2 Jᵀ3 (Σ∗)[V ,W ] =
∫
Σ∗

{
gᵀ3

′
n ·V +∂n gᵀ3 (n ·V )n ·W

}
dσ.

Here, because pN ≡ 0, and uN = 0, and ∂nuN =λ on Σ∗, we see that g3
′∣∣
Σ∗ is given by

gᵀ3
′∣∣∣
Σ∗ =

{
(λp ′

N +uNu′
N)κ+

(
λpN + 1

2
u2

N

)
κ′−〈∇u′

N,∇pN〉−〈∇uN,∇p ′
N〉+λ(∇p ′

N ·n +∇pN ·n′)
}∣∣∣∣
Σ∗

=λκp ′
N.

On the other hand, we note that, forϕ,ψ ∈ H 3(Ω), ∇(∇ϕ ·∇ψ) ·n = (∇2ϕ∇ψ+∇2ψ∇ϕ) ·n which holds

true since the Hessian ∇2ϕ of ϕ is actually symmetric. Hence, the term ∂n gᵀ3 vanishes on Σ∗ because

∂gᵀ3
∂n

∣∣∣∣∣
Σ∗

=
{

(λ∂n pN +uN∂nuN)κ+
(
λpN + 1

2
u2

N

)
∂nκ− (∇2uN∇pN +∇2pN∇uN) ·n +λ∇2pNn ·n

}∣∣∣∣
Σ∗

= 0.
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Thus, we have

d2 Jᵀ3 (Σ∗)[V ,W ] =
∫
Σ∗
λκp ′

NW n ·V dσ,

where p ′
NW satisfies the PDE system (2.51). This proves the proposition. �

In view of the previous proposition, we observe that in order to evaluate the shape Hessian of J3,

we first need to compute the solution p ′
NW of (2.51) which depends on u′

NW , and hence to the

perturbation field W . In terms of numerical aspect, this step is quite problematic to implement in

an iterative procedure because it would require the solution of (2.51) for each deformation field W

at every iteration. To resolve the issue, we can again apply the adjoint method (see Remark 2.4.2 in

Section 2.4.4) as done in the proof of Proposition 2.4.1. Before we do this, let us first validate our

claim that the shape derivative p ′
NW of pN indeed satisfies the PDE system (2.51). Afterwards, we will

examine the symmetry of the shape Hessian d2 J3(Σ∗) of J3 with respect to the velocity fields V and

W , then finally demonstrate how to eliminate the shape derivatives of the state and adjoint state

variables by employing a nested application of the adjoint method.

2.4.3 The Shape Derivative of the Adjoint State

Before we derive the shape derivative of pN, and for completeness, let us first prove the unique

solvability of the adjoint problem on the perturbed domainΩt .

Lemma 2.4.2. For any t > 0 sufficiently small, the variational problem:

(2.53) find p t
N ∈ H 1

Γ,0(Ω):
∫
Ω

A(t )∇p t
N ·∇ϕdx −

∫
Σ

B(t )ut
Nϕdσ= 0, ∀ϕ ∈ H 1

Γ,0(Ω).

admits a unique solution p t
N in H 1(Ω).

Proof. We first note that the variational problem being examined is obtained from the problem:

(2.54) find pNt ∈ H 1
Γ,0(Ωt ) such that

∫
Ωt

∇pNt ·∇ϕdxt −
∫
Σt

uNtϕdσt = 0, ∀ϕ ∈ H 1
Γ,0(Ωt ),

via the application of domain and boundary transformation formulas (see Lemma 2.1.2) In fact, the

functions φt : Ωt → R and φt : Ω→ R are related through the equation φt = φt ◦Tt . Hence, if pNt

solves the variational equation (2.54), then p t
N = pNt ◦Tt satisfies (2.53). Additionally, the boundary

condition p t
N = pNt ◦Tt = 0 on Γ implies that p t

N is actually in H 1
Γ,0(Ω).

Now, consider the bilinear form bt (·, ·) : H 1
Γ,0(Ω) →R defined by

(2.55) bt (φt ,ϕ) =
∫
Ω

A(t )∇φt ·∇ϕdx, ∀φt ,ϕ ∈ H 1
Γ,0(Ω).

Note that, as a consequence of Lemma 2.1.4, A(t ) is bounded. Hence, it is clear that bt (·, ·) is con-

tinuous because |bt (φt ,ϕ)| = ∣∣∫
Ω A(t )∇φt ·∇ϕdx

∣∣. ‖A(t )‖L∞(Ω)‖φt‖H 1(Ω)|ϕ|H 1(Ω). Moreover, bt (·, ·)
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is coercive. Indeed, from the fact that A(t ) → I 2 uniformly on Ω̄ as t → 0, we know that there exist

sufficiently small values for t > 0 such that ‖A(t )− I 2‖L∞(Ω) < 1. So, we have

bt (φt ,φt ) =
∫
Ω

A(t )∇φt ·∇φt dx =
∣∣∣∣∫
Ω

(A(t )− I 2)∇φt ·∇φt +|∇φt |2 dx

∣∣∣∣
> ‖∇φt‖2

L2(Ω) −‖A(t )− I 2‖L∞(Ω)‖∇φt‖2
L2(Ω)

& |∇φt |2H 1(Ω).

Next, we consider the functional ω : H 1
Γ,0(Ω) →R defined by 〈ω,ϕ〉 = ∫

ΣB(t )ut
Nϕdσ. Evidently, this

functional is continuous because of the boundedness of |B(t )|∞ and due to the sequence of inequali-

ties ∣∣∣∣∫
Σ

B(t )ut
Nϕdσ

∣∣∣∣. |B(t )|∞‖ut
N‖L2(Σ)‖ϕ‖L2(Σ). |B(t )|∞‖ut

N‖H 1(Ω)|ϕ|H 1(Ω).

Thus, by Lax-Milgram theorem, the function p t
N, vanishing on Γ, is the unique solution to the

variational equation (2.53) in H 1(Ω). This proves the lemma. �

Proposition 2.4.4. LetΩ be a bounded C 2,1 domain. The shape derivative of the adjoint state variable

pN ∈ H 3(Ω) at Ω =Ω∗ satisfying the mixed Dirichlet-Neumann problem (2.39)is a solution to the

following mixed boundary value problem:

−∆p ′
NW = 0 inΩ∗, p ′

NW = 0 on Γ, ∂n p ′
NW = u′

NW +λW ·n on Σ∗.

Proof. The proof mainly contains two parts; we first prove the existence of the material derivative of

pN, then we formally proceed on the derivation of its shape derivative.

Step 1. Existence of the material derivative of pN. The variational formulation of (2.39) on the

reference domain Ω is given as follows: find pN ∈ H 1
Γ,0(Ω) such that

(2.56)
∫
Ω
∇pN ·∇ϕdx −

∫
Σ

uNϕdσ= 0, ∀ϕ ∈ H 1
Γ,0(Ω).

Subtracting (2.53) with t = 0 from the case where t > 0, for all ϕ ∈ H 1
Γ,0(Ω), we obtain∫

Ω

{
A(t )∇p t

N −∇p t
N +∇p t

N −∇pN
} ·∇ϕdx −

∫
Σ

{
B(t )ut

N −ut
N +ut

N −uN
}
ϕdσ= 0.

Hence, we have a unique solution p t
N −pN ∈ H 1

Γ,0(Ω) to the variational equation

(2.57)
∫
Ω
∇(p t

N −pN) ·∇ϕdx =−
∫
Ω

(A(t )− I 2)∇p t
N ·∇ϕdx+

∫
Σ

(B(t )−1)ut
Nϕdσ+

∫
Σ

(ut
N −uN)ϕdσ,

for allϕ ∈ H 1
Γ,0(Ω). We note that ∇p t

N is uniformly bounded in L2(Ω;R2) and we have the convergence

∇p t
N →∇pN also in that space. Indeed, using the boundedness of ‖A(t )‖L∞(Ω) from below, we get the
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estimate

‖∇p t
N‖2

L2(Ω).
∫
Ω

A(t )∇p t
N ·∇p t

N dx =
∫
Σ

B(t )ut
Np t

N dσ. |B(t )|∞‖ut
N‖H 1(Ω)‖p t

N‖L2(Ω).

Because ut
N is uniformly bounded in H 1(Ω) (cf. [14, Theorem 23], see also [78, Proposition 3.1]), the

uniform boundedness of ∇p t
N in L2(Ω;R2) immediately follows, and so the convergence ∇p t

N →∇pN

in L2(Ω;R2). Next, we divide both sides of (2.57) by t and denote φt := 1
t (p t

N −pN) to obtain

∫
Ω
∇φt ·∇ϕdx =−

∫
Ω

(
A(t )− I 2

t

)
∇p t

N ·∇ϕdx +
∫
Σ

(
B(t )−1

t

)
ut

Nϕdσ+
∫
Σ

(
ut

N −uN

t

)
ϕdσ,

for all ϕ ∈ H 1
Γ,0(Ω). We choose a sequence {tn} such that tn → 0 as n →∞. Our goal is to show that

the limit limn→∞φt exists. Using the boundedness of 1
tn

(A(t )− I 2) and 1
tn

(B(t )−1) in L∞, we deduce

that ∇p tn
N is bounded in L2(Ω;R2), and thus the boundedness of φtn in H 1

Γ,0(Ω). Hence, we can extract

a subsequence, which we still denote by {tn}, such that limn→∞ tn = 0. Moreover, there exists an

element φ of H 1
Γ,0(Ω) such that φtn *φ weakly in H 1

Γ,0(Ω). From the convergences ∇p tn
N →∇pN in

L2(Ω;R2) and utn
N → uN in L2(Σ), together with Lemma 2.1.4(v)–(vi), we get∫
Ω
∇φ ·∇ϕdx =−

∫
Ω

A∇pN ·∇ϕdx +
∫
Σ

uNϕdivΣW dσ+
∫
Σ

.
uNϕdσ,

for all ϕ ∈ H 1
Γ,0(Ω), where

.
uN = limt↘0

1
t

(
ut

N −uN
)

which is exactly the material derivative of uN at

t = 0 in the direction W . This function exists and is actually an element of H 1
Γ,0(Ω) as shown, for

example, in [13]. Hence, the above equation admits a unique solution in H 1(Ω) and we deduce that

φtn *φ for any sequence {tn}. This implies the strong convergence of φtn to φ in L2(Σ). Now, taking

ϕ=φtn ∈ H 1
Γ,0(Ω), we obtain

lim
tn↘0

|φtn |2H 1(Ω) =− lim
tn↘0

{∫
Ω

(
A(tn)− I 2

tn

)
∇p tn

N ·∇φtn dx

}
+ lim

tn↘0

{∫
Σ

(
w(tn)−1

tn

)
utn

Nφ
tn dσ

}
+ lim

tn↘0

{∫
Σ

(
utn

N −uN

tn

)
φtn dσ

}

=−
∫
Ω

A∇pN ·∇φdx +
∫
Σ

uNφdivΣW dσ+
∫
Σ

.
uNφdσ= |φ|H 1(Ω).

The norm convergence and the weak convergence of φtn in H 1
Γ,0(Ω) implies the strong convergence

of φtn to φ ∈ H 1
Γ,0(Ω). This guarantees the existence of the material derivative of pN.

Step 2. Computing the shape derivative of pN at Ω=Ω∗ along the deformation field W . From the

previous step, we showed the existence of the material derivative of pN in H 1
Γ,0(Ω). Denoting this

derivative by
.

pN, we know that it satisfies the variational equation

(2.58)
∫
Ω
∇ .

pN ·∇ϕdx =−
∫
Ω

A∇pN ·∇ϕdx +
∫
Σ

uNϕdivΣW dσ+
∫
Σ

.
uNϕdσ, ∀ϕ ∈ H 1

Γ,0(Ω).

70



2.4. SHAPE DERIVATIVE OF J3

In addition, it is clear that
.

pN = 0 on Γ. Applying Green’s formula to variational equation given above,

we get

−
∫
Ω
ϕ∆

.
pN dx +

∫
Σ
ϕ∂n

.
pN dσ=

∫
Ω
ϕdiv(A∇pN)dx −

∫
Σ
ϕA∂n pN dσ

+
∫
Σ

uNϕdivΣW dσ+
∫
Σ

.
uNϕdσ, ∀ϕ ∈ H 1

Γ,0(Ω).

First, let us choose ϕ ∈ H 1
0 (Ω). Then, we have −∫

Ωϕ∆
.

pN dx = ∫
Ωϕdiv(A∇pN)dx. Since, H 1

0 (Ω)

is dense in L2(Ω), we obtain −∆ .
pN = div(A∇pN) in Ω. Next, we choose ϕ ∈ H 1

Γ,0(Ω) such that ϕ is

arbitrary in Σ. This gives us∫
Σ
ϕ∂n

.
pN dσ=−

∫
Σ
ϕA∂n pN dσ+

∫
Σ

uNϕdivΣW dσ+
∫
Σ

.
uNϕdσ.

Because the traces of functions in H 1
Γ,0(Ω) are dense in L2(Σ), we arrive at ∂n

.
pN = −A∂n pN +

uNdivΣW + .
uN on Σ. Summarizing these results, we see that

.
pN satisfies the following boundary

value problem:

−∆ .
pN = div(A∇pN) in Ω,

.
pN = 0 on Γ, ∂n

.
pN =−A∂n pN +uNdivΣW + .

uN on Σ.

From above equations, and due to the fact that W vanishes on Γ, we immediately obtain (using

identity (2.4) in Remark 2.1.1) p ′
N = .

pN −W ·∇pN = 0 on Γ. Now, we consider ϕ ∈ H 2(Ω). Note that for

C 1,1 domain, we have that uN ∈ H 2(Ω). Hence, uN ∈ H 3/2(Σ) which, in turn, means that pN ∈ H 2(Ω)

by standard elliptic regularity theory. Given this regularity of pN and since −∆pN = 0 in Ω, we can

therefore write −∫
Ω A∇pN ·∇ϕdx as follows (see [78, Lemma 4.1])

−
∫
Ω

A∇pN ·∇ϕdx =
∫
Ω
∇(W ·∇pN) ·∇ϕdx +

∫
Σ
∂n pN(W ·∇ϕ)dσ−

∫
Σ

(∇pN ·∇ϕ)W ·n dσ,(2.59)

for all ϕ ∈ H 2(Ω). Hence, using the identity (2.4), we have the equation∫
Ω
∇ .

pN ·∇ϕdx =
∫
Ω
∇p ′

N ·∇ϕdx +
∫
Ω
∇(W ·∇pN) ·∇ϕdx, ∀ϕ ∈ H 1

Γ,0(Ω).

Combining this equation with (2.58) and (2.59) yields∫
Ω
∇(W ·∇pN) ·∇ϕdx +

∫
Σ
∂n pN(W ·∇ϕ)dσ−

∫
Σ

(∇pN ·∇ϕ)W ·n dσ+
∫
Σ

uNϕdivΣW dσ+
∫
Σ

.
uNϕdσ

=
∫
Ω
∇p ′

N ·∇ϕdx +
∫
Ω
∇(W ·∇pN) ·∇ϕdx, ∀ϕ ∈ H 2 ∩H 1

Γ,0(Ω).

Applying Green’s formula on the right side of the above equation we arrive at

−
∫
Ω
ϕ∆p ′

N dx +
∫
Σ
ϕ∂n p ′

N dσ=
∫
Σ
∂n pN(W ·∇ϕ)dσ−

∫
Σ

(∇pN ·∇ϕ)W ·n dσ

+
∫
Σ

uNϕdivΣW dσ+
∫
Σ

.
uNϕdσ, ∀ϕ ∈ H 2 ∩H 1

Γ,0(Ω).

Now, we choose ϕ ∈C∞
0 (Ω). This leads us to −∆p ′

N = 0 inΩ. Moreover, we get∫
Σ
ϕ∂n p ′

N dσ=
∫
Σ

(uNW −∇pNW ·n) ·∇ϕdσ+
∫
Σ

uNϕdivΣW dσ+
∫
Σ

.
uNϕdσ.
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Observe that (uNW −∇pNW ·n) ·n = 0. Hence, we can replace ∇ϕ|Σ by the tangential gradient ∇Σϕ.

Using the tangential Green’s formula (see Lemma 2.1.5) thrice, noting that W ·n∇ΣpN ·n = 0, and

then using the relation
.

uN = u′
N +W ·∇uN, we obtain∫

Σ
ϕ∂n p ′

N dσ=
∫
Σ
ϕdivΣ(∇pNW ·n)dσ+

∫
Σ

.
uNϕdσ

=
∫
Σ
ϕκ(∇pNW ·n) ·n dσ−

∫
Σ

(∇Σϕ ·∇pN)W ·n dσ+
∫
Σ

.
uNϕdσ

=
∫
Σ
ϕκuNW ·n dσ−

∫
Σ

(∇Σϕ ·∇ΣpN)W ·n dσ+
∫
Σ

.
uNϕdσ

=
∫
Σ
ϕκuNW ·n dσ+

∫
Σ
ϕdivΣ(∇ΣpNW ·n)dσ+

∫
Σ

(u′
N +W ·∇uN)ϕdσ,

for all ϕ ∈ H 2(Ω)∩ H 1
Γ,0(Ω). Since the trace of functions from H 2(Ω) is dense in L2(Σ), we deduce

the boundary condition on for p ′
N given by ∂n p ′

N = divΣ(∇ΣpNW ·n)+κuNW ·n +u′
N +W · ∇uN.

Summarizing these results, and lettingΩ=Ω∗, we get

−∆p ′
N = 0 inΩ∗, p ′

N = 0 on Γ, ∂n p ′
N = u′

N +λW ·n on Σ∗,

as desired. �

It is worth remarking that the existence of the shape derivative p ′
N of pN can only be justified if uN is

H 3-regular. Hence, we require thatΩ be at least of class C 2,1 so that uN (as well as uR) is in H 3(Ω).

2.4.4 Symmetricity of the Shape Hessian of J3 at a Critical Shape

In this subsection, we derive the shape Hessian d2 J3(Σ∗)[V ,W ] of J3 without imposing assumption

(2.23) in expressing its shape gradient (see expression (2.46)). We will show that, in this case, the

corresponding expression for the shape Hessian is symmetric with respect to V and W . For this very

purpose, the calculation is accomplished in a slightly different fashion to the proof of Proposition

2.4.3. We again denote w = uN −uR, and suppose N s = N s(W ) to be a smooth extension of ns . Then,

J3(Σ) = 1
2

∫
Σ |w |2 dσ, and from (2.6), we have

dJ3(Σ)[V ] =
∫
Σ

{
w w ′

V + g3V ·n
}

dσ,

where g = w∇w ·n + 1
2κw2. Applying (2.6) once more, we get

d2 J3(Σ)[V ,W ] =
∫
Σ

{
w ′

W w ′
V +w w ′′

V W + [∂n w w ′
V +w∂n w ′

V +κw w ′
V ]W ·n

}
dσ

+
∫
Σ

{
g3

′
W V ·N + g3V ·N ′

W + [∂n g3V ·N + g3∂n(V ·N )+κg3V ·N ]W ·n
}

dσ,(2.60)

where w ′′
V W denotes the shape derivative of w along the directions of V and W (applied consecutively)

and g3
′
W = w ′

W ∇w ·N +w∇w ′
W ·N +w∇w ·N ′

W + 1
2κ

′
W w2+κw w ′

W . Now, according to Corollary 2.4.1,
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we have w ≡ 0 and g3 ≡ 0 at Σ=Σ∗ which also gives us g3
′
W ≡ 0 on Σ∗. Therefore, d2 J3(Σ∗)[V ,W ] =∫

Σ∗ w ′
V w ′

W dσ. Meanwhile, for β= κ, we know that u′
R ≡ 0 onΩ

∗
by Lemma 2.3.2. Thus, we obtain

(2.61) d2 J3(Σ∗)[V ,W ] =
∫
Σ∗

u′
NV u′

NW dσ,

which clearly shows the symmetry (with respect to the deformation fields V and W ) of the shape

Hessian at a critical shape Ω∗.

Let us now write (2.61) in its equivalent form using the adjoint method. For this purpose, we

will denote the corresponding adjoint of u′
NV and u′

NW byΦW andΦV , respectively. (The choice of

subscripts for these adjoints will be made clear shortly.)

Clearly, both ΦW and ΦV are harmonic functions and both vanishes on Γ. Meanwhile, on Σ∗, we

take ∂nΦW = u′
NW and ∂nΦV = u′

NV , so that (via Green’s second identity) we obtain the following

equalities ∫
Σ∗

u′
NV u′

NW dσ=
∫
Σ∗

u′
NV ∂nΦW dσ=

∫
Σ∗
ΦW ∂nu′

NV dσ=
∫
Σ∗
ΦW (λκV ·n)dσ

=
∫
Σ∗

u′
NW ∂nΦV dσ=

∫
Σ∗
ΦV ∂nu′

NW dσ=
∫
Σ∗
ΦV (λκW ·n)dσ.

Consequently, the adjoint states ΦW and ΦV satisfy the PDE systems

−∆ΦW = 0 inΩ∗, ΦW = 0 on Γ, ∂nΦW = u′
NW on Σ∗;(2.62)

−∆ΦV = 0 inΩ∗, ΦV = 0 on Γ, ∂nΦV = u′
NV on Σ∗,(2.63)

respectively. Hence, we conclude that (2.61) can also be expressed as

(2.64) d2 J3(Σ∗)[V ,W ] =
∫
Σ∗
λκΦW V ·n dσ=

∫
Σ∗
λκΦV W ·n dσ,

where ΦW and ΦV satisfy (2.62) and (2.63), respectively. Evidently, this shows that, at the optimal

shape solution Ω∗ of J3, only the normal components of V and W contributes to the shape Hessian.

At this juncture, it is also worth to emphasize that the shape Hessian issued in Proposition 2.4.3

is also impractical to use in numerical calculation. Again, this is primarily due to the fact that an

appropriate choice for the deformation field W is difficult to determine directly from the given

expression for the shape Hessian. To address this problem, we again apply the adjoint method. In

this respect, we letΨ be harmonic onΩ such that it vanishes on Γ. Letting ∂nΨ=λκV ·n on Σ, we

get (via Green’s second identity and equation (2.51)) the following equalities
∫
Σλκp ′

NW n ·V dσ =∫
Σ (Ψu′

NW +λΨ)n ·W dσ. Next, we let another functionΠ to be harmonic onΩ such that Π= 0 on Γ.

Also, we let ∂nΠ=Ψ, so that (via Green’s second identity) we have
∫
ΣΨu′

NW dσ= ∫
ΣλκΠn ·W dσ. To

summarize, we make the following remark.
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Remark 2.4.2. Using the adjoint method, the shape Hessian d2 Jᵀ3 (Σ∗)[V ,W ] can also be expressed as

(2.65) d2 Jᵀ3 (Σ∗)[V ,W ] =
∫
Σ∗
λκp ′

NW n ·V dσ=
∫
Σ∗
λ(Ψ+λκΠ)n ·W dσ,

where Ψ and Π satisfy the following PDE systems

−∆Ψ= 0 inΩ∗, Ψ= 0 on Γ, ∂nΨ=λκV ·n on Σ∗;(2.66)

−∆Π= 0 inΩ∗, Π= 0 on Γ, ∂nΠ=Ψ on Σ∗,(2.67)

respectively. Here, we notice that Ψ≡ u′
NV on Ω

∗
. Hence, looking back to equation (2.63), we also

find thatΦV is exactly equal toΠ satisfying (2.67). This means that we may actually write the shape

Hessian given in (2.64) as

(2.68) d2 J3(Σ∗)[V ,W ] =
∫
Σ∗
λκΠn ·W dσ.

Remark 2.4.3. Similar to 2.3.2, we notice from (2.60) the dependence of the shape Hessian

d2 J3(Σ)[V ,W ] (for Ω different from the optimal domain Ω∗) to the shape derivative κ′W of the mean

curvature κ along W ∈ Θ2 appearing on g3
′
W . From this observation, we deduce that the shape

Hessian currently in consideration also defines a continuous bilinear form

d2 J3(Σ) : H 1(Σ)×H 1(Σ) →R;

that is,
∣∣d2 J3(Σ)[V ,W ]

∣∣. ‖V ‖H 1(Σ)‖W ‖H 1(Σ).

In view of the previous remark, it is natural to ask whether it is true that

d2 J3(Σ∗)[V ,V ]& ‖V ‖2
H 1(Σ∗)

.

This question actually refers to the stability of a local minimizer Ω∗ of J3. In relation to this, we recall

from [35, 36] (a result regarding sufficient second-order conditions) that a local minimizer Ω∗ is

stable if and only if the shape Hessian d2 J3(Σ∗) is strictly coercive in its corresponding energy space

H 1(Σ∗). Unfortunately, this kind of strict coercivity cannot be established for the shape Hessian

d2 J3(Σ∗) of J3 (as well as in the case of J2). Nevertheless, we will show in the next subsection that

sufficient condition can be derived to obtain strict coercivity in a weaker space of H 1(Σ∗). We note

that the derived coercivity criterion is exactly the same as in the case of the shape Hessian d2 Ji of the

cost functional Ji , for i = D,N,KV,2, as shown in [49–51, 98], respectively. It is worth remarking that,

among these cost functions, only the shape Hessian d2 JN(Σ∗) of JN is H 1(Σ∗)-coercive under the

derived coercivity criterion (see [49, Proposition 2.12]). In connection with this, we will also establish

a coercivity estimate for the shape Hessian d2 J2(Σ∗) of J2 in the next subsection.
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Before we continue to the last section of this chapter, and for the sake of comparison, let us

also compute the shape Hessian of the cost functional JD(Σ) at Σ = Σ∗. From Remark 2.4.1, we

know that the gradient of JD(Σ) only differs by the addition of the integral
∫
Σ (uN∇uN ·n)n ·V dσ=:∫

Σ ṽn ·V dσ from the shape gradient of J3(Σ). Computing the shape derivative of ṽ atΩ=Ω∗ along

the deformation field W ∈Θ2, we get ṽ ′
1W |Σ∗ = u′

NW (∇uN ·N )+uN(∇u′
NW ·N +∇uN ·N ′

W )|Σ∗ =λu′
NW .

Meanwhile, we have ∇(uN∇uN ·n) ·n = (∇uN ·n)2 +uN
[
(∇2uN)n

] ·n =λ2 on Σ∗. Hence, from (2.52)

with gᵀ3
′

replaced by ṽ , together with equation (2.50) in Proposition 2.4.3, we get the final expression

for the shape Hessian of JD atΩ=Ω∗ (cf. [50, Eq. (21)]):

Proposition 2.4.5. LetΩ be of class C 2,1 and V ,W ∈Θ2. Then, the shape Hessian of JD atΩ∗ is given

by

(2.69) d2 JD(Σ∗)[V ,W ] =
∫
Σ∗

{
λ(κp ′

NW +u′
NW )n ·V +λ2(n ·V )n ·W

}
dσ.

Here, we mention that the above expression was also computed in [50] but through shape calculus

for star shape domains, hence, we refer the readers to the aforementioned reference for comparison.

Meanwhile, following Remark 2.4.2, we can also write d2 JD(Σ∗)[V ,W ] in terms of appropriate

adjoint states. To do this, we let Υ be harmonic in Ω and be zero on Γ. Moreover, we let ∂nΥ=λV ·n

on Σ, so that by Green’s second identity we have
∫
Σu′

NW (λn ·V )dσ= ∫
ΣλκΥn ·W dσ. Hence, using

the results from Remark 2.4.2, we therefore have the following corollary of Proposition 2.4.5 regarding

an equivalent expression for (2.69) in terms of the adjoint variable Υ.

Corollary 2.4.3. LetΩ be of class C 2,1 and V ,W ∈Θ2. Then, the shape Hessian of JD atΩ∗ given by

(2.69) can be written as

(2.70) d2 JD(Σ∗)[V ,W ] =
∫
Σ∗

{λ2κΠ+λκΥ+λΨ+λ2(n ·V )}n ·W dσ,

where the adjoint statesΨ andΠ satisfy the BVPs (2.66) and (2.67), respectively, whileΥ is the unique

solution to the PDE system

(2.71) −∆Υ= 0 inΩ∗, Υ= 0 on Γ, ∂nΥ=λV ·n on Σ∗.

Here, it is worth to stress out that the shape Hessian d2 JD(Σ∗)[V ,W ] depends on the solutions

of three BVPs as opposed to the case of d2 Jᵀ3 (Σ∗)[V ,W ] which depends only on the solutions of two

PDE systems. In terms of numerical implementation, this obviously means that we need to solve

an additional variational problem in order to evaluate the descent direction for a gradient-based
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descent algorithm (which may then require additional computing times) when using the classical

formulation (1.6).

2.5 Coercivity Estimates for the Shape Hessians at the Optimal Solution

We close out this chapter with the discussion about the coercivity estimate for the shape Hessian of

the cost functions J2 and J3. More precisely, we determine which weaker space of H 1(Σ∗) does the

shape Hessians d2 J2(Σ∗) and d2 J3(Σ∗) are strictly coercive. To this end, we use the method already

used in [47] (see also [49–51, 98]). We start by introducing the following operators which are linear

continuous as a multiplier by a smooth function (see [98, Section 3.4]):

Λ : H 1/2(Σ∗) → H 1/2(Σ∗), ΛV :=λVn ;

M : H 1/2(Σ∗) → H 1/2(Σ∗), Mv := κv .

Here, of course, Vn := V ·n and κ is the mean curvature of Σ∗. The continuity of these operators

follows from the following result.

Lemma 2.5.1. Let Ω ⊂ R2 be a bounded Lipschitz domain with boundary Γ := ∂Ω. Then, the map

v 7→ϕv is continuous in H 1/2(Γ) for any v ∈ H 1/2(Γ) and ϕ ∈C 0,1(Γ).

Proof. We recall that the fractional Sobolev space H 1/2(Γ) (the trace space for H 1(Ω)) is equipped

with the norm

‖v‖1/2,2 = ‖v‖L2(Γ) +|v |1/2,2,Γ, |v |1/2,2,Γ =
(∫
Γ

∫
Γ

|v(x)− v(y)|2
|x − y |2 dσx dσy

)1/2

.

Let ϕ be a Lipschitz function. Then, we have the inequality

|ϕ(x)v(x)−ϕ(y)v(y)|. ‖ϕ‖∞|v(x)− v(y)|+ |v(y)||x − y |.

Hence, |ϕv |1/2,2,Γ can be estimated as follows

|ϕv |1/2,2,Γ =
(∫
Γ

∫
Γ

|ϕ(x)v(x)−ϕ(y)v(y)|2
|x − y |2 dσx dσy

)1/2

. ‖ϕ‖∞|v |1/2,2,Γ+
(∫
Γ

∫
Γ
|v(y)|2 d x d y

)1/2

. ‖ϕ‖∞|v |1/2,2,Γ+|Γ|1/2‖v‖L2(Γ).

Because ‖ϕv‖L2(Γ)6 ‖ϕ‖∞‖v‖L2(Γ), then the assertion is proved. �
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In addition to the operators introduced above, let us also define the map S as the Steklov-Poincaré

operator on Σ∗ which is defined by (see, e.g., [109])

(2.72) S : H 1/2(Σ∗) → H−1/2(Σ∗), S(Φ) := ∂Ψ

∂n

∣∣∣∣
Σ∗

,

where Ψ ∈ H 1(Ω∗) satisfies

−∆Ψ= 0 in Ω∗, Ψ= 0 on Γ, Ψ=Φ on Σ∗.

The operator S, also called the Dirichlet-to-Neumann map, is H 1/2(Σ∗)-coercive (cf. [51, Lemma 2]).

Its inverse R called the Neumann-to-Dirichlet map is defined by

R : H−1/2(Σ∗) → H 1/2(Σ∗), R

(
∂Ψ

∂n

)
:=Φ |Σ∗ ,

where Φ ∈ H 1(Ω∗) satisfies

−∆Φ= 0 in Ω∗, Φ= 0 on Γ, ∂nΦ= ∂nΨ on Σ∗.

Now, using the operatorsΛ, M, R, and denoting the L2(Σ∗)-inner product by (·, ·)L2(Σ∗), we can write

(2.50) as

d2 Jᵀ3 (Ω∗)[V ,W ] = (MΛV ,R(ΛW +R(MΛW )))L2(Σ∗) .

By the continuity of the maps Λ and M, and the bijectivity of R, we deduce that the shape Hessian

d2 Jᵀ3 atΩ∗ is L2(Σ∗)-coercive (whenever κ is non-negative) and we state this result formally as follows.

Proposition 2.5.1. For Σ∗ with non-negative mean curvature κ, the shape Hessian d2 Jᵀ3 at Ω∗ is

L2(Σ∗)-coercive; i.e.,

d2 Jᵀ3 (Σ∗)[V ,V ]& ‖V ‖2
L2(Σ∗)

.

The above result also means that the minimization problem (1.18) (with condition (2.23) imposed

in computing the gradient) is (algebraically) ill-posed. We further discuss this notion of ill-posedness

(in the case of the present shape optimization formulation (1.18)) briefly as follows. As alluded in the

previous subsection, the shape optimization problem is well-posed if its local minimum is stable;

that is, if the shape Hessian d2 Jᵀ3 (Σ∗) is strictly coercive in its energy space H 1(Σ∗), or equivalently,

if d2 Jᵀ3 (Σ∗)[V ,V ]& ‖V ‖2
H 1(Σ∗)

. However, if the positivity of the shape Hessian at Σ∗ only holds on

a weaker (Sobolev) space, then the shape optimization problem is said to be (algebraically) ill-

posed (cf. [50, 53]). This means, in particular, that tracking the Dirichlet data in the L2-norm is not

sufficient, and as strongly assumed by the authors in [52], they have to be tracked relative to H 1. This

aforementioned lack of coercivity is known from other PDE-constrained optimal control problems as

the so-called two-norm discrepancy (see, e.g., [53] and the references therein) and this concept of
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norm discrepancy under shape optimization framework was first observed in [35, 36, 45, 46], among

others.

In the case of the cost functional J2(Ω) = 1
2 |uN −uR|2H 1(Ω)

examined in subsection 2.3.2 (See [98]),

the shape Hessian is likewise a continuous bilinear form; that is, as also pointed out in Remark

2.3.2,d2 J2(Ω) : H 1(Σ)×H 1(Σ) →R. Using the operators introduced above, the shape Hessian d2 J2 at

Ω∗ is therefore expressible as

d2 J2(Ω∗)[V ,W ] = (MΛV ,R(M+S)ΛW )L2(Σ∗) ,

which is H 1/2(Σ∗)-coercive provided that Σ∗ has non-negative mean curvature κ. More formally, we

have the following proposition.

Proposition 2.5.2. For Σ∗ with non-negative mean curvature κ, the shape Hessian d2 J2 at Ω∗ is

H 1/2(Σ∗)-coercive; i.e.,

d2 J2(Σ∗)[V ,V ]& ‖V ‖2
H 1/2(Σ∗)

.

We finish this chapter with the following remark.

Remark 2.5.1. Similarly, we have that d2 JD(Ω) : H 1(Σ)×H 1(Σ) →R and using the operators introduced

above, we may write the shape Hessian of JD atΩ=Ω∗ given in Proposition 2.4.5 as follows:

d2 JD(Ω∗)[V ,W ] = (R(M+S)ΛV ,R(M+S)ΛW )L2(Σ∗) ,

This expression is also H 1/2(Σ∗)-coercive; that is,

d2 JD(Σ∗)[V ,V ]& ‖V ‖2
H 1/2(Σ∗)

,

provided that Σ∗ has non-negative mean curvature κ.

On the other hand, in case of the shape Hessian d2 J3(Σ∗)[V ,W ], we deduce (via the continuity of

the maps Λ and M, and the bijectivity of R) that

d2 J3(Σ∗)[V ,V ] = ‖R(MΛV )‖2
L2(Σ∗) ∼ ‖MΛV ‖2

H−1(Σ∗),

whenever κ is non-negative.
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I
n this chapter we demonstrate how the computed shape gradients and shape Hessians of the

cost functions can be utilized in a gradient-based descent algorithm to solve some concrete

examples of the Bernoulli problems. Therefore, this chapter is divided into two major sections.

The first half contains the details of the numerical scheme we will use to carry out our numerical

explorations. The second half, on the other hand, contains the set of numerical examples that

illustrates the feasibility of the proposed numerical schemes. In these numerical experiments, the

results obtain from the proposed methods are compared with those generated using the classical

shape optimization reformulations.

79



CHAPTER 3. NUMERICAL ANALYSES

3.1 Numerical Algorithm

As far as we know, there are at least three different computational strategies for the numerical

resolution of the Bernoulli problem. The first one is the classical fixed-point approach wherein

a sequence of elliptic problems are solved in a sequence of converging domains with one of the

conditions on the free boundary omitted, and then the remaining boundary condition is used to

update the free boundary (see [18, 57]). This approach does not require any gradient information in

contrast to the second approach which considers an equivalent shape optimization formulation of

the problem, see, for example, the numerical approaches used in [1, 67, 70, 78, 100, 101]. Another

strategy, built from the theory of complex analysis, is the use of conformal mapping method. This

solution method was recently developed by Haddar and Kress in [64] which relates the Bernoulli

problem in the context of inverse problems. In a more recent study, another method was also

introduced by Kress in [83] in an attempt to improve the use of boundary integral equations for

numerically solving the Bernoulli problem. In terms of numerical performance, it was revealed in

[83] that this recently proposed method inspired by Trefftz’ integral equation method [111] is more

robust and wider applicable than that of [64]. We mention that Trefftz’ approach, in principle, can be

considered as a so-called trial method which is also a prominent numerical method for solving free

boundary value problems such as the Bernoulli problem (see [65, 66, 84, 109]).

In this thesis, we will use a classical gradient scheme for the numerical realization of the shape

optimization methods discussed in Section 1.3 by means of a Lagrangian-like method. It consists in

adopting an iterative procedure that decreases the value of the cost functional J at each iteration.

One could also use an Eulerian-like approach such as the level-set method that was applied, for

instance, in [1, 79]. Alternatively, one could also apply a variant of Newton’s method to numerically

solved the minimization problems. This method, however, also requires the knowledge of the shape

Hessian of J which is considerably more difficult to obtain and utilize (see, e.g., [93, 105], and the

references cited therein). In the subsequent parts of this section, we will describe the details of the

numerical algorithms that we will use to solve some concrete examples of the Bernoulli problem.

3.1.1 The Sobolev Gradient Method

Let us consider a shape functional J(Ω) whose shape gradient is given by dJ(Ω)[V ] = ∫
Σ g n ·V dσ.

Also, suppose thatΩk is the shape of the domain at the kth iteration. Then, at the (k +1)th iteration,

the shape Ω =Ωk can be updated as Ωk+1 :=Ωtk+1 = (I 2 + tkV )Ω, where tk > 0 is some small step

size parameter and V represents the descent deformation field V k at the kth iterate. In perturbing

the domain Ω, we may take V |Σ = −g n as the descent direction. Indeed, in this case, we have

dJ(Ω)[V ] = −∫
Σ |g |2 dσ < 0. However, this choice of the descent direction may cause undesirable

oscillations on the free boundary of the shape solutionΩ∗. To avoid such phenomena, we compute

the descent direction V using the so-called H 1 gradient method [8]; that is, we take V as the unique
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solution in H 1
Γ,0(Ω) of the variational problem

(3.1)
∫
Ω

(∇V : ∇ϕ+V ·ϕ)
dx =−

∫
Σ

g n ·ϕdσ, ∀ϕ ∈ H 1
Γ,0(Ω).

In this sense, the deformation field V , also termed in some literature as a Sobolev gradient (see, e.g.,

[89]), provides a smooth extension of g n over the entire domain Ω, which not only smoothes the free

boundary after a deformation [10], but also provides a preconditioning of the descent direction. The

method of regularizing the descent direction using (3.1) is similar to the idea behind the so-called

traction method introduced and popularized in [6, 10–12].

In the previous chapter, we saw that the computed shape gradients corresponding to each cost

functions Ji , i ∈ {1,2,3} (as well as to each cost functions Ji , i ∈ {D,N,KV}), depends not only on the

state and adjoint state variables, but also on the value of the mean curvature κ of the free boundary

Σ. Consequently, this means that we first need to calculate κ := κ(Σ) in order to determine the vector

field V . In this investigation, we will evaluate κ by first creating a smooth extension of n using the

idea of the H 1 gradient method, and then calculate κ as the divergence of that smooth extension.

This technique is certainly numerically doable, and in fact theoretically justifiable. From Proposition

5.4.8 of [73, p. 218] (see also [60, Lemma 16.1, p. 390]), we know that, for a domainΩ of class C 2, there

exists a unitary C 1 extension ñ of n such that the mean curvature may be defined as

κ= divΣn = div ñ.

Therefore, based on this idea, we may numerically compute κ through the equation κ= div N , where

N is the smoothed extension of n satisfying the equation

(3.2)
∫
Ω
∇N : ∇ϕdx +

∫
Σ

N ·ϕdσ=
∫
Σ

n ·ϕdσ, ∀ϕ ∈ H 1(Ω).

We can also use the same idea to compute for higher-order derivatives of (scalar) functions if the

function is defined (or only supported) on the boundary. For example, the shape gradient of J1

consists of the second-order normal derivative of the state variable u; that is, the derivative ∂2u/∂n2

appears in the kernel of dJ1(Σ). In the classical Neumann-data-tracking cost functional minimization

approach (1.8), the derivative ∂2u/∂n2 can actually be simplified as −∂2u/∂n2 = κ∂u/∂n because

∆u =∆Σu +κ∂u/∂n +∂2u/∂n2 and u|Σ = 0. However, in our numerical procedure, we will calculate

∂2u/∂n2 using a similar idea in computing κ. More precisely, we will evaluate ∂2u/∂n2 by computing

the normal derivative of a smooth extension of ∂u/∂n. We mention here that, to the best of our

knowledge, such method for numerically computing a second-order normal derivative is also novel

to our work.

3.1.2 Step Size for the First-Order Method

Let us now turn our attention to the computation of the step size to be used in our algorithm. It is

worth mentioning that the choice for tk can be decided in many ways. Here, we will update tk ∈ (0,ε]
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(where ε> 0 is some sufficiently small real number) by following a heuristic approach inspired by

the Armijo-Goldstein line search strategy similar to the one offered in [78], but for level-set methods.

Given the choice of descent direction V |Σ =−g n (this means, basically, that a( · , · ) in equation (3.4)

below is the usual inner product in L2(Σ)), and the definition of the domainΩε, we have the formal

expansion

J (Ωε) ' J (Ω0)+εdJ (Ω0)[V ] = J (Ω0)−ε‖g‖2
L2(Σ0) < J (Ω0).

Suppose that, for some α ∈ (0,1), J (Ωε) = (1−α)J (Ω0). Then, equating the previous estimate J (Ω0)+
εdJ (Ω0)[V ] with (1−α)J (Ω0) suggests that

ε=α J (Ω0)

‖g‖2
L2(Σ0)

.

Clearly, this choice for the step size with V |Σ =−g n as the descent direction can be used to perturb

the domain Ω. However, since in our case we are regularizing V through the variational problem

(3.1), we need to replace the L2-norm of g appearing in the denominator of the previous formula

with the H 1(Ω)-norm of V , and then finally define the step size tk as

(3.3) tk =α J (Ωk )

‖V ‖2
H 1(Ω)

.

We explain this choice in more detail as follows. In general, we may in fact consider the variational

equation

(3.4) a
(
V ,ϕ

)=−〈
g n,ϕ

〉
L2(Σ) , ∀ϕ ∈X,

where a( · , ·) is some bounded coercive bilinear form on an appropriate space X, to produce a

regularized descent direction using −g n (see, e.g., [10, Section 6.3]). Using (3.4), and the requirement

that the relation

J (Ωε) = (1−α)J (Ω0) = J (Ω0)+ε〈
g n,V

〉
L2(Σ)

holds for some α ∈ (0,1), we therefore end up with

ε=−α J (Ω0)〈
g n,V

〉
L2(Σ)

=α J (Ω0)

a (V ,V )
,

for any V ∈ H 1
Γ,0(Ω). Thus, at each iteration, we may in fact choose, for a fixed α, the step size

parameter tk as

(3.5) tk =α J (Ωk )

a (V ,V )
.

Clearly, this formula for tk provides a logical choice for the magnitude of the step size when the

descent direction V is regularized using equation (3.4). Even so, we will see through various numerical

experiments in the first part of the next section that it is possible to change the denominator in (3.5)

to get a better step size (see the numerical section of [97]). In fact, by changing the H 1(Ω)-norm in
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(3.3) by either the H 1
Γ,0(Ω)- or the L2(Σ)-norm, for instance, we can speed up the convergence of the

algorithm given below, as exhibited in [97]. Indeed, this claim can easily be supported by the fact that

the sequence of inequalities ‖V ‖−2
H 1(Ω)

. ‖V ‖−2
H 1
Γ,0(Ω)
. ‖V ‖−2

L2(Ω)
obviously holds.

Now, with α ∈ (0,1) fixed, the step size will be decided according to the following rule: we take tk

as in (3.3) whenever there is a strict decrease in the computed cost value from the previous to the

next iteration loop; that is, if J(Ωk+1) < J(Ωk ). Otherwise, if the cost value increases, we reduce the

step size and go backward: the next iteration is initialized with the previous shapeΩk . We also reduce

the step size tk if reversed triangles are detected within the mesh update.

3.1.3 The Boundary Variation Algorithm

The main steps required for the computation of the kth domain using a first-order method can be

summarized as follows:

Step 1 First, fix the step size parameter α ∈ (0,1), and choose an initial shape Ω0.

Step 2 Next, solve the state and adjoint state equations on Ωk , and if needed, compute the mean

curvature k of the current free boundary Σk .

Step 3 Then, compute the descent direction V k using (3.1). Also, calculate the step size tk by (3.3).

Step 4 Finally, using V k and tk , perturb the current domain by Ωk+1 = (I 2 + tkV k )Ω with Ω=Ωk .

We shall implement the above procedures in the programming software FREEFEM++ (see [72]), and

to be more precise with our calculation process, we give below (see Algorithm 3.1) the exact first-

order boundary variation algorithm we will use in our numerical experiments. In Algorithm 3.1, the

quantities u(Ω) and p(Ω) respectively denote the state and adjoint variables. For instance, in the

case of the third proposed shape problem (1.18), u(Ω) is essentially composed of the state variables

uN(Ω) and uR(Ω).

3.1.4 Stopping Criteria

To complete the iterative procedure presented in the previous subsection, we need to specify the

stopping condition of the algorithm. A typical stopping criterion for a gradient-type method is to find

that whether the shape gradients in some suitable norm are small enough. However, since we are

using continuous shape gradients, it is hopeless for us to expect very small gradient norm because of

numerical discretization errors. Another option, however, is to use the inequality condition

(3.6) |J (Ωk+1)− J (Ωk )| < Tol

as a stopping rule, where Tol > 0 is a predetermined small tolerance value.

In our numerical experiments, we will compare the results obtained from the proposed formula-

tion (1.16) with that of the classical Neumann-data tracking cost functional minimization approach
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Algorithm 3.1 Boundary Variation Algorithm (First-Order)

Initialization: Let k = 0, Jold = 1032, initialize domain Ω0, and choose a step size α ∈ (0,1). Set back
= false.

1: while stopping condition not satisfied do
2: For Ω=Ωk , compute u(Ω) and p(Ω)
3: Evaluate κ= div N where N (Ω) solves (3.2)
4: Compute V k (Ω) using (3.4)
5: Evaluate J (Ωk )
6: Jnew = J (Ωk )
7: if Jnew < Jold then

8: tk =α J (Ωk )

‖V k‖2
X2

9: end if
10: Ωold =Ωk

11: if (Jnew > Jold) ∧ (back = false) then
12: tk ← 0.5tk

13: Ωk =Ωold

14: back = true
15: end if
16: if back = false then
17: Ωk+1 = {x + tkV k (x) : x ∈Ωk }
18: Jold = Jnew

19: k ← k +1
20: end if
21: end while

(1.8). For this reason, the proper choice for Tol in (3.6) may be different for each of the two formula-

tions. Because of this issue, we need to consider a stopping rule that is independent of the cost or the

gradient value. In this regard, the most reasonable choice would be to use the computing time (i.e.,

the maximum number of seconds before timing out) as the stopping condition. Note that we could

also stop the iteration process with a predetermined maximum number of iterations. However, since

the step size tk is chosen on the basis of formula (3.3), the total number of iterations the algorithm

needed to process in order to obtain good enough approximation of the optimal shape solution

(given that α and X are fixed) may differ greatly from each formulation. Nevertheless, we emphasize

that we could still utilize the inequality condition given in (3.6) to choose an optimal iteration number

that provides reasonable approximation of the optimal solution. This can be done by first running

the algorithm for a certain amount of time and then examine afterwards the convergence history of

the cost function (or possibly the history of Hausdorff distances between the kth and final computed

shape) to decide for the best choice of the tolerance value. The index k that satisfies the condition

(3.6) with the chosen value for Tol can then be regarded as the optimal iteration number when the

said stopping rule is applied.

On the other hand, for the case of the second proposed shape optimization problem (1.17),
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we will compare our numerical findings with that of the classical Kohn-Vogelius cost functional

minimization approach (1.10). In this case, we again consider (3.6) as our stopping condition. This

seems proper for this case because our main objective in this part of the investigation is to show

numerically that the proposed formulation (1.17) indeed, coupled with Tiihonen’s condition (2.23),

provides less computing time per iteration than in the case of the classical energy-gap cost functional

minimization setting (1.10).

Lastly, for the case of the third proposed shape optimization problem (1.18), we will compare

our numerical results with that of the classical Dirichlet-data-tracking cost functional minimization

approach (1.6). In this regard, we will finish our algorithm as soon as the cost, normalized with

respect to its initial value, is less than some small (positive) tolerance value. We deem this criterion

more appropriate than (3.6) in evaluating the computational qualities of the two methods since their

corresponding cost values actually differ by two orders of magnitude. In this respect, we therefore

stop the algorithm as soon as the inequality condition

(3.7)
J (Ωk )

J (Ω0)
< Tol,

is satisfied for some sufficiently small real number Tol > 0 (of course, the choice for this tolerance

value is different from the case of the first proposed shape optimization problem (1.16)), or if the

algorithm already completed a specified (maximum) computing time.

3.1.5 The Sobolev Newton Method

Note, by incorporating the shape Hessian information in the numerical procedure, we can obviously

improve the convergence of the iterative scheme given in the previous subsection in terms of the

number of iterations required to complete the optimization procedure (see, e.g., [47, 98, 109]).

However, the drawback of a second-order method is that, in most cases, it demands additional

computational burden and time to carry out the task. In this section, we will formulate a second-

order optimization algorithm to solve the minimization problems (1.17) and (1.18) following an idea

first proposed by Azegami in [7] (see also [9, Problem 4.2, Eq. (29)]). Particularly, we use a variant

of the so-called H 1 Newton (or Sobolev Newton) method which utilizes the Hessian information

to compute the descent direction. The basic idea of this method is that it incorporates the shape

Hessian in obtaining a regularized descent direction for the algorithm similar to equation (3.4) (see

the next subsection 3.1.6 below). In our case, however, we propose to use only the shape Hessian

information at the solution of the FBP (1.3) (i.e., we use (2.65)).

To do the task, we define the descent direction W ∈ H 1
Γ,0(Ω) as the unique solution of the varia-

tional equation

(3.8)
∫
Ω

(∇W : ∇ϕ+W ·ϕ)
dx =−

∫
Σ

(g +h[V ])n ·ϕdσ, ∀ϕ ∈ H 1
Γ,0(Ω),

where g , as before, is the kernel of the shape gradient dJ(Ω)[V ] = ∫
Σ g n ·V dσ, while h[V ], in this

case, denotes only the kernel of the shape Hessian at the solution of the FBP (1.3). For example,
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in the case of the minimization problem (1.18), we have
∫
Σ∗ h3[V ]n ·W dσ := d2 J3(Σ∗)[V ,W ] (see

(2.68)). Meanwhile, in the case of the shape gradient computed under Tiihonen’s condition (2.23),

the corresponding expression which we denote by hᵀ[V ] is given by the kernel of the shape Hessian

d2 Jᵀ3 (Σ∗)[V ,W ] =:
∫
Σ∗ hᵀ3 [V ]n ·W dσ (see (2.65)). More precisely, these kernels of the shape Hessians

are given by

(3.9) h3[V ] =λκΠ[V ] and hᵀ3 [V ] =λ(Ψ[V ]+λκΠ[V ]),

respectively. Here, of course, Ψ and Π are the respective unique solutions of equations (2.66) and

(2.67). In above expressions, we added the notation ( ·)[V ] to emphasize that the expression it is

attached to is dependent to the deformation field V .

Let us discuss the additional procedures needed to utilize the shape Hessian information in an

iterative scheme. We illustrate, in particular, the case for the third proposed shape optimization

approach (1.18). We emphasize that the main steps to compute the kth domainΩk using a second-

order method are essentially the same with that of the first-order method given in Section 3.1.3.

However, in order to take into account the procedure in computing W , we divide the third step of the

original algorithm as follows:

Step 3.1 Compute the descent direction V k using (3.1).

Step 3.2 Compute Ψ and Π by solving the PDE systems (2.66) and (2.67) atΩ=Ωk .

Step 3.3 Compute the descent direction W k using (3.8).

Moreover, in Step 4 of the original algorithm, we replace V k with the new deformation field W k ; that

is, we perturb the kth domain by Ωk+1 = (I 2 + tkW k )Ωk . Here, the step size tk can still chosen on the

basis of the formula given in (3.3). However, in our experience, this formula for the step size does not

give much improvement in terms of convergence speed for the second-order shape optimization

algorithm. To exploit the advantage of utilizing the shape Hessian information, an appropriate step

size formula has to be used to achieve at least a superlinear (or even quadratic) convergence rate for

the algorithm (see Remark 3.1.1 below).

3.1.6 Step Size for the Second-Order Method

Again, let us suppose that J(Ω) is a shape functional whose shape gradient is given by dJ(Ω)[V ] =∫
Σ g n ·V dσ. Then, its corresponding shape Hessian (under sufficient regularity) can be shown to be

given by

d2 J (Ω)[V ,W ] =
∫
Σ

[
g ′

W Vn +
(
∂n g +κg

)
VnWn − g K + g (DV )Wn

]
dσ,

(cf. (2.29) or see, e.g., [43, Eq. (5.2), p. 495]). Evidently, as already remarked in the previous chapter,

the above expression of the shape Hessian d2 J (Ω)[V ,W ] consists of symmetric and non-symmetric

parts with respect to the deformation fields V and W . This lack of symmetry and complexity in
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form of the shape Hessian provides much difficulty for its utilization and numerical implementation

([93, 105]). Nevertheless, as proposed by Simon in [105], one can still utilize the shape Hessian in an

optimization procedure in a much simpler way by dropping the non-symmetrical part of the Hessian

(see, e.g., [77]), allowing one to obtain a second order expansion of the form

J (Ω)+dJ (Ω)[V ]+d2 J (Ω)[V ,V ]

of J (Ω) with respect to the descent direction V . Note that, at the optimal shape solution Ω=Ω∗, the

necessary optimality condition give rise to the variational formulation of the Newton equation

d2 J (Ω)[V ,W ] =−dJ (Ω)[V ], ∀V ∈ H 1
Γ,0(Ω),

whose solution W may be used as a descent direction in a gradient-based descent algorithm (cf.

equation in Step 3 of [71, Section 4.1.1, Algorithm 4.1, p. 131]). Following this idea, and employing

a smoothing technique such as (3.4), we arrive at equation (3.8) which gives us a new regularized

descent direction W .

Remark 3.1.1. As pointed out by Simon in [105] (see his remark in Section 2.1), we mention here that

the velocity of gradient methods (such as Algorithm 3.1) can be improved by choosing the step size as

the negative ratio between the shape gradient over the shape Hessian. For example, the kth approxi-

mation ofΩ0 can be computed asΩk+1 = (I 2 + t f
k V k )Ωk where t f

k =−dJ(Ωk )[V k ]/d2 J(Ωk )[V k ,V k ].

Here, the step generated by the formula for t f is commonly called as the (full) Newton step (see, e.g.,

[91, Section 3.3]).

In our case, since we are using regularized descent directions, the above idea is, in a sense,

equivalent to taking tk as a scalar multiple of the ratio of the square of the H 1(Ω)-norm of V over the

squared H 1(Ω)-norm of W . Indeed, from a similar proposition issued in subsection 3.1.2, we can

naturally take

(3.10) tk = α̃
‖V ‖2

H 1(Ωk )

‖W ‖2
H 1(Ωk )

,

for a fixed α̃ ∈ (0,1], as the kth step size of the second-order optimization algorithm proposed in

subsection 3.1.5.

In (3.10), we introduced the step size parameter α̃ simply to control the magnitude of the descent

step during each iteration. We recall that, in most optimization problems, the introduction of a step

size parameter to Newton’s method is primarily due to the fact that the method is quite sensitive

if the initial guess is too bad. Common strategies to globalize the method is to introduce a line

search strategy or to work with the so-called trust region methods (see, e.g., Section 3.4 and Chapter

4 of [91]). In practice, the former strategy is accomplished by scaling the Newton’s step by some
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coefficient 0 < α̃6 1 in every iteration (as we have done in (3.10)). Taking α̃= 1 obviously amounts

to a full Newton step and choosing α̃< 1 yields the so-called damped Newton method (see, e.g., [22,

Section 9.5.2, p. 487]) which has an increased convergence radius (this, however, does not work well

in general), and also has a reduced convergence order (not quadratically anymore). Nevertheless,

when the approximant is judged to be near to a solution, α̃= 1 is taken and the convergence would

be as good as for the standard (or pure) Newton’s method.

Here, we opted to apply a line search method in our proposed second-order (shape optimization)

algorithm to address two main issues when taking the full Newton step. Firstly, we notice that, in some

situations, choosing a full Newton step is not necessarily the best strategy to start the approximation

procedure, especially if the initial guess is far from the (optimal shape) solution. Secondly, we observe

that the full Newton step is sometimes too large that the cost functions become insensitive with

respect to geometric perturbations, occasionally causing the algorithm to overshoot or converge

prematurely to a less optimal solution (see Example 3.2.3.4). On the other hand, although the step

size parameter α̃ can be made at most equal to the unit value when the approximant is estimated to

be close to the optimal solution, we only fixed α̃ to be of constant value (6 1) throughout the iteration

process. Nevertheless, a backtracking procedure as in subsection 3.1.2 will still be employed in the

algorithm, meaning that the maximum step size at each iteration of the algorithm is only bounded

above by a fraction (determined by the value of α̃) of the full Newton step. Despite the fact that the

idea is already known in the literature, we emphasize that the formula for the step size given by (3.10)

is, to the best of our knowledge, new to this work.

Before we proceed to the numerical examples in the next section, let us be more precise with our

second-order gradient-based optimization procedure that we will use in our numerical experiments.

The exact iterative scheme is given in Algorithm 3.2. In this algorithm, the quantities u†(Ω)[V ] and

p†(Ω)[V ] respectively denote the corresponding adjoint variables for u(Ω) and p(Ω) in the first-order

optimization algorithm 3.1. The notation ( · )[V ] is attached to emphasize that these unknowns are

dependent on the vector field V . For instance, in the case of classical Dirichlet-data-tracking cost

functional minimization approach (1.6), u†(Ω)[V ] refers to the adjoint variables Ψ(Ω) and Π(Ω)

which are unique solutions to the PDE systems (2.66) and (2.67), respectively. Meanwhile, p†(Ω)[V ]

corresponds to the adjoint variableΥ(Ω) which is the solution to the BVP (2.71), see Proposition 2.4.5

and Corollary 2.4.3.

3.2 Numerical Examples

In this section, we solve various concrete examples of the Bernoulli problem. The examples are sorted

in accordance with the formulations presented in Section 1.3.2 of the first chapter. Therefore, this sec-

tion is composed of three parts. The first part (subsection 3.2.1) contains the results of the improved

Neumann-data-tracking cost functional minimization approach (1.16) which is compared with its

classical counterpart (1.8). The second part (subsection 3.2.2), on the other hand, presents the nu-
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Algorithm 3.2 Boundary Variation Algorithm (Second-Order)

Initialization: Let k = 0, Jold = 1032, initialize domainΩ0, and choose a step size α̃ ∈ (0,1]. Set back
= false.

1: while stopping condition not satisfied do
2: For Ω=Ωk , compute u(Ω) and p(Ω)
3: Evaluate κ= div N where N (Ω) solves (3.2)
4: Compute V k (Ω) using (3.4)
5: Compute u†(Ω)[V ] and p†(Ω)[V ]
6: Compute W k using (3.8)
7: Evaluate J (Ωk )
8: Jnew = J (Ωk )
9: if Jnew < Jold then

10: tk = α̃
‖V k‖2

X2

‖W k‖2
X2

11: end if
12: Ωold =Ωk

13: if (Jnew > Jold) ∧ (back = false) then
14: tk ← 0.5tk

15: Ωk =Ωold

16: back = true
17: end if
18: if back = false then
19: Ωk+1 = {x + tkW k (x) : x ∈Ωk }
20: Jold = Jnew

21: k ← k +1
22: end if
23: end while

merical results for the modified Kohn-Vogelius cost functional minimization approach (1.17) which

is compared against the classical setting (1.10). Last but not least, the third part (subsection 3.2.3)

exhibits the numerical findings for the Dirichlet-data-gap cost functional minimization approach

(1.18) which is compared with the classical Dirichlet-data-tracking cost functional minimization

approach (1.6).

All numerical experiments carried out in this investigation are performed in two-dimension

using the programming software FREEFEM++ (see [72]). Moreover, all variational problems that

need to be solved in order to evaluate the quantities in the algorithm are numerically computed

using P2 finite element discretization where the number of discretization points on the free and

fixed boundaries are initially set to Next ×Nint = 120×100 discretization points. Meanwhile, we use

the built-in function movemesh of FREEFEM++ in perturbing the reference domain Ω during the

optimization process. In addition, we use the function adaptmesh with minimum edge size hmin

and maximum edge size hmax (to be specified later in each of the subsection below) during mesh

adaption to refine and avoid the degeneracy of the triangles in the meshes. Lastly, all computations
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are carried out on a 1.6 GHz Intel Core i5 Macintosh computer with 4GB RAM processors.

3.2.1 Examples for the First Proposed Shape Problem

In this subsection, we provide a number of concrete examples of the Bernoulli problems, including

both the exterior and interior case of the problem. The problems that we examine here, however,

are only solved using first-order shape optimization methods. This is because the set of numerical

experiments we perform here serves as a preliminary examination on the effect of the Robin problem

(1.15) in the approximation procedure. Nevertheless, we will provide numerical results for second-

order methods in the last two subsections of the chapter.

Now, in all test cases we examine here, we let β be the mean curvature of the free boundary Σ

(i.e., we let β= κ). We mention that we have actually tested several values for this Robin coefficient,

but it appears that the mean curvature κ of the free boundary is the best choice for the algorithm to

work effectively in terms of convergence speed and stability, especially in the case of the classical

approach.

Notations. In all examples we present in this subsection, Σk denotes the kth approximation of

the optimal free boundary Σ∗, and the quantity dH(Σk ,Σ) denotes the Hausdorff distance between

Σk and Σ. Also, K denotes the optimal termination index when the stopping condition (3.6) is im-

posed with some prescribed value for Tol; i.e., K := min{k ∈N0 : |J(Σk+1)− J(Σk )| < Tol}. Moreover,

for later use, we denote by the index M the last iteration loop of the algorithm before timing out (or

equivalently, the maximum number of iterations completed by the algorithm after running it for a

specified number of seconds).

Exterior case

3.2.1.1 Example 1: Accuracy Tests

We first test the accuracy of the computed gradient. For this purpose, we consider the exterior

Bernoulli problem with

Γ=C (0,r ), λ= 1

R(logr − logR)
, 0 < r < R,

where C (0,r ) denotes the circle centered at the origin with radius r . In this case, the only solution is

the circle C (0,R).

We let r = 0.3 and R = 0.5 (hence, Σ∗ = C (0,0.5)), giving us λ = −3.9152. We take C (0,0.6) as

the initial guess and compute the optimal shapes using the proposed formulation and the classical

Neumann-data tracking approach.

In this example, since the evolution of the free boundary consists of concentric circles, we will

often use the term ‘kth mean radii’ which means the average distance from the origin of the nodes on

the exterior boundary of the kth domainΩk . Throughout the discussion, this term will be denoted by

R̄k . Furthermore, in all test cases, we take hmax = 0.02 and end the optimization process after running
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the algorithm for 300 seconds.

Comparisons of results for different choices of X in (3.3). In this test case, we present the results of

the optimization process when X in the step size formula (3.3) for tk is set to either H 1(Ωk ), H 1
Γ,0(Ωk )

or L2(Σk ) with α= 0.01. Figure 3.1a shows the histories of mean radii of the free boundary obtained

using the proposed formulation. Looking at the said figure, it seems that the choice X = L2(Σk )

provides the fastest convergence to the optimal solution among the three choices. This is primarily

due to the fact that when X is set to L2(Σk ), we have, on the average, larger values for the step size

tk (as expected) than when it is set to either H 1(Ωk ) or H 1
Γ,0(Ωk ) (see Figure 3.1b). Observe also that

the latter two choices almost have the same rate of convergence, which is not suprising since their

corresponding norms are actually equivalent. Meanwhile, in Table 3.1, we tabulate the computational

results of the present experiment. The table shows, in particular, the Hausdorff distance between the

K th approximation ΣK of the free boundary and its exact optimal shape Σ∗, the mean radii R̄K and its

corresponding standard deviation σrad
K at the K th iterate, where K is the optimal termination index

when the tolerance Tol is set to the ones indicated in the first column of the table. Also listed in the

table are the values of the cost at the K th iterate and the total computing time to reach convergence

when the stopping rule (3.6) is imposed with Tol values given in the first column of the table. Here we

mention that the Tol values listed in the table are actually the values of the tolerance in the stopping

rule (3.6) that were satisfied (omitting the case when 10−1 and 10−2) after running the algorithm

for 300 seconds (except for the case when X= L2(Σk ) where we only present the results up to 10−6).

Based on the results, it appears that a reasonable choice for the tolerance Tol when imposing the

stopping condition (3.6) when using the proposed formulation is to take it equal to 10−5. Note also

that, for all X ∈
{

H 1(Ωk ), H 1
Γ,0(Ωk ),L2(Σk )

}
, the Hausdorff distance between Σ∗ and the computed

optimal free boundary ΣK , with Tol = 10−5 in (3.6), is approximately equal to 0.005.

Figure 3.1: Histories of mean radii (plot a) and descent step sizes (plot b) when X =
H 1(Ωk ), H 1

Γ,0(Ωk ),L2(Σk ) in (3.3) with α = 0.01 using the proposed formulation, running the algo-
rithm for 300 seconds

On the other hand, the results obtained from using the classical Neumann-data tracking approach

are depicted in Figure 3.2. Figure 3.2a shows the histories of mean radii R̄k of the free boundary Σk

while Figure 3.2b plots the graph of their corresponding standard deviations. Looking at the latter

plot, we observe that the choice X= L2(Σk ) gives a very unstable approximation of the free boundary

during the optimization process. In fact, we noticed during the optimization process that the exterior

boundary Σ becomes very ‘jagged’ after some iterations. This possibly means that the algorithm,
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Tol dH(ΣK ,Σ∗) R̄K σrad
K J (ΣK ) K CPU time

X= H 1(Ωk )

10−3 0.006660 0.504413 2.33×10−5 0.004413 42 63.89 sec

10−4 0.005371 0.501888 3.74×10−5 0.001888 58 124.21 sec

10−5 0.005004 0.500214 4.05×10−5 0.000214 88 298.37 sec

X= H 1
Γ,0(Ωk )

10−3 0.008084 0.506344 1.82×10−5 0.038721 46 67.84 sec

10−4 0.005146 0.501220 1.60×10−5 0.001632 78 148.89 sec

10−5 0.005053 0.500766 2.55×10−5 0.000765 89 199.50 sec

X= L2(Σk )

10−3 0.005041 0.500586 3.93×10−5 0.000927 15 23.60 sec

10−4 0.005006 0.500198 4.09×10−5 0.000108 17 29.45 sec

10−5 0.005000 0.500055 2.94×10−5 1.30×10−5 22 49.19 sec

10−6 0.004998 0.500101 3.15×10−5 5.70×10−6 25 74.39 sec

Table 3.1: Summary of results of the computational experiments when X= H 1(Ωk ), H 1
Γ,0(Ωk ),L2(Σk )

in (3.3) with α= 0.01 using the proposed formulation

Figure 3.2: Histories of mean radii (plot a) and their corresponding histories of standard deviations
(plot b) when X= H 1(Ωk ), H 1

Γ,0(Ωk ),L2(Σk ) in (3.3) with α= 0.01 using the classical Neumann-data
tracking approach after 300 seconds of run time

when employing the Neumann-data tracking approach, is very sensitive to large deformations, which,

on the other hand, suggests that we need to take smaller values for α in order to get more stable

approximation of the optimal free boundary. Setting α in (3.3) to smaller values, however, would then

require the algorithm to process additional number of iterations (and therefore demands additional

computing times) just in order to attain reasonable approximation of the exact optimal free boundary.

Furthermore, even in the case when X is set to either H 1(Ωk ) or H 1
Γ,0(Ωk ), the histories of mean

radii obtained through the Neumann-data tracking approach is less smooth that in the case of when

applying the proposed formulation (compare Figure 3.1a and Figure 3.2a). Moreover, it is also evident

in the two plots shown in Figure 3.2 that the choices H 1(Ωk ) and H 1
Γ,0(Ωk ) for X in (3.3) exhibit almost

the same rate of convergence as in the case of using the proposed formulation. It seems, however,

that the best choice for the algorithm to work effectively when applying the Neumann-data tracking
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Tol dH(ΣK ,Σ∗) R̄K σrad
K J (ΣK ) K CPU time

X= H 1(Ωk )

10−1 0.020737 0.517855 0.000972 2.527479 20 22.70 sec

10−2 0.017395 0.514585 0.001157 1.957065 31 38.98 sec

10−3 0.014639 0.512422 0.000855 1.526704 44 195.86 sec

10−4 0.014612 0.512444 0.000848 1.525842 47 288.12 sec

X= H 1
Γ,0(Ωk )

10−1 0.030236 0.522901 0.002171 4.638160 22 29.40 sec

10−2 0.019315 0.515450 0.001315 2.204293 32 49.77 sec

10−3 0.015384 0.512289 0.000970 1.430624 55 276.75 sec

X= L2(Σk )

10−1 0.038000 0.527682 0.003034 7.934110 5 19.36 sec

10−2 0.044922 0.528277 0.006324 5.996569 15 77.61 sec

Table 3.2: Summary of results of the computational experiments when X= H 1(Ωk ), H 1
Γ,0(Ωk ),L2(Σk )

in (3.3) with α= 0.01 using the Neumann-data tracking approach

approach is to take X as the space H 1(Ωk ). Meanwhile, the computational results corresponding to

the case when using the Neumann-data tracking approach with α= 0.01 in (3.3) are summarized in

Table 3.2. Based on the table, it seems that the appropriate value for the tolerance Tol is 10−3 when

imposing the stopping rule (3.6), in case of implementing the Neumann-data tracking approach.

Before we proceed further with our numerical investigations, let us comment and reiterate

the most important findings drawn from the results of the computational experiments presented

above. Firstly, it seems that the proposed formulation provides a more stable approximation of the

free boundary (in a sense that the domain Ω is less prone to experience rapid oscillating exterior

boundary during iterations) than the Neumann-data tracking approach, regardless of the choice of

X ∈
{

H 1(Ωk ), H 1
Γ,0(Ωk ),L2(Σk )

}
. This observation can actually be inferred easily by comparing the

order of magnitude ofσrad
K obtained from the two formulations. Secondly, it appears that the proposed

formulation exhibits faster convergence behavior than the Neumann-data tracking approach, again

irrespective of the choice of X in the step size formula (3.3). In addition, the former formulation

provides better approximation of the analytical solution than the latter approach. Furthermore, it

seems that the appropriate choice for Tol when imposing the stopping condition (3.6) is to take it

equal to 10−5 when using the proposed formulation and set it to 10−3 when applying the Neumann-

data tracking approach. In relation to this remark, it appears that the best choice for X in (3.3) that

provides the fastest convergence rate when employing the proposed formulation is the space L2(Σk ).

On the other hand, it seems that the most practical choice for X that provides the most stable and

fastest convergence rate when applying the Neumann-data tracking approach is the space H 1(Ωk ).

All these observations can all be inferred easily from the results shown in Table 3.1 and Table 3.2, and,

93



CHAPTER 3. NUMERICAL ANALYSES

of course, from the graphs plotted in Figure 3.1 and Figure 3.2.

Examining the order of convergence of the iterative procedure. Next, we numerically examine the

convergence behavior of the present iterative scheme. We do this by looking at the sequence of radii

of the computed optimal free boundaries obtained from using each of the two formulations. For this

purpose, we let εk = |R̄k −R∗| be the error in the kth approximation. Note that, for a ‘good’ numerical

procedure, we want the approximate shape solutionΩk :=C (0, R̄k ) to be as close as possible to the

analytical solutionΩ∗ :=C (0,R∗), R∗ = 0.5. Now, let ρ be the order of convergence of Rk to R∗; that

is, we have that limk→∞ εk+1/ερk = η. If we assume that the error progression is exactly of the form

εk+1 = ηε
ρ

k , then we can actually write logεk+1 = ρ logεk + logη. Hence, we can use a best-fit-line

approach to find an approximation of ρ, given the sequence of errors εk . Figure 3.3 below depicts the

order of convergences of the algorithm when using the proposed and the classical Neumann-data

tracking approach which correspond to the computational results presented above. It shows, in

particular, the order of convergences of the proposed formulation when the stopping condition (3.6)

is imposed with Tol = 10−5 (see Figure 3.3a and Figure 3.3b). It also presents the order of convergences

of the algorithm when applying the Neumann-data tracking approach which is again terminated via

the stopping rule (3.6) but with Tol = 10−3 (refer to Figure 3.3c and Figure 3.3d). In these plots, the

dashed-line passing through the origin has slope equal to the unity. Meanwhile, the solid-line plot

represents the best fit line to the data logεk+1 = ρ logεk + logη with slope equal to the value indicated

in the figure. Clearly, based on these plots, the present algorithm exhibits linear convergence behavior

regardless of the formulation used in the optimization procedure.

Effects of increasing the value of the step size parameter α. Let us now look at the effect of

increasing the magnitude of the step size tk in the optimization process by adjusting α to a higher

value. Obviously, we could expect that, by increasing the value of α, we could improve the rate of

convergence of the algorithm. Such improvement could be expected when employing the proposed

formulation in the algorithm (at least for slightly higher values ofα for the present case). However, this

is not always the case for the other approach since increasing the magnitude of α, in general, would

only cause the algorithm to become more unstable. These facts are apparent in the plots shown in

Figure 3.4, and also in Table 3.3 wherein the results of the optimization process obtained through the

proposed and the classical Neumann-data tracking approach withX= H 1(Ω) andα ∈ {0.02,0.03,0.04}

are summarized. In the table, the notation t̄ represents the computed mean step size for the entire

optimization process when the stopping rule (3.6) is utilized (i.e., t̄ =ΣK
k=0tk /K ). The notation σstep,

on the other hand, denotes the standard variation of the computed step sizes, also for the entire

iteration process. Meanwhile, the last column in Table 3.3 indicates the coefficient of variation (C.V.)

with respect to the step size tk , i.e., C.V. =σstep/t̄ . In relation to this, we note that having a coefficient

of variation for the step size that is larger than the unity is an indication that the step size varies greatly

from each iterate. This means, possibly, that the algorithm is very much less stable, and based on our

experience, large fluctuations in step size could cause the algorithm to crash during iterations. These

results further support our claim that the proposed formulation provides more stable approximation
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Figure 3.3: Order of convergences of the algorithm when applying the proposed formulation (plots a
and b) and when using the Neumann-data tracking approach (plots c and d) withα= 0.01, employing
the stopping condition (3.6) with Tol = 10−5 and 10−3 for the first and second approach, respectively

of the exact optimal solution than the classical Neumann-data tracking approach. Moreover, it is

clear from the table that the former approach is more accurate than the latter one. Lastly, notice

from the table that the number of iterations (and hence, the computing times) required to reach

convergence when imposing the stopping condition (3.6) is significantly less for the case of the

proposed formulation than in the case of using the Neumann-data tracking approach. In the rest of

the examples below, we utilize the main findings drawn above. More precisely, we take X= L2(Σk ) in

(3.3) when the proposed formulation is being applied in the algorithm and, on the other hand, set

X= H 1(Ωk ) when the Neumann-data tracking approach is used in the optimization procedure.
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Figure 3.4: Histories of Hausdorff distances using the proposed formulation with X= L2(Σk ) (plot a)
and when applying the Neumann-data tracking approach with X= H 1(Ωk ) for some values of α

α dH(ΣK ,Σ∗) R̄K σrad
K J (ΣK ) K time t̄ σstep C.V.

Proposed formulation with X= L2(Σk ) in (3.3) and terminated using (3.6) with Tol = 10−5

0.02 0.005002 0.499914 0.000037 4.81×10−6 10 52 s 0.0375 0.0235 < 1

0.03 0.005002 0.499688 0.000062 3.09×10−7 7 21 s 0.0524 0.0458 < 1

0.04 0.005014 0.499620 0.000074 1.49×10−9 7 24 s 0.0926 0.0650 < 1

Neumann-data tracking approach with X= H 1(Σk ) in (3.3) and stopped using (3.6) with Tol = 10−3

0.02 0.017956 0.513706 0.001123 1.697592 51 183 s 0.0009 0.0012 > 1

0.03 0.018772 0.513442 0.001803 1.721732 52 276 s 0.0012 0.0014 > 1

0.04 0.029857 0.515549 0.005606 1.826101 54 116 s 0.0010 0.0016 > 1

Table 3.3: Summary of results of the computational experiments corresponding to Figure 3.4

3.2.1.2 Example 2: An inverted T-shaped fixed boundary

Next, we consider Γ= ∂S as the boundary of the inverted T-shape

S := ((−3/8,3/8)× (−1/4,0))∪ ((−1/8,1/8)× [0,1/4)) .

The optimal domain for λ=−1,−2, . . . ,−10. First, we compute the optimal domain for all integers

λ = −1,−2, . . . ,−10 using the proposed formulation. We choose the unit circle as the initial guess

and let hmax = 0.025 for all cases. Furthermore, we terminate the iteration process after running

the algorithm for 60 seconds. The resulting exterior boundaries are shown in Figure 3.5, where

the outermost boundary corresponds to λ=−1 and the innermost boundary to λ=−10, and the

shaded area represents the region bounded by the fixed boundary. Meanwhile, the results of the

present computational experiments are summarized in Table 3.4 when the stopping rule (3.6) with

Tol = 10−5 is used. The table shows in particular the computed cost value at the K th iterate and the

total computing time to reach convergence for each values of λ. Also indicated in the table are the

total number of iterations completed by the algorithm before timing out. The values shown in Table

3.4 were all obtained with the step size parameter α set to 0.10 except for the case when λ=−3 where

we slightly adjustedα to 0.11 to reach convergence under the stopping condition (3.6) with Tol = 10−5

and within 60 seconds. On the other hand, we remark that the optimal free boundaries obtained
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when the stopping rule (3.6) is employed are actually indistinguishable from the ones shown in Figure

3.5 (see Figure 3.6 for a direct comparison of the free boundaries ΣK and ΣM when λ=−1,−8). The

evolution of the free boundary when λ=−10 is shown in Figure 3.7a.

Comparison of results obtained from the two formulations. Next, we compare the optimal free

boundaries obtained from the two formulations for the present test case. We focus particularly on the

case when λ=−10. So, we repeat the optimization process for the case λ=−10, but now using the

Neumann-data tracking approach. Also, this time, we run the algorithm for 120 seconds and again

takeα= 0.10. In contrast to the evolution of the free boundary shown in Figure 3.7a, we notice several

oscillations appearing on Σk , at some iterations, when using the Neumann-data tracking approach.

These unwanted irregularities on the free boundary are actually discernible from the evolution of Σk

obtained through the said approach shown in Figure 3.7b. We emphasize that such phenomenon

actually indicates that the algorithm is unstable for large deformations (which has already been

observed in Example 3.2.1.1). These oscillations appearing on the free boundary during iterations

can actually be avoided by taking smaller values for the step size; that is, by reducing the magnitude

of α, in expense, of course, of processing additional number of iterations to attain good enough

approximation of the optimal free boundary. In relation to this, the evolution of the free boundary

using the classical approach under the same setup, but now with α= 0.01, is shown in Figure 3.7c.

Observe that, with the new value of α, we now have a smooth evolution of the free boundary (but

smaller gaps between each consecutive shape deformations). Meanwhile, a direct comparison of

the computed optimal free boundary ΣM obtained from the two formulations (with α= 0.10) are

shown in Figure 3.7d. For the proposed formulation, the final cost value is J1(Σ23) = 2.99×10−8 and

for the Neumann-data tracking approach, we obtain the value JN(Σ80) = 4.10 at the final iteration.

We mention here that we have not actually satisfied the stopping condition (3.6) with Tol = 10−3

when using the Neumann-data tracking approach, after running the algorithm for 120 seconds.

Nevertheless, we are able to satisfy (3.6) for Tol = 10−2 after K = 42 iterations (which was completed

after 47.93 seconds of run time) with cost value JN(Σ42) = 5.06. Taking Tol = 10−2 as the tolerance

value when imposing the stopping rule (3.6), however, seems reasonable since the cost actually

decreases very slow after reaching 39 iterations, as evident in Figure 3.8.

Remark 3.2.1. We remark here that we actually took slightly larger edge size for the mesh (in fact, we

set hmax = 0.03) during mesh adaptation in performing the optimization process with the Neumann-

data tracking approach. The main reason for this different setup is that it is actually difficult to obtain

stable approximation of the optimal free boundary when using the said approach with finer mesh

during mesh adaptation. In fact, the algorithm crashes after a certain number of iterations when a

smaller value for hmax is used during mesh adaptation.

Below we provide a few more examples illustrating further the robustness of the proposed

formulation in solving the exterior Bernoulli free boundary problem.
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Figure 3.5: The optimal free (or exterior) boundaries Σ∗ using the proposed formulation

λ J (ΣK ) K CPU time M

−1 3.68×10−5 6 11.98 sec 18

−2 7.84×10−6 13 22.21 sec 17

−3 5.37×10−5 10 16.55 sec 16

−4 6.27×10−6 14 27.72 sec 16

−5 1.51×10−5 16 25.56 sec 20

−6 4.59×10−7 15 31.99 sec 17

−7 9.52×10−6 21 40.14 sec 24

−8 2.03×10−6 17 41.61 sec 24

−9 1.94×10−6 22 42.09 sec 24

−10 1.22×10−7 21 55.82 sec 23

Table 3.4: Summary of computational results corresponding to the optimal free boundaries shown in
Figure 3.5
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Figure 3.6: Optimal free (or exterior) boundaries obtained through the proposed formulation for
Example 3.2.1.2 (the case where Γ= ∂S) when λ=−1 (plot a) and when λ=−8 (plot b)

Figure 3.7: Evolutions of the free boundary for the case λ=−10 when the proposed formulation is
employed with α = 0.10 (plot a) and when the Neumann-data tracking approach is applied with
α= 0.10,0.01 (plots b, and c, respectively); d: direct comparison between the optimal free boundaries
obtained through the proposed and the classical Neumann-data tracking approach when α= 0.10
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Figure 3.8: Convergence history of the cost function for Example 3.2.1.2 when λ=−10, applying the
Neumann-data tracking approach with α= 0.10

3.2.1.3 Example 3: An L-shaped fixed (interior) boundary

In this test case, we consider the boundary Γ= ∂S of the L-shaped domain

S = (−0.25,0.25)2 \ [0,0.25]2

and let λ = −10. For the initial guess, we select the circle C (0,0.6) and take α = 0.10 for both ap-

proaches. Also, we run the algorithm for 300 seconds and we let hmax = 0.025 when using the

proposed formulation and take hmax = 0.03 when applying the Neumann-data tracking approach. In

case of using the proposed formulation, the algorithm completed 16 iterations (which was reached

after 23.49 seconds of run time) with the final cost value J1(Σ16) = 4.68×10−11. The stopping rule

(3.6) with Tol = 10−5 is satisfied after 15 iterations which was completed after 19.77 seconds and

the computed cost is J1(Σ15) = 2.17×10−7. The evolution of the free boundary obtained through

the proposed formulation is shown in Figure 3.9a. On the other hand, when the Neumann-data

tracking approach is applied, the optimization procedure completely processed 158 iterations with

the final cost value JN(Σ158) = 0.88. Again, during the iteration process, we notice several oscillations

on the free boundary, and these oscillations are noticeable from the evolution of the free boundary

obtained through Neumann-data tracking approach depicted in Figure 3.10b. A direct comparison

of the optimal free boundaries Σ16 and Σ158 obtained through the proposed formulation and from

the classical Neumann-data tracking approach, respectively, are shown in Figure 3.10c. Observe that

the two computed optimal free boundaries are almost indistinguishable from each other. However,

it seems that Σ158 is slightly larger compared to Σ16. The Hausdorff distance between the two is

computed to be of order 10−2. Meanwhile, for the classical approach, the stopping rule (3.6) with

Tol = 10−2 (respectively, 10−3) is met after 49 (respectively, 139) iterations which was attained after

48.77 seconds (respectively, 244.66 seconds) of run time. Similar to the case of the previous example,

setting the tolerance value in (3.6) to Tol = 10−2 seems reasonable if the stopping rule is applied

because the cost actually decreases slowly after reaching 49 iterations (see upper plot in Figure 3.9d).

This observation is also apparent from the history of Hausdorff distances between the kth and the

139th approximations of the optimal free boundary depicted in the lower plot in Figure 3.9d.
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Figure 3.9: Evolutions of the free boundary for Example 3.2.1.3 when the proposed formulation
is employed (plot a) and when the Neumann-data tracking approach is applied (plot b) where
α= 0.10 in both cases; c: direct comparison between the optimal free boundaries obtained through
the proposed and the classical Neumann-data tracking approach when α = 0.10; d: histories of
cost values (upper plot) and Hausdorff distances (lower plot) obtained through the Neumann-data
tracking approach corresponding to plot b

3.2.1.4 Example 4: A fixed boundary with two disjoint components

For the last example under the exterior case, we take λ=−1.5 and define the fixed boundary as the

union of two disjoint kite-shaped figures given by the following parametrization

Γ1 =
{
(1+0.7cosθ−0.4cos2θ, sinθ)>, 06 θ6 2π

}
,

Γ2 =
{
(−2+cosθ+0.4cos2θ, 0.5+0.7sinθ)>, 06 θ6 2π

}
.

For the initial guess, we choose the circle C (0,5). In this case, the solution is known to be connected,

hence the present scheme is suitable for numerically solving the problem (cf. [83]). Here, in all

situations, the algorithm is ran for 600 seconds. Also, we use finer mesh during mesh adaptation when

employing the proposed formulation than when applying the Neumann-data tracking approach. In

particular, we use hmax = 0.05 for the former approach and set hmax = 0.10 for the latter method. We
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choose coarser mesh when using the Neumann-data tracking approach for the same reason stated in

Remark 3.2.1.

The evolution of the free boundary obtained through the application of the proposed formulation

is depicted in Figure 3.10 when α= 0.10, 0.25 and 0.50 (see plots a, b and c, respectively). Clearly, as

α increases in magnitude, the convergence speed also increases (of course, this is only true up to

some value of α as in the results shown in Table 3.3). In the same figure, particularly, in plots b, d and

f, the evolution of the free boundary obtained using the Neumann-data tracking approach when

α= 0.001,0.010,0.100 are shown. Notice that, even at small step sizes, the free boundary is prone

to oscillations as evident (although not too visible) in Figure 3.10b. Also, it is apparent from Figures

3.10d and f that increasing α, in case of using the Neumann-data tracking approach, only worsen the

oscillations appearing on the free boundary during the optimization process. The numerical results

of the present computational experiments are summarized in Table 3.5. The table shows, in particular,

the computed cost value Ji (ΣK ), i ∈ {1,N}, at the optimal termination number K when the stopping

condition (3.6) is utilized with tolerance value Tol = 10−5 for the proposed formulation and Tol = 10−2

for the Neumann-data tracking approach (the reason behind these choices of Tol values will be issued

later). Also, listed in the table are the corresponding final cost values Ji (ΣM ) for each of the methods

applied (and for each values of α used in the experiment). Surprisingly, the computing time to reach

convergence (imposing the stopping rule (3.6)) when using the proposed formulation with α= 0.25

is almost the same with the case when α is set to 0.50. Meanwhile, the corresponding histories of

cost values of the free boundaries shown in Figure 3.10 are plotted in Figure 3.11a. Observe that, in

case of the Neumann-data tracking approach, the values 0.01 and 0.10 for α exhibits comparable

convergence speed. Based on this, it seems that the rate of convergence of the optimization process

when applying the Neumann-data tracking approach could not be further improved even when α is

increased in magnitude. On the other hand, Figures 3.11b and c respectively plots the histories of

Hausdorff distances between Σk and the final computed free boundary ΣM obtained through the

proposed formulation, for each α= 0.10, 0.25, 0.50, and via the Neumann-data tracking approach,

for each α= 0.001, 0.010, 0.100. In these plots, the abbreviation ‘H.D.’ appearing on the vertical axes

means the term ‘Hausdorff Distance’. In all situations, including the cross comparisons between

the final optimal free boundaries obtained from using each of the values of α and the comparisons

between the results obtained from each methods, the computed Hausdorff distances are all of order

10−2 (or lower). We emphasize that the said order of magnitude of the computed Hausdorff distances

is reasonable since we used coarser mesh during the optimization process. Furthermore, the graphs

depicted in Figures 3.11b and c show that the stopping rule (3.6) can indeed be effectively used to

terminate the iteration process by taking the tolerance value Tol = 10−5 when using the proposed

formulation and setting it to Tol = 10−2 when the Neumann-data tracking approach is being applied.

Finally, a direct comparison between the computed optimal free boundaries Σ32 and Σ114 obtained

through the proposed formulation (withα= 0.50) and the classical Neumann-data tracking approach

(withα= 0.10), respectively, are shown in Figure 3.11d. As in Example 3.2.1.2, it seems that the optimal
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free boundary due to the Neumann-data tracking approach is slightly larger compared to the one

obtained through the proposed formulation.

Figure 3.10: Evolutions of the free boundary corresponding to Example 3.2.1.4 when the proposed
formulation is employed with α = 0.10,0.25,0.50 (plots a, c, and e, respectively) and when the
Neumann-data tracking approach is applied withα= 0.001,0.010,0.100 (plots b, d, and f, respectively)

Interior case

We now provide some numerical examples for the interior case. This time we take X= L2(Ωk ) and
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α J (ΣK ) K CPU time J (ΣM ) M

Proposed formulation; Tol = 10−5

0.10 0.000762 38 146.68 sec 0.000473 47

0.25 0.000164 27 55.30 sec 1.26×10−6 42

0.50 2.20×10−5 22 55.28 sec 1.30×10−8 32

Neumann-data tracking approach; Tol = 10−2

0.001 9.25 210 363.67 sec 5.73 265

0.010 8.02 71 86.95 sec 7.43 99

0.100 5.69 68 187.94 sec 4.60 114

Table 3.5: Summary of computational results corresponding to Example 3.2.1.4

Histories of Cost Values

Figure 3.11: a: Convergence histories of the cost function for both the proposed and classical for-
mulations with different values of α; the histories of Hausdorff distances between Σk and the final
computed free boundary ΣM obtained through the proposed formulation, for each α= 0.10, 0.25,
0.50 (plot b), and via the Neumann-data tracking approach, for each α= 0.001, 0.010, 0.100 (plot c);
d: direct comparison between the optimal free boundaries obtained through the proposed and the
classical Neumann-data tracking approach
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let α = 0.99, for simplicity, in the step size formula (3.3) for both the proposed and the classical

Neumann-data tracking approach. Also, we run the algorithm for 60 and 600 seconds in the first

(Example 3.2.1.5) and second test case (Example 3.2.1.6), respectively.

3.2.1.5 Example 5: Accuracy Tests

For the first test case, we again check the accuracy of the computed gradient. To this end, we consider

the interior Bernoulli problem with

Γ=C (0,R), λ= 1

r (logR − logr )
, R/e < r < R.

For this case, the interior Bernoulli problem admits two possible solutions; namely, the elliptic

solution which is the circle C (0,r ), and the hyperbolic solution given by the circle C (0,rh), where rh

is the unique real number such that

0 < rh < R/e,
1

rh(logR − logrh)
=λ.

Convergence to the elliptic or hyperbolic solution depends on the initial guess. In our test, we are

interested only in the elliptic solution. We take R = 0.9 and r = 0.5, so λ= 3.4026 (and again, obviously,

Σ∗ =C (0,0.5)). We choose C (0,0.6) as the initial guess. The histories of the mean radii and Hausdorff

distances obtained through the application of the proposed formulation are plotted in Figures 3.12a

and b, respectively, for some mesh sizes hmax used during mesh adaptation. Observe from the said

plots that the rate of convergence of the mean radii and of the Hausdorff distances slows down after

four iterations. If we imposed the stopping condition (3.6), with Tol = 10−4, the algorithm actually

terminates after six iterations, irrespective of the magnitude of maximum edge size of the mesh hmax

used during mesh adaptation. Table 3.6 summarizes the results toward the elliptic solution when

the stopping rulr (3.6) with Tol = 10−4 is utilized to terminate the algorithm. It is clear from the table

that the accuracy of the computed optimal free boundary is improved as the magnitude of hmax is

reduced. Also, based on the computed value for the standard deviation σrad
K shown in the said table,

we can actually say that the proposed method produces a very stable approximation of the optimal

solution, in a sense that every domain Ωk , k = 1,2, . . . , M , has an exterior boundary Σk with no rapid

oscillation. We have also ran the algorithm using the Neumann-data tracking approach. However, the

algorithm was only able to process one complete iteration (regardless of the magnitude of hmax) and

the computed free boundary has mean radius R̄1 = 0.5127, Hausdorff distance of dH(Σ1,Σ∗) = 0.0207

from the exact optimal shape Σ∗ and final cost value JN(Σ1) = 0.0046 when hmax is set to 1/160. It

seems that the formula (3.3) produces a very small magnitude for t1 which is already of order 10−3,

and apparently, this step size is not large enough to produce a variation of the current domain Ω1

that would decrease the magnitude of the cost at the next iteration. In addition, we mention that the

computed shape at the first iterate actually has some irregularities appearing on its exterior boundary.

In fact, the computed standard deviation σrad
1 is equal to 0.0029 which is one order higher compare

to the order of magnitude of σrad
K ’s listed in Table 3.6.
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Figure 3.12: Histories of mean radii (plot a) and Hausdorff distances (plot b) obtained through the
application of the proposed formulation after running the algorithm for 60 seconds

hmax dH(ΣK ,Σ∗) R̄K σrad
K J (ΣK ) K time t̄ σstep C.V.

1/40 0.004602 0.502944 0.000292 7.27×10−6 6 12.83 s 0.6327 0.3545 < 1

1/80 0.004341 0.501177 0.000205 7.46×10−6 6 17.63 s 0.5907 0.2780 < 1

1/160 0.003328 0.501606 0.000193 1.91×10−6 6 17.37 s 0.6119 0.3010 < 1

Table 3.6: Summary of computational results corresponding to Example 3.2.1.5 using the proposed
formulation terminated with the stopping rule (3.6) with Tol = 10−4

3.2.1.6 Example 6: An L-shaped fixed (exterior) boundary

For the second test case, we consider the boundary Γ= ∂S of the L-shaped domain

S = (−0.5,0.5)2 \ [0.1,0.5]2

and take λ= 14. We choose C ((−0.15,−0.15),0.25) as the initial guess. The result of the computational

experiments are summarized in Table 3.7. Clearly, based from the table, the proposed formulation

converges significantly faster to the optimal solution than the classical Neumann-data tracking

approach. The evolution of the free boundary using the proposed and the classical Neumann-

data tracking approach are respectively depicted in Figures 3.13a and b (where the shaded region

represents the final computed domainΩM ). Observe from the latter figure that the there are some

irregularities appearing on the shape of the free boundary at several iterations. Meanwhile, a direct

comparison between the free boundaries Σ17 and Σ104, respectively obtained through the proposed

formulation and the Neumann-data tracking approach, are shown in Figure 3.13c. These shapes

have the corresponding cost values J1(Σ17) = 1.55×10−7 and JN(Σ104) = 0.33. Also, the computed

Hausdorff distance between Σ17 and Σ104 are found to be equal to 0.02. Lastly, in Figure 3.13d, we plot

the histories of cost values and Hausdorff distances dH(Σk ,Σ104) obtained through the Neumann-

data tracking approach. Notice that the value of dH(Σk ,Σ104) fluctuates at a certain number after

44 iterations. So, based from Table 3.7, we can actually terminate the algorithm using (3.6) with

Tol = 10−2. On the other hand, the value Tol = 10−5 seems a reasonable choice for the tolerance value

when imposing the stopping rule (3.6).

106



3.2. NUMERICAL EXAMPLES

History of Hausdorff Distance

History of Cost Value

Figure 3.13: Evolutions of the free boundary for Example 3.2.1.6 when the proposed formulation
is employed (plot a) and when the Neumann-data tracking approach is applied (plot b); c: direct
comparison between the optimal free boundaries obtained through the proposed and the clas-
sical Neumann-data tracking approach; d: convergence history of the function (upper plot) and
history of Hausdorff distances (lower plot) obtained through the Neumann-data tracking approach
corresponding to plot b

Tol J (ΣK ) K dH(ΣK ,ΣM ) CPU time

Proposed formulation

10−3 0.037359 7 0.017952 35.73 sec

10−4 7.83×10−5 11 0.004287 71.17 sec

10−5 7.12×10−5 12 0.004174 73.77 sec

Neumann-data tracking approach

10−1 112.97 7 0.223435 37.38 sec

10−2 2.41 57 0.019425 194.46 sec

10−3 2.23 70 0.025111 430.145 sec

Table 3.7: Summary of computational results corresponding to Example 3.2.1.6
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3.2.2 Examples for the Second Proposed Shape Problem

This subsection is devoted to the numerical investigation of the second proposed shape problem

(1.17) and its comparison with the classical Kohn-Vogelius cost functional minimization approach

(1.10).

3.2.2.1 Example 1: Accuracy of the computed gradient

We begin by testing the accuracy of the computed gradient. To do this, we consider the exterior

Bernoulli problem with

Γ=C (0,r ), λ= 1

R(logr − logR)
, 0 < r < R,

where C (0,r ) is the circle centered at the origin with radius r . The only solution, in this case, is of

course the circle C (0,R).

We let r = 0.3 and R = 0.5. These give us λ=−3.9152. We consider three different initial guesses

defined as follows (see Figure 3.14a for illustration):

Test 1: Σ1
0 =C (0,0.6);

Test 2: Σ2
0 =C (0,0.4);

Test 3: Σ3
0 =

{
(0.01+0.6cosθ, 0.01+0.4sinθ)>, 06 θ6 2π

}
.

In all cases, we take hmax = 0.01 and set Tol = 10−6, i.e., we stop the algorithm as soon as the inequality

condition |J (Ωk+1)− J (Ωk )| < 10−6 holds true. The results of the accuracy tests with parameter values

α= 0.10,0.50,0.99 are summarized in Table 3.8.

Σi
0 α cost d H(Σ∗,Σi

f ) R̄ |R − R̄|/R iter. cpu time

Σ1
0

0.10 2.85×10−5 0.005072 0.500888 0.001776 72 115 sec

0.50 2.32×10−7 0.004983 0.500002 0.000004 17 26 sec

0.99 8.55×10−8 0.004984 0.499865 0.000270 8 12 sec

Σ2
0

0.10 1.77×10−5 0.005044 0.499343 0.001314 70 103 sec

0.50 9.26×10−7 0.005003 0.499878 0.000244 16 28 sec

0.99 3.91×10−9 0.004998 0.499956 0.000088 7 14 sec

Σ3
0

0.10 1.65×10−5 0.005887 0.500051 0.000102 76 122 sec

0.50 6.64×10−7 0.004991 0.500002 0.000004 19 29 sec

0.99 8.77×10−7 0.005001 0.499993 0.000014 9 13 sec

Table 3.8: Convergence test toward exact solution using the proposed formulation via the modified
H 1-gradient method with initial free boundaries Σi

0, i = 1,2,3, and α= 0.10,0.50,0.99 in (3.3)

The table shows, in particular, the final values of the cost, the Hausdorff distances between the

computed optimal shape and the exact shape, the average distances R̄ of points on the computed
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free boundaries to the origin, the relative errors between R̄ and the exact radius of the free boundary

R, the number of iterations until termination of the algorithm and over-all computing times. Clearly,

as α increases in value, the number of iterations, as well as the computing time, decreases. Moreover,

except for the case when the initial guess is Σ3
0 and α= 0.1, the Hausdorff distance between the exact

optimal shapeΣ∗ =C (0,0.5) and each of the computed optimal (final) shapeΣi
f , i = 1,2,3, is (approx.)

equal to 0.005. Meanwhile, we notice large number of iterations required to reach convergence when

α is set to 0.1. These values can obviously be reduced by applying a second-order method. Indeed, by

employing the modified H 1-Newton method presented in subsection 3.1.5, we obtain a significant

reduction in the number of iterations needed to reach convergence as evident in Table 3.9.

α Σi
0 cost d H(Σ∗,Σi

f ) R̄ |R − R̄|/R iter. cpu time

0.1

Σ1
0 6.17×10−7 0.005007 0.500139 0.000278 7 25 sec

Σ2
0 1.57×10−8 0.005003 0.500013 0.000026 8 41 sec

Σ3
0 4.47×10−6 0.005130 0.500101 0.000202 14 35 sec

Table 3.9: Convergence test toward exact solution using the proposed formulation via the modified
H 1-Newton method with α= 0.1 and different initial free boundary Σi

0, i = 1,2,3

(a) Initial guesses for the free boundary Σ (b) Optimal free boundary Σi
f , i = 1,2,3

Figure 3.14: Initial (left) and final (right) free boundaries for Example 3.2.2.1 with α= 0.1 in (3.3)

The computed optimal free boundaries whenα= 0.1, as well as the fixed boundaryΓ, are depicted

in Figure 3.14b. The histories of cost values and Hausdorff distances obtained through the first- and

second-order method with α = 0.1 and initial profiles Σi
0, i = 1,2,3, for the free boundary Σ are

depicted in the plots shown in Figure 3.15. Looking at Figure 3.15a and Figure 3.15c, we observe that

the first and second tests, where we respectively took Σ1
0 and Σ2

0 as initial guesses, have almost the

same rate of convergence and are both faster compared to when taking Σ3
0 as the initial profile for the

free boundary Σ. However, in terms of convergence to the exact solution (measuring the Hausdorff

distance between the kth approximation Σk of the free boundary and its exact profile Σ∗ =C (0,0.5)),

the choice Σ2
0 gives the fastest rate of convergence among the three choices for Σ0 (with the third
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choice Σ3
0 as the initial guess for the free boundary giving the slowest convergence rate to the exact

solution) in case of using the first-order method is applied (see Figure 3.15b). On the other hand, it

appears that the first and second test cases have almost the same convergence rate when using the

second-order method (refer to Figure 3.15d). In testing the accuracy of the computed gradient, we

(a) (b)

(c) (d)

Figure 3.15: (a)-(b): Respective histories of cost values and Hausdorff distances via first-order method
with α= 0.1 in (3.3) and varying initial free boundary Σi

0, i = 1,2,3; (c)-(d): respective histories of cost
values and Hausdorff distances via second-order method with α= 0.1 in (3.3) and different initial
free boundary Σi

0, i = 1,2,3

also considered coarser mesh in solving the PDE systems involved in the formulations. It seems that

using coarser mesh requires less computing time to complete the optimization process (as expected).

However, we obtained a more accurate final free boundary in all test cases when using finer mesh

during the discretization process (also as expected).

3.2.2.2 Example 2: An L-shaped fixed domain

Next, we again consider the boundary Γ= ∂S of the L-shaped domain S = (−0.25,0.25)2 \ [0,0.25]2

and compute the optimal shape for all integers λ=−10,−9, . . . ,−1. In all situations, we take α= 0.99
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and choose C (0,0.6) as the initial shape of the free boundary Σ. We compare our results with the

ones obtained using the classical Kohn-Vogelius formulation (1.10). As in the previous example, we

also set Tol = 10−6 in the stopping condition (3.6) and set hmax = 0.01. Table 3.10 summarizes the

λ formulation t0 cost iter. cpu time

−10
proposed 0.228150 1.37×10−6 14 14 sec
classical 0.767890 0.000137 19 55 sec

−9
proposed 0.221636 6.25×10−7 13 16 sec
classical 0.738627 3.11×10−5 25 96 sec

−8
proposed 0.213501 7.94×10−7 12 14 sec
classical 0.702851 7.17×10−5 19 57 sec

−7
proposed 0.203058 1.23×10−6 10 13 sec
classical 0.658125 0.000628 12 34 sec

−6
proposed 0.189163 8.27×10−7 10 14 sec
classical 0.600640 0.000190 13 34 sec

−5
proposed 0.169783 2.61×10−7 10 16 sec
classical 0.524113 0.000948 18 54 sec

−4
proposed 0.140942 2.04×10−7 10 17 sec
classical 0.417590 0.000186 8 24 sec

−3
proposed 0.094111 5.68×10−7 9 14 sec
classical 0.262124 4.95×10−5 11 29 sec

−2
proposed 0.039805 2.37×10−7 10 17 sec
classical 0.120956 6.48×10−6 10 27 sec

−1
proposed 0.312388 1.08×10−6 13 25 sec
classical 0.615256 5.69×10−7 9 24 sec

Table 3.10: Summary of computational results for an L-shaped fixed boundary Γ = ∂S with λ =
−10,−9, . . . ,−1 where α= 0.99 in (3.3) and Tol = 10−6 in the stopping condition (3.6)

computational results for the present test cases obtained through the proposed shape optimization

formulation (1.18) versus the classical Kohn-Vogelius formulation (1.10). The table shows, in par-

ticular, the initial step sizes, the final cost values, the number of iterations until termination of the

algorithm and over-all computing times for each of the two formulations. Notice that when λ=−9,

the computing time for the classical formulation is too large compared to other cases. Also, we

observe that only in cases when λ=−4,−1 that the number of iterations of the proposed formulation

is higher compared to the classical formulation. The resulting exterior boundaries are shown in

Figure 3.16 (forest-green-colored lines) where the outermost boundary corresponds to λ=−1 and the

innermost boundary to λ=−10. The fixed boundary Γ and the initial shape of the free boundary Σ

are also depicted in the figure, and are respectively colored with black and orange colors.

We compared the computed optimal free boundaries from the two formulations and we noticed

that, in all cases being considered, the results are indistinguishable from each other (see, e.g., Figure

3.17a for λ=−9). Also, we observed that the histories of cost values (as well as the L2-norms of the
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Figure 3.16: Forest-green solid lines: Optimal free boundaries for Example 3.2.2.2 when λ =
−10,−9, . . . ,−1 (the outermost boundary corresponds to λ = −1 and the innermost boundary to
λ=−10); dashed-dot orange line: initial guess for the free boundary

descent direction V , and hence the descent step sizes) from the proposed formulation exhibit an

almost uniform convergence rate, while the classical formulation do not (see, e.g., Figures 3.17b–

3.17d for the case λ=−9). We believe that this is due to large deformations of the domain caused by

large values of descent step sizes (and therefore has to be reduced) during the optimization process.

In addition to these observations, we also mention the following important remarks regarding the

computational results summarized in Table 3.10. Firstly, for α = 0.99 and Tol = 10−6 in (3.6), it

seems that the proposed formulation requires less computing time to complete the optimization

process than the classical formulation. Secondly, it appears that, for all values of λ ∈ {−10,−9, . . . ,−1},

the initial step size for the classical formulation is larger (in fact, more than three times) than the

magnitude of the initial step size for the proposed formulation. Lastly, we observed that the final

cost values from the classical formulation are only of magnitude 10−4 (or lower) while the proposed

formulation produces final cost values that in the magnitude 10−6 (or lower). Because of the last two

remarks, it is actually difficult to say that the proposed formulation possesses faster convergence rate

to the optimal solution than the classical Kohn-Vogelius formulation.

We further assess the quality of the two formulations in terms of numerically solving the exterior

Bernoulli problem (1.3) by taking into account the above-mentioned key observations. To do this,

instead of taking the same value of α for the two formulations, we choose α in such a way that the

difference between the initial step sizes from the two formulations is small as possible. For simplicity,

we take α= 0.99 for the proposed formulation and adjust the value of α in the classical scheme so

that the initial step size for the two formulations are as close as possible. Also, for this purpose, we

focus our attention to the case when λ=−9,−4,−1 since these are the cases where we see some sort
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(a) Optimal free boundaries (b) Histories of cost values

(c) Histories of L2-norms of V (d) Histories of descent step sizes

Figure 3.17: Results of Example 3.2.2.2 for λ=−9 when Tol = 10−6 in the stopping condition (3.6) and
α= 0.99 in (3.3)

of inconsistencies in the number of iterations and computing times shown in Table 3.10. Table 3.11

shows the results of the computations using the classical Kohn-Vogelius formulation with Tol = 10−6

in (3.6). It seems that for λ = −9 (and possibly for smaller values of λ), the computing time when

using the classical formulation varies greatly with respect to a small change in the value of α. In

contrast, for λ=−1 (and possibly for values of λ< 0 near zero), the computing time is not sensitive

to small change in α. Meanwhile, we notice that, still, the proposed formulation (refer to Table 3.10)

requires less number of iterations and computing times to reach convergence to the optimal solution

than the classical formulation.

We also examine the results of the two formulations when Tol is set to 10−4 in the stopping

condition (3.6) while taking the initial step size for the two formulations as close as possible. Among

the three values of the parameterα listed in Table 3.11, we take the corresponding value ofα2 for each

λ=−9,−4,−1 for the classical formulation. Table 3.12 shows the corresponding results for the given

setup. Observe that, for the three cases considered, the proposed formulation requires less computing

time than the classical one except for the case when λ = −4 where both formulations require 11
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seconds to complete the optimization process. However, it seems that the classical formulation

requires less number of iterations than the proposed scheme if we compare the number of iterations

for the proposed formulation tabulated in Table 3.10 with that of the classical formulation shown in

Table 3.12. Nevertheless, notice that, in most cases, the proposed formulation requires less computing

time per iteration than the classical formulation. The histories of descent step sizes for the proposed

and classical formulations are plotted in Figure 3.18a. Figure 3.18b, on the other hand, depicts the

computed (optimal) exterior boundaries obtained through the proposed formulation versus the

ones computed via the classical Kohn-Vogelius shape optimization formulation when Tol = 10−4. We

observe that, in all cases examined, the computed optimal free boundaries from the two formulations

are almost indistinguishable.

λ i αi t0 cost iter. cpu time

−9
1 0.2970642705 0.2216361137 1.34×10−5 22 74 sec
2 0.2970642710 0.2216361144 3.70×10−5 18 102 sec
3 0.2970642715 0.2216361144 6.40×10−5 17 32 sec

−4
1 0.334138300 0.1409423055 1.03×10−5 11 23 sec
2 0.334138305 0.1409423076 4.57×10−6 12 26 sec
3 0.334138310 0.1409423098 4.92×10−5 14 40 sec

−1
1 0.502658435 0.3123875250 1.34×10−6 14 34 sec
2 0.502658440 0.3123875282 1.17×10−6 14 35 sec
3 0.502658445 0.3123875313 1.24×10−6 14 34 sec

Table 3.11: Computational results obtained via the classical formulation with Tol = 10−6 in the
stopping condition (3.6) for an L-shaped fixed boundary Γ = ∂S when λ = −9,−4,−1 for different
values of α in (3.3)

λ formulation α t0 cost iter. cpu time

−9
proposed 0.990000000 0.2216361144 1.55×10−5 9 10 sec
classical 0.297064271 0.2216361144 14.2×10−5 12 16 sec

−4
proposed 0.990000000 0.1409423086 6.37×10−6 7 11 sec
classical 0.334138305 0.1409423076 4.57×10−6 7 11 sec

−1
proposed 0.990000000 0.3123875327 4.39×10−5 8 17 sec
classical 0.502658440 0.3123875282 5.51×10−5 9 24 sec

Table 3.12: Comparison of computational results obtained through the proposed and classical for-
mulations with Tol = 10−4 in (3.6) for an L-shaped fixed boundary Γ= ∂S when λ=−9,−4,−1 with
almost the same initial step size t0 for both formulations

We provide a few more numerical examples comparing the results between the proposed and

classical formulation when λ=−10 for Tol = 10−4,10−5,10−6 in (3.6). In this test case, we consider

two different initial guesses given in Example 3.2.2.1. Particularly, we consider Σ0 as the circle

Σ1
0 and as the ellipse Σ3

0. For the proposed formulation, we again take α = 0.99 which gives us

t0 = 0.2281500068 when Σ0 =Σ1
0 and t0 = 0.1918396442 in case of taking Σ0 =Σ3

0. On the other hand,
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Figure 3.18: (a): Histories of descent step sizes for the proposed and classical formulations (with
almost equal initial step size t0 for the two formulations); (b): optimal free boundaries obtained when
λ=−9,−4,−1 in Example 3.2.2.2 using the proposed and classical formulations with Tol = 10−4 in
the stopping condition (3.6)

by taking α = 0.2941418090 when Σ0 = Σ1
0 in the classical formulation, we get t0 = 0.2281500069.

Also, with α= 0.2904954592 when Σ0 =Σ3
0 in the classical formulation, we get t0 = 0.1918396442. We

examine the convergence of the approximate free boundaries to the optimal shape obtained through

the two formulations. Because we do not know precisely the exact profile of the optimal domains

corresponding to the solution of the test case in consideration, we use the computed optimal free

boundary Σin obtained using the improved Neumann-data-tracking cost functional minimization

approach (1.17) proposed in [97] as our benchmark. The results of the computations are summarized

in Table 3.13 where we show the final cost values, the Hausdorff distance of the computed optimal

free boundary Σi
f , i = 1,3, with respect to Σin, the number of iterations and the total computing times

for each of the two formulations. Comparing the results of the proposed formulation when Tol = 10−6

with that of the classical formulation when Tol = 10−4 (see highlighted rows), we observe that the

former formulation needs less computing time per iteration to complete the iteration process than

the latter one. In addition, it seems that the computed optimal free boundary obtained through the

proposed formulation is closer (in terms of the Hausdorff distance) to Σin than the one obtained via

the classical formulation when Σ0 =Σ3
0. However, when Σ0 =Σ1

0, the classical formulation produces

smaller Hausdorff distance with respect to Σin than the proposed formulation. The evolutions of

the domains or histories of free boundaries computed for each of the cases considered through

the two formulations are shown in Figure 3.19. Looking at the plots depicted in the said figures, we

notice that the proposed formulation yields a more stable convergence behavior (in the sense that

the shape evolution is almost monotone) to the optimal solution than the classical formulation. We

also looked at the histories of the minimum, the maximum and the mean curvatures (respectively
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denoted by κ2, κ1, and κ) of the free boundaries (see Figure 3.20) plotted in Figure 3.19, and we found

out that the mean curvatures of the computed optimal free boundaries Σ f for all considered cases are

positive. Hence, according to Proposition 2.5.2, the shape Hessian at the solution Ω∗ of the Bernoulli

problem (1.3) when Γ = ∂S and λ = −10 (and therefore, for −10 < λ < 0) is strictly H 1/2-positive.

Moreover, we noticed that, after a certain number of iterations, the history of minimum curvatures

that corresponds to the histories of free boundaries obtained through the proposed formulation

(refer to Figure 3.20a and Figure 3.20b) projects a decreasing trend. This is in contrast to the behavior

of the graph of the minimum curvatures corresponding to the history of free boundaries obtained via

the classical setting where we noticed an increase in the value of the minimum curvature from the

7th to the 8th iteration (see Figure 3.20c and Figure 3.20d).

Σi
0 formulation Tol cost dH(Σin,Σi

f ) iter. cpu time

Σ1
0

proposed

10−4 2.93×10−5 0.023850 9 10 sec

10−5 4.46×10−6 0.008586 12 13 sec

10−6 1.38×10−6 0.008586 14 14 sec

classical

10−4 0.001627 0.008435 9 14 sec

10−5 0.001627 0.010512 9 14 sec

10−6 0.000224 0.007484 15 30 sec

Σ3
0

proposed

10−4 5.69×10−5 0.026360 8 9 sec

10−5 1.22×10−5 0.008565 10 10 sec

10−6 9.47×10−7 0.007675 14 14 sec

classical

10−4 0.000644 0.008637 9 15 sec

10−5 0.000062 0.007394 15 30 sec

10−6 0.000027 0.007394 19 114 sec

Table 3.13: Comparison of computational results obtained through the proposed and classical formu-
lations for an L-shaped fixed boundary Γ= ∂S when λ=−10 with almost the same initial step size t0

for both formulations

Before we go to our next and final set of examples, we reiterate the following key findings drawn

in this subsection. For the same value of α, the classical formulation produces larger magnitude for

t0 than the proposed formulation. Moreover, it seems that the appropriate value of Tol in (3.6) is 10−4

for the classical formulation and 10−6 for the proposed formulation. One of the possible reason for

this difference in the right choice for Tol is the fact that the classical formulation produces larger

initial cost values than the proposed formulation. Furthermore, instead of simply comparing just

the number of iterations or computing time to complete an iteration process, it seems reasonable to

compare the mean computing time per iteration of the two formulations to evaluate their perfor-

mance in numerically solving the optimization problem. This way of comparing the two formulations

seems sensible because the two formulations almost have the same computing time. Moreover, we

emphasize that we are actually applying the same algorithm for each of the two formulations, hence,
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(a) (b)

(c) (d)

Figure 3.19: (a)-(b): histories of free boundaries obtained through the proposed formulation with
initial guess Σ1

0 and Σ3
0, respectively, where Tol = 10−6 in (3.6); (c)-(d): Histories of free boundaries

obtained via the classical Kohn-Vogelius formulation with initial guess Σ1
0 and Σ3

0, respectively, where
Tol = 10−4 in (3.6)

considering the computing time per iteration as performance metrics in evaluating the two methods

is justifiable. Lastly, we emphasize that the classical formulation requires less iteration number to

complete an iteration process than the proposed formulation.

To end this section, let us complete Table 3.12 and compare the mean computing time per

iteration and standard deviations for all λ=−10,−9, . . . ,−1. Table 3.14 shows the final cost values,

the number of iterations and computing times for all λ ∈ {−10,−8,−7,−6,−5,−3,−2} when using

the classical approach. The values of α chosen for each cases and the corresponding sizes of the

initial step t0 are also shown in the table. Meanwhile, in Table 3.15, we show the means and standard

deviations of the number of iterations, computing time and computing time per iteration from

the two formulations for the present optimization problem. Notice that the two formulations are

comparable in terms of the mean over-all computing time. However, it requires two additional

iterations for the proposed formulation to complete the optimization process than the classical

formulation. Nevertheless, the proposed formulation needs less computing time per iteration than
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(a) (b)

(c) (d)

Figure 3.20: (a)-(b): corresponding histories of curvatures of the free boundaries obtained through the
proposed formulation with initial guess Σ1

0 and Σ3
0, respectively, shown in Figure 3.19a–3.19b; (c)-(d):

Corresponding histories of curvatures of the free boundaries obtained via the classical Kohn-Vogelius
formulation with initial guess Σ1

0 and Σ3
0, respectively, shown in Figure 3.19c–3.19d

the classical setting.

λ α t0 cost iter. cpu time

−10 0.29414181 0.22815001 0.001628 9 14 sec

−8 0.30072761 0.21350176 0.000119 12 17 sec

−7 0.30545458 0.20305801 0.001727 10 17 sec

−6 0.31178679 0.18916314 0.000137 8 13 sec

−5 0.32070413 0.16978307 0.000925 6 10 sec

−3 0.35544029 0.09411051 7.89×10−5 6 14 sec

−2 0.32579718 0.03980505 2.08×10−5 7 14 sec

Table 3.14: Computational results obtained through the classical formulation with Tol = 10−4 in (3.6)
for an L-shaped fixed boundary Γ= ∂S for λ=−10,−8,−7,−6,−5,−3,−2 with almost the same initial
step size t0 with respect to that of the proposed formulation shown in Table 3.10
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formulation
iteration cpu time cpu time

iteration
mean std mean std mean std

proposed ≈ 11 (11.1) ≈ 2 (1.73) 16 3.46 1.46 0.29
classical ≈ 9 (8.6) ≈ 2 (2.22) 15 3.92 1.77 0.42

Table 3.15: Means and standard deviations (std) of the number of iterations, computing time and
computing time per iteration for the proposed formulation with Tol = 10−6 and classical formulation
with Tol = 10−4 in (3.6)

3.2.2.3 Example 3: A domain with fixed boundary having two disjoint components

For the third and final example, we look at a similar test case studied in [83]. Particularly, we define the

fixed boundary Γ as the union of two disjoint kite-shaped figures which are parametrically defined as

follows:

Γ1 := {
(0.1+0.07cosθ−0.04cos2θ, 0.1sinθ)>, 06 θ6 2π

}
,

Γ2 := {
(−0.2+0.1cosθ+0.04cos2θ, 0.05+0.07sinθ)>, 06 θ6 2π

}
.

As in Example 3.2.2.2, we compute the optimal shape for all integers λ=−10,−9, . . . ,−1 with C (0,0.6)

as the initial shape for the free boundary Σ. We set α= 0.99 for the proposed formulation and choose

α for the classical formulation in such a way that it results to an initial step size having (almost) the

same value as that of the proposed setting. Moreover, we stop the algorithm with Tol = 10−6 in (3.6)

when using the proposed formulation and take Tol = 10−4 for the classical formulation. Also, in all

cases, hmax = 0.01. The computed exterior boundaries are shown in Figure 3.21a (forest-green-colored

lines) where the outermost boundary corresponds to λ=−1 and the innermost boundary to λ=−10.

The fixed boundary Γ (black line) and the initial shape of the free boundary Σ (dashed-dot orange

line) are also shown in the figure. Table 3.16 summarizes the computational results obtained through

the two formulations. It shows in particular the values of α used for each of the two formulations,

the resulting initial step sizes, the final values of the costs, the number of iterations and over-all

computing time to reach convergence to the optimal solution. Meanwhile, in Figure 3.22, we show a

comparison between the results obtained through the proposed and classical formulation for the

case λ=−10,−4,−1. In Figure 3.22a, we see that the computed optimal free boundaries obtained

from the two formulations are indistinguishable from each other. The histories of the costs values,

the L2-norms of V and the histories of the descent step sizes are plotted in Figures 3.22b–3.22d,

respectively. Looking at these figures, we observe that we get a more comparable convergence rate

from the two formulations as λ< 0 closes to zero; that is, in case of λ=−1, the rate of convergence,

for instance, of the cost for the proposed formulation is almost of the same value with that of the

classical scheme. On the other hand, when λ=−10, the convergence rates of the two formulations

differ greatly from each other. Meanwhile, in Figure 3.23, we show the evolutions or the histories of

the free boundaries when λ=−10, for each of the two formulations (see, particularly, Figure 3.23a

and Figure 3.23c for the respective results of the proposed and classical formulation). The figure also
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shows the evolutions of the free boundaries (refer to Figure 3.23b and Figure 3.23d) when the initial

shape Σ0 of the free boundary is taken to be the ellipse

Σell
0 := {

(−0.1+0.4cosθ, 0.05+0.5sinθ)>, 06 θ6 2π
}

.

As in the previous example, we noticed that the proposed formulation yields a more stable conver-

gence behavior (again, in the sense that the shape evolution is monotone) to the optimal solution

than the classical formulation. The histories of the minimum, the maximum and the mean curvatures

of the free boundaries depicted in Figure 3.23 are plotted in the graphs shown in Figure 3.24. Clearly,

the optimal free boundary for the present test case has positive mean curvature. Finally, in Table

3.17, we show the means and standard deviations of the number of iterations, computing times

and computing times per iterations for the present test case. Looking at the results shown in the

table, we see that the numerical algorithm presented in Subsection 3.1.3 requires 12 iterations to

complete the optimization process when using the proposed formulation. This is two iterations

higher compared to when using the classical formulation. However, we get a comparable result

for the two formulations in terms of computing time which means that the proposed formulation

actually requires less computing time per iteration than the classical setting.

(a) Forest-green solid lines: Optimal free boundaries for Example 3.2.2.3 whenλ=−10,−9, . . . ,−1 (the outermost
boundary corresponds to λ=−1 and the innermost boundary to λ=−10); dashed-dot orange line: initial guess
for the free boundary

3.2.3 Examples for the Third Proposed Shape Problem

This subsection is dedicated to the numerical investigation using the third proposed shape problem

(1.18). In this respect, the numerical results will be compared with those obtained using the classical

Dirichlet-data-tracking cost functional minimization approach (1.6).
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λ α t0 cost iter. cpu time

−10
0.990000000 0.337420581 1.33×10−7 14 14 sec
0.386646216 0.337420581 0.001223 15 24 sec

−9
0.990000000 0.331971040 5.73×10−7 13 16 sec
0.388463867 0.331971040 0.000473 11 20 sec

−8
0.990000000 0.325160189 5.07×10−7 13 14 sec
0.390736229 0.325160189 0.000582 10 17 sec

−7
0.990000000 0.316405255 3.36×10−7 12 18 sec
0.393657966 0.316405255 0.000745 10 16 sec

−6
0.990000000 0.304735585 3.79×10−7 11 14 sec
0.397552887 0.304735585 9.84×10−5 12 20 sec

−5
0.990000000 0.288405794 3.33×10−7 11 13 sec
0.403001262 0.288405794 4.38×10−5 13 18 sec

−4
0.990000000 0.263931464 2.09×10−7 11 14 sec
0.411150343 0.263931464 2.25×10−5 9 16 sec

−3
0.990000000 0.223215311 1.45×10−7 11 13 sec
0.424571657 0.223215311 3.88×10−5 7 11 sec

−2
0.990000000 0.142355886 1.70×10−7 10 17 sec
0.448686986 0.142355886 1.30×10−5 7 13 sec

−1
0.990000000 0.111335863 9.21×10−7 12 23 sec
0.482819584 0.111335863 3.54×10−5 8 16 sec

Table 3.16: Summary of computational results of Example 3.2.2.3 for λ=−10,−9, . . . ,−1 where the
highlighted rows correspond to the results due to the proposed formulation

formulation
iteration cpu time cpu time

iteration
mean std mean std mean std

proposed ≈ 12 (11.8) ≈ 1 (1.23) 16.5 3.41 1.46 0.34
classical ≈ 10 (10.2) ≈ 3 (2.61) 17.1 3.70 1.77 0.17

Table 3.17: Means and standard deviations (std) of the number of iterations, computing time and
computing time per iteration of the computational results shown in Table 3.16
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Figure 3.22: Results of Example 3.2.2.3 when λ=−10,−4,−1 for both of the proposed and classical
formulations

In all numerical simulations conducted here, the minimum edge size hmin and maximum edge

size hmax are set to 1/80 and 1/40, respectively, except for the third problem where we take hmin = 1/10

and hmax = 1/5. Moreover, we terminate the iterations as soon as J(Σk+1)/J(Σ0) < 10−8 or if the

algorithm already runs for 60 seconds of computing time. Furthermore, in this subsection, we

consider three sets of algorithms, Algorithm A, Algorithm B, and Algorithm C, and each of them

consists of two types: the first type essentially follows Algorithm 3.1, while the second type conforms

to Algorithm 3.2. To be precise, we refer to the first-order methods as Algorithm A.1, Algorithm

B.1, and Algorithm C.1, and to the second-order algorithms as Algorithm A.2, Algorithm B.2, and

Algorithm C.2. Algorithm A utilizes the shape gradient and Hessian of J3 computed under Tiihonen’s

condition (2.23). Particularly, it exploits equation (2.38) and (2.68) in computing for the descent

directions in Algorithm 3.1 and Algorithm 3.2. On the other hand, Algorithm B simply refer to the

case where the full versions of the shape gradient and shape Hessian of J3, given by dJ3(Ω)[V ] in

Proposition 2.4.2 and (2.68), respectively, are utilized in the algorithm. Also, since we will compare

our numerical results with those obtained using classical Dirichlet-data tracking approach, we will
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(a) (b)

(c) (d)

Figure 3.23: (a)-(b): histories of free boundaries obtained through the proposed formulation with ini-
tial guess C (0,0.6) and Σell

0 , respectively, where Tol = 10−6 in (3.6); (c)-(d): histories of free boundaries
obtained via the classical Kohn-Vogelius formulation with initial guess C (0,0.6) and Σell

0 , respectively,
where Tol = 10−4 in (3.6)

also run our propose iterative procedures Lastly, Algorithm C, refers the case when the corresponding

shape gradient and shape Hessian from the classical Dirichlet-data tracking approach (1.6) is used in

the algorithm. That is, when g in (3.4) is the kernel of the shape gradient dJD(Ω)[V ] = ∫
Σ gDn ·V dσ

(see Remark 2.4.1), and when h[V ] in (3.8) is given by (2.70).

3.2.3.1 Example 1: Axisymmetric case

We first consider a simple axisymmetric case. Given that C (0,r ) and C (0,R) are the circles centered at

the origin with radius r > 0 and R > r , respectively, the pure Dirichlet problem (1.9)

−∂
2u

∂ρ2 − 1

ρ

∂u

∂ρ
= 0 for r < ρ < R, u(r ) = 1, and u(R) = 0,
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(a) (b)

(c) (d)

Figure 3.24: (a)-(b): Corresponding histories of curvatures of the free boundaries obtained through the
proposed formulation with initial guess Σ1

0 and Σ3
0 shown in Figure 3.23a–3.23b, respectively; (c)-(d):

corresponding histories of curvatures of the free boundaries obtained via the classical Kohn-Vogelius
formulation with initial guess Σ1

0 and Σ3
0 shown in Figure 3.23c–3.23d, respectively

has the exact solution

u(ρ) = log
( ρ

R

)
log

( r
R

) .

In this case,
∂

∂n
u(R) = 1

R log
( r

R

) .

Hence, the exterior Bernoulli FBP (1.3) with

(3.11) Γ= {x ∈R2 : |x| = r } and λ= 1

R log
( r

R

) , 0 < r < R,

has the unique exact free boundary solution Σ∗ = C (0,R). Moreover, the explicit expression uD

satisfying (1.9) on Ωρ (the annular domain with inner radius r and outer radius ρ centered at the

origin) is given by

uD(Ωρ) = log |x|− logρ

logr − logρ
.
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Similarly, for the mixed Dirichlet-Neumann problem (1.7) with assumptions given by (3.11), the

explicit expression for its solution uN is given by

uN(Ωρ) =λρ log

( |x|
r

)
+1.

Meanwhile, for the mixed Dirichlet-Robin problem (1.15) with fixed β> 0 and λ in (3.11), the PDE

system

−∂
2u

∂ρ2 − 1

ρ

∂u

∂ρ
= 0 for r < ρ < R, u(r ) = 1, and

∂

∂n
u(R)+βu(R) =λ,

has the solution u = uR(Ωρ) explicitly given by

uR(Ωρ) =
1+λρ log

( |x|
r

)
−βρ log

( |x|
ρ

)
1−βρ log

(
r
ρ

) .

Thus, when the free boundary is given by Σρ = {x : |x| = ρ}, the exact values of the functionals JD, JN,

JKV, J1, J2, and J3 are respectively given by the following expressions:

JD(Σρ) = 1

2

∫
Σρ

u2
N dσ=πρ

(
1−λρ log

(
r

ρ

))2

,

JN(Σρ) = 1

2

∫
Σρ

(
∂uD

∂n
−λ

)2

dσ= π

ρ
(
log

(
r
ρ

))2

(
1−λρ log

(
r

ρ

))2

,

JKV(Ωρ) = 1

2

∫
Ωρ

|∇ (uN −uD)|2 dx = π

log
(ρ

r

) (
1−λρ log

(
r

ρ

))2

,

J1(Σρ) = 1

2

∫
Σρ

(
∂uD

∂n
−λ

)2

dσ=πβρ
1−λρ log

(
r
ρ

)
1−βρ log

(
r
ρ

)
2

,

J2(Ωρ) = 1

2

∫
Ωρ

|∇ (uN −uR)|2 dx = π

log
(ρ

r

)
 βρ log

(
r
ρ

)
1−βρ log

(
r
ρ

)
2 (

1−λρ log

(
r

ρ

))2

,

J3(Σρ) = 1

2

∫
Σρ

|uN −uR|2 dσ=πρ
 βρ log

(
r
ρ

)
1−βρ log

(
r
ρ

)
2 (

1−λρ log

(
r

ρ

))2

.

Figure 3.25 shows that the algorithms using JD, JN, JKV, J1, J2, and J3 are not equivalent.

Next, we evaluate the efficiency of the first-order shape optimization methods presented in

previous chapters (i.e., Algorithm A.1, Algorithm B.1, and Algorithm C.1) in solving a concrete

example of the present test problem. For this purpose, we again let r = 0.3 and R = 0.5 (hence,

R∗ = 0.5), giving us λ=−3.9152 (as in Example 3.2.1.1). We choose the circle centered at the origin

with radius 0.6 as our initial guess (i.e., we take Σ0 =C (0,0.6)). The results of the convergence tests

using Algorithm A.1, Algorithm B.1, and Algorithm C.1 for values of α= 0.1,0.3,0.5 are depicted in
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Figure 3.25: Variation of the cost functionals JD, JN, JKV, J1, J2, and J3 with respect to ρ

Figure 3.26. This includes the histories of mean radii shown in Figure 3.26(a), the histories of relative

errors εk = |R̄k−R∗| shown in Figure 3.26(b), and the histories of cost values (normalized with its initial

value) plotted on logarithmic scale in Figure 3.26(c). Similar to 3.2.1, the ‘kth mean radii,’ denoted by

R̄k , in these figures means the average distance from the origin of the nodes on the exterior boundary

of the kth domainΩk , andΣk denotes the kth approximation of the optimal free boundaryΣ∗. On the

other hand, the computed values of the cost functions atΣK that correspond to each algorithm, where

K denotes the optimal termination index (i.e., K := min{k ∈N0 : stopping condition is satisfied}), are

all found to be of magnitude less than 10−6. Furthermore, the computed relative errors εk in all

cases are of magnitude of order 10−4. Meanwhile, we notice from Figure 3.26(a) that our proposed

formulation coupled with our present numerical scheme with α= 0.3 solves the solution of the test

problem as fast as the Kohn-Vogelius formulation (combined with the level-set method) used in

[1] in terms of the number of iterations required to complete its corresponding iteration process.

In fact, our proposed method with the step size parameter α set to 0.5 is even faster than the said

approach used by Ben Abda et al. in [1]. On the other hand, it is evident from the shown figures that

Algorithm B.1 posseses faster convergence rate than Algorithm C.1. Hence, our proposed method

(without, of course, imposing condition (2.23)) is more efficient than the classical Dirichlet-data

tracking approach, at least in solving the present case problem. In contrary, however, Algorithm A.1

(in which condition (2.23) is assumed) converges to the solution of the test problem slower than

Algorithm C.1.

Now, we resolve the present test problem using Algorithm A.2, Algorithm B.2, and Algorithm

C.2. The computational results obtained from these second-order shape optimization methods are

shown in Figure 3.27. Looking at the graphs depicted in the said figure, it seems that our proposed

method, with or without condition (2.23) (respectively, Algorithm A.2, and Algorithm B.2) is faster

than the second-order Dirichlet-data tracking approach (i.e., Algorithm C.2). In this case, however,
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(a) Histories of Mean Radii

(b) Histories of Error Values

(c) Histories of Cost Values

Figure 3.26: Histories of (a) mean radii, (b) error values and (c) cost values of Example 3.2.3.1 for values
of α= 0.1,0.3,0.5 (left, middle and right plots, respectively) using the gradient based algorithms A.1,
B.1, and C.1

Algorithm B.2 and Algorithm C.2 were ran with α̃= 0.3 while we used the full Newton step (i.e., α̃= 1)

for Algorithm A.2. Again, the computed final cost values, in all cases, are of magnitude less than 10−6

and the absolute errors at the final iterate εK are all found to be of magnitude of order 10−4. Notice

from the left most plot in Figure 3.27 that the first iterate of Algorithm A.2 already overshoots the

solution. Even so, the second iterate is already close enough to the optimal solution as evident in the

said plot.

In the next two examples, we further examine the effect of imposing condition (2.23) in the

shape optimization process. This time we consider two concrete problems that have non-trivial fixed

boundaries. Also, due to the limitation of the proposed shape optimization method coupled with

condition (2.23) (see Remark 2.2.1), we only consider cases wherein the optimal shape solution are

nearly convex. Specifically, for the first problem, we consider the case when the fixed boundary has a
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Figure 3.27: Histories of mean radii (left plot), error values (mid plot) and cost values (right plot) for
Example 3.2.3.1 using the second-order shape optimization algorithms A.2, B.2 and C.2

shape like an inverted letter T. On the other hand, for the second case problem, we consider a fixed

boundary that has two disjoint components similar to the one examined in [83]. In these cases, since

the exact optimal free boundaries are difficult to solve analytically, we simply assume Σ∗ as the final

free boundary computed using finer meshes and at longer computing times.

3.2.3.2 Example 2: An inverted T-shaped fixed boundary

Next, we consider Γ= ∂S as the boundary of the T-shape

S := ((−3/8,3/8)× (−1/4,0))∪ ((−1/8,1/8)× [0,1/4)),

and let λ=−10. We solve the present problem using algorithms A.1, B.1, A.2, and B.2. For the first-

order methods, we take α = 0.1 while for the second-order algorithms, we choose α̃ = 0.9. The

results of the computations are shown in Figure 3.28. Here, the evolution of the free boundaries

with initial profile Σ0 =C (0,0.6) are illustrated in Figure 3.28(a). Observe from these figures that the

evolution of the free boundaries are clearly different from each other (as expected), especially when

the approximant is closing to the optimal free boundary. Meanwhile, a comparison between the

histories of cost values and histories of Hausdorff distances between the kth approximation and

the (approximate) optimal free boundaries (here, we denote by dH(Σk ,Σ∗)) obtained from the four

algorithms are shown in Figure 3.28(b) and Figure 3.28(c), respectively. Looking at these figures, it

seems that Algorithm B.1 is converging faster than Algorithm A.1 at first few iterations, but then the

condition is reversed after 12 iterations. Meanwhile, comparing their corresponding second-order

methods, it appears that Algorithm A.2 and Algorithm B.2 are comparable in terms of convergence

speed. On the other hand, the second-order methods are obviously much faster than the first-order

methods as expected. In these numerical tests, the computed cost values are all found to be of

magnitude of order 10−4. Furthermore, the calculated Hausdorff distances between the final free

boundaries obtained from the four algorithms (including the approximate optimal free boundary) are

found to be of order 10−3. This means that the computed final free boundaries are almost identical.

3.2.3.3 Example 3: A domain with fixed boundary having two disjoint components

For the third example, we look at one of the test problems studied in [83]. Particularly, we let λ=−1.5

and again define the fixed boundary Γ as the union of two disjoint kite-shaped figures which are

128



3.2. NUMERICAL EXAMPLES

(a) Evolution of the free boundaries generated by gradient methods (left) and by Newton methods (right)

(b) Histories of cost values

(c) Histories of Hausdorff distances

Figure 3.28: Computational results of Example 3.2.3.2 using algorithms A.1, B.1, A.2 and B.2
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parametrically defined as follows:

Γ1 := {
(1+0.7cosθ−0.4cos2θ, sinθ)>, 06 θ6 2π

}
,

Γ2 := {
(−2+cosθ+0.4cos2θ, 0.5+0.7sinθ)>, 06 θ6 2π

}
.

Here, the initial guess Σ0 for the free boundary is taken to be the circle C (0,5.0). In addition, we again

choose α= 0.1 and α̃= 0.9 in the first- and second-order methods. The results of the computations

using algorithms A.1, B.1, A.2, and B.2 are shown in Figure 3.29. In particular, Figure 3.29(a) shows

the evolutions of the free boundaries obtained using the four algorithms while the remaining plots,

Figure 3.29(b) and Figure 3.29(c), illustrate the histories of cost values and Hausdorff distances

dH(Σk ,Σ∗), respectively. In this problem, it appears that Algorithm B.1 is completely much faster than

Algorithm A.1 as oppose to the previous problem. However, we notice a similar convergence behavior

on the second-order methods as in the previous example. More precisely, it seems that Algorithm

B.2 converges faster that Algorithm A.2 as the approximant gets closer to the optimal free boundary.

Meanwhile, as in the previous example, the computed cost values are all found to be of magnitude of

order 10−4, and the computed final free boundaries are almost identical with each other (i.e., their

Hausdorff distances are computed to be of order 10−3).

In the last two examples presented above, the computed final free boundaries are found to

be nearly convex. To complete our numerical investigation, we need to consider another example

wherein the optimal free boundary is clearly non-convex. For this purpose, however, we focus on

comparing our proposed method with that of the classical Dirichlet-tracking approach (noting, of

course, that condition (2.23) is not appropriate to take into account in solving this new last and final

case problem).

3.2.3.4 Example 4: A dumb-bell like shape fixed boundary

We consider Γ= ∂D as the boundary of a dumbbell-like domain D similar to the one examined by

Eppler and Harbrecht in [48] which has the following parametrization

D := {
(0.45cosθ, 0.3sinθ(1.25+cos2θ))>, 06 θ6 2π

}
,

and take λ = −10. For this problem, we again choose the circle C (0,0.6) as the geometric profile

of the initial free boundary Σ0. Moreover, we let α = 0.3 as the step-size parameter for the first-

order methods and take α̃= 0.8 for the second-order algorithms. The computational results using

algorithms B.1, C.1, B.2, and C.2 are summarized in Figure 3.30. Looking at Figure 3.30(a), it is evident

that the free boundaries evolve differently from each algorithm. In particular, referring to the results

of the first-order methods shown in the other plots (Figure 3.30(b) and Figure 3.30(c)), it seems

that our proposed method is somewhat faster than the classical Dirichlet-data tracking approach.

Regarding second-order methods, however, it looks like that the classical approach is converging

faster than the Dirichlet-data-gap tracking formulation. In fact, as early as the second iterate, the

classical Dirichlet-data tracking approach was already able to detect the non-convexity of the optimal

130



3.2. NUMERICAL EXAMPLES

(a) Evolution of the free boundaries generated by gradient methods (left) and by Newton methods (right)

(b) Histories of cost values

(c) Histories of Hausdorff distances

Figure 3.29: Computational results of Example 3.2.3.3 using algorithms A.1, B.1, A.2 and B.2
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free boundary. Nevertheless, as the approximants get closer to the optimal free boundary, we observe

that the proposed method then converge faster than the classical approach (at least based on the

right plot depicted in Figure 3.30(c)). We also compared the computed optimal free boundaries

obtained from the two formulations and found that they are almost identical. In fact, the computed

Hausdorff distance between the computed final free boundaries obtained from the two formulations

has magnitude of order 10−3. Lastly, in all cases, the computed cost values are all found to be of

magnitude of order 10−5 or lower. However, as we see in the right plot in Figure 3.30(b), it seems

that the cost functional J3 is less sensitive than the Dirichlet-data-tracking cost functional JD in

this example. We further explain this property of the cost function below, giving emphasis on the

notion of ill-posedness of the proposed Dirichlet-data-gap cost functional minimization approach

formulation (1.18) discussed in Section 2.5.

Sensitivity of the cost functionals J3 and JD. We conclude our numerical example by discussing

the effect of the step size parameter α̃ in the ‘sensitivity property’ of the cost functionals J3 and JD.

As pointed out at the end of subsection 3.1.5, the main purpose of introducing a step size parameter

in our second-order methods is to control the magnitude of the step size (i.e., to limit the maximum

step) at every iteration. Recall that, at the kth iterate, we only accept the step size tk only if it provides

a decrease in the cost value (i.e., if J (Ωk+1)6 J (Ωk )); otherwise, we do a backtracking procedure. In

our numerical experiments, we observe that taking a full Newton step at every iterate is not a good

strategy at all because the cost functional J3 (as well as JD) seems to be insensitive with respect to

large geometric perturbations. For illustration, we refer to Figure 3.31(a) where we logarithmically

plot the histories of cost values obtained from resolving the present case problem using Algorithm

B.2 and Algorithm C.2 with the full Newton step tk = ‖V ‖2
H 1(Ωk )

/‖W ‖2
H 1(Ωk )

(i.e., α̃= 1.0). Noticeably,

several adjacent iterations differ only with very small values (and almost insignificant). Hence, the

non-uniform sensitivity of the cost with respect to the descent directions. This observation can

actually be viewed as a validation to our findings that the proposed formulation (1.18) is algebraically

ill-posed (see Proposition 2.5.1 and Remark 2.5.1). That is, in this case, the ill-posedness of the present

optimization formulation could also mean that larger deformations in the domains may have little

effect on the cost functional. On the other hand, the evolution of the free boundaries with the full

Newton step are shown in Figure 3.31(b) while a comparison between the computed free boundaries

using the two second-order algorithms is depicted in Figure 3.32. In the latter figure, the difference

between the two computed geometries is clearly discernible and, in this case, the final free boundary

computed through the classical approach (i.e., Algorithm C.2) is more accurate than the one obtained

via the proposed method (i.e., Algorithm B.2). Meanwhile, scaling the (full) Newton steps by a factor

of α̃ = 0.2 at every iteration (in both Algorithm B.2 and Algorithm C.2) lead to the computational

results shown in Figure 3.33. The figure shows, in particular, the histories of cost values and Hausdorff

distances both plotted in Figure 3.33(a) (left and right plot, respectively). Referring, in particular,

to the left plot shown in Figure 3.33(a), it is clear that the costs J3 and JD are decreasing almost

uniformly from the initial to their respective final values. However, it is apparent from the figure
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(a) Evolution of the free boundaries generated by gradient methods (left) and by Newton methods (right)

(b) Histories of cost values

(c) Histories of Hausdorff distances

Figure 3.30: Computational results of Example 3.2.3.4 using algorithms B.1, C.1, B.2 and C.2
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that the cost J3 is more sensitive (and therefore has higher convergence behavior) than JD. In fact,

because the number of iterations required by Algorithm B.2 to reach the optimal free boundary is less

than that of Algorithm C.2 (as evident in the right graph plotted in Figure 3.33(a)), we can conclude

that the proposed method is indeed much faster than the classical Dirichlet-data-tracking cost

functional minimization approach. This observation is, of course, also evident from the evolution of

the free boundaries shown in Figure 3.33(b) wherein we recognized a big difference on how the two

algorithms actually develop the initial free boundary into an optimal one. We mention here that we

also ran the two algorithms using several other values for α̃ between zero and the unit value (to solve

the present case problem), and, as in the previous cases, we found that the proposed method is, in

general, faster that the classical approach of minimizing the Dirichlet-data-tracking cost functional.

Nevertheless, the cost function J3 becomes more insensitive than JD as the step size parameter α̃

increases in value.
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(a) Histories of cost values

(b) Evolution of the free boundaries using Algorithm B.2 (left) and Algorithm C.2 (right)

Figure 3.31: Computational results of Example 3.2.3.4 using Algorithm B.2 and Algorithm C.2 with
the full Newton step (i.e., α̃= 1.)
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(a) Histories of cost values (left) and Hausdorff distances (right)

(b) Evolution of the free boundaries

Figure 3.33: Computational results of Example 3.2.3.4 using Algorithm B.2 and Algorithm C.2 with
the scaled full Newton step (i.e., α̃= 0.2)
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CONCLUSION

T
his thesis has contributed in several ways to the mathematical understanding of shape op-

timization methods for solving free boundary problems as detailed here.

What have we done in this thesis?

In Chapter 1, we recalled the well-known Bernoulli free boundary problem and reviewed its ‘classical’

reformulations in the context of shape optimization. We also proposed, in the said chapter, three

shape optimization formulations of the problem that have not been investigated yet in previous

studies (by other authors). The main point of departure of the proposed formulations is the cou-

pling of the overdetermined boundary conditions on the free boundary into one equation. In this

respect, the first formulation is viewed as an improvement of the classical L2 tracking of the Neumann

boundary data. The second one, on the other hand, is regarded as a modification of the well-known

Kohn-Vogelius objective functional minimization approach, while the third proposed shape problem

is a totally different form of optimization formulation which consists of a new boundary cost func-

tional. Regarding the latter, it was pointed out that the cost function was actually derived from an

observation that the inequality ‖ · ‖L2(Σ)6C‖ · ‖
H

1
2 +ε(Ω)

, Σ⊂ ∂Ω, holds true for some constant C > 0,

for any ε> 0, due to trace theorem. Following the ideas developed in [71], combined with several of

the tools established in [19–21, 68], the customary problem of proving the existence of optimal shape

solution to the proposed shape problems was addressed.

In Chapter 2, the shape differentiability of the cost functionals associated with the proposed

shape optimization formulations were proved. In the case L2 tracking cost functional of the Neumann

data, the shape gradient expression was derived in a rigorous manner through a minimax formulation.

Its boundary integral expression was then computed under C 2,1 regularity of the domain. Meanwhile,

the corresponding shape gradient and shape Hessian of the other two functionals were characterized
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using the chain rule approach. Their second-order shape derivatives were then expressed in terms of

appropriate adjoint variables, removing the dependence of the shape Hessian with respect to the

shape derivatives of the states (and adjoint states). Moreover, the necessary optimality conditions

corresponding to each of the three formulations were also exhibited. Furthermore, by analyzing

the shape Hessian expression at the optimal domain, the algebraic ill-posedness of the last two

shape optimization problems under consideration were proved. More specifically, it was shown that

the energy space of each of the shape Hessians is the Sobolev space H 1(Σ∗) while their respective

coercivity at the optimal shape solution only holds in a weaker space.

In Chapter 3, it was demonstrated how the shape gradient and shape Hessian informations can

be utilized to design an efficient iterative scheme to solve the minimization problems. Particularly,

a boundary variation algorithm using the H 1 gradient (cf. [6, 10, 89]) was first formulated. Then, a

second-order method based on the idea first put forward in [7, 9] was also presented. The novelty of

the proposed numerical scheme is the utilization of the shape Hessian information at the solution of

the Bernoulli problem, instead of using the exact shape Hessian expression, coupled with a novel

Newton step-size formula. The feasibility and effective implementation of the proposed gradient-

based optimization procedure was then illustrated through various numerical examples.

The numerical results showed that using a mixed Dirichlet-Robin problem, instead of a pure

Dirichlet problem, as the state constraint for L2 tracking cost functional of the Neumann data

provides a more accurate approximation of the optimal solution, and better convergence speed and

stability of the algorithm. This result was due primarily to the fact that the adjoint state solution

associated with the proposed formulation enjoys the same degree of regularity with the state solution

as opposed to the case of the classical setting. On the other hand, regarding the second proposed

formulation, it was found that, using a Robin problem combined with Tiihonen’s condition (2.23), one

can actually reduce the number of state constraints appearing on the shape gradient of an energy-gap

cost functional such as the Kohn-Vogelius objective functional. As a result, the modified formulation

is more attractive compared to that of the classical Kohn-Vogelius formulation, especially in terms of

numerical computations because the number of PDE systems to be solved in order to evaluate the

corresponding shape Hessian of the cost function is reduced. The results obtained from the numerical

experiments revealed that the proposed formulation and the classical Kohn-Vogelius approach are

comparable in terms of mean over-all computing time. The classical setting, however, requires less

number of iterations to complete the optimization process than the proposed method. This fact, on

the other hand, means that the proposed formulation actually demands less computing time per

iteration to finish the iterative procedure used (as expected since we only need the solution of (1.7)

to evaluate the gradient) in the study. Finally, it was found that the third formulation consisting of

the new boundary cost functional called the Dirichlet-data-gap cost functional is more efficient in

comparison with the classical Dirichlet-data-tracking cost functional minimization approach (i.e.,

faster in terms on number of iterations), with comparable computational time.
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What can be done in the future?

The investigations carried out in this research work leave space for further investigations towards

several directions.

In the last proposed formulation, we introduced a new boundary functional which was derived

through the application of trace theorem in connection with the well-known energy-gap objective

functional. In [48–51], the authors applied the notion of boundary integral equations (see, e.g., [102])

and used the concept of boundary element methods to numerically solve some of the classical

formulations of the exterior Bernoulli problem. It is therefore of interest to examine the efficiency

of the third proposed problem and investigate its advantages/disadvantages over the energy-gap

type cost functional minimization approach when the boundary element method is employed as

a numerical scheme. In this respect, a numerical investigation of the proposed problem in three-

dimensional case would also be an interesting prospect to explore.

We recall that the energy-gap objective functional JKV was first used by Kohn and Vogelius

in [82] in the context of inverse problems, hence the name Kohn-Vogelius cost functional. For

this reason, it would be interesting to utilize the objective functional J3 as a criterion for shape

identification problems such as in the inverse geometry heat conduction problem studied in [96],

thereby providing a novel approach for solving such an inverse problem in the context of shape

optimization. Moreover, our original shape optimization techniques can obviously also be adopted

to treat numerical solutions to the so-called quadrature surface free boundary problems as well as to

free surface problems involving Stokes and Navier-Stokes equations. The challenge in this respect

is of course the application of second-order methods as a numerical scheme for solving these free

surface problems. We emphasize that the complexity of results obtained from second-order shape

calculus makes the numerical analysis more involved and challenging. Besides, shape Hessian of

cost functionals also allows one to examine the stability of critical shapes and such stability result in

the case of free surface problems has not been much given attention in previous studies, making the

topic for investigation more interesting especially from theoretical point of view.
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A.1 Embedding Theorems

Let us first mention that, in order to give meaning to Sobolev spaces, the notion of weak derivative

has to be defined first.

Definition A.1.1. We say that g ∈ Lp (Ω) is the γth weak derivative of f ∈ Lp (Ω), where γ =
(γ1,γ2, . . . ,γn) ∈ [N]n with |γ| =Σd

i=1γi if∫
Ω

gϕdx = (−1)|γ|
∫
Ω

f Dγϕ, ∀ϕ ∈C∞
0 (Ω).

Accordingly, the Sobolev spaces W m,p (Ω) and W s,p (Ω) are respectively defined as follows:

W m,p (Ω) := {
ϕ ∈ Lp (Ω) : Dγϕ ∈ Lp (Ω) ∀γ ∈ [N]n with |γ|6m

}
(16 k6∞, 16 p6∞);

W s,p (Ω) :=
{
ϕ ∈W bsc,p (Ω) : sup

|γ|=bsc
|∂γϕ|W r ,p (Ω) <∞

}
(r := s −bsc ∈ (0,1), s > 0).

For two Banach spaces B0 and B1, we say that B1 is continuously embedded into B0, denoted by

B1 ,→B0, if for any ϕ ∈B1, it is also in B0 and the embedding map is continuous, i.e., for all ϕ ∈B1,

‖ϕ‖B0
. ‖ϕ‖B1

.

Let us now quote some important results about Sobolev embedding theorems for Sobolev spaces.
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Theorem A.1.1 (Sobolev embedding theorem). LetΩ⊂Rd be an open and bounded with Lipschitz

boundary. Moreover, let two integers m1> 0, m2> 0, as well as 06 p1 <∞ and 06 p2 <∞ be given.

Then, we have the following.

(i) If m1 −d/p1>m2 −d/p2 and m1>m2, then there exists a continuous embedding

ι : W m1,p1 (Ω) →W m2,p2 (Ω).

More precisely, for any ϕ ∈ W m1,p1 (Ω), there exists a constant C > 0 depending on d , Ω, m1,

m2, p1, and p2 such that

‖ϕ‖W m2,p2 (Ω)6C‖ϕ‖W m1,p1 (Ω).

In this case, we write W m1,p1 (Ω) ,→W m2,p2 (Ω).

(iI) If m1−d/p1 > m2−d/p2 and m1 > m2, then there exists a continuous and compact embedding

ι : W m1,p1 (Ω) →W m2,p2 (Ω).

In this case, we have W m1,p1 (Ω) ,→,→W m2,p2 (Ω), or W m1,p1 (Ω) ⊂⊂W m2,p2 (Ω).

Under certain conditions, the Sobolev spaces embed into Hölder spaces as is stated in the

following.

Theorem A.1.2. Let Ω⊂Rd be an open and bounded with Lipschitz boundary. Moreover, let m> 0 as

well as 06 p <∞, an integer k> 0 and 06µ6 1 be given. Then, it holds that if m −d/p = k +µ and

0 <µ< 1, then there exists a continuous embedding

ι : W m,p (Ω) →C k,µ(Ω).

More precisely, for any ϕ ∈W m,p (Ω), there exists a constant C > 0 depending on d , Ω, m, p, α, and k

such that

‖ϕ‖W m,p (Ω)6C‖ϕ‖C k,µ(Ω).

A.2 Gâteaux Semiderivatives

Here, we briefly review some elements of semi-derivatives and derivatives in topological vector

spaces. We quote that there are two basic notions of differentiability for functions f : E→F between

Banach spaces E and F (see, e.g., [16]).
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Definition A.2.1. A function f is said to be Gâteaux semi-differentiable at x0 if there exists a bounded

linear operator Tx0 ∈B(E,F) such that for all v ∈E

lim
ε↘0

f (x0 +εv)− f (x0)

ε
= Tx0 v .

The operator Tx0 is called the Gâteaux derivative of f at x0.

If for some fixed v the limits

δv f (x0) := d

dε

∣∣∣∣
ε=0

f (x0 +εv) = lim
ε↘0

f (x0 +εv)− f (x0)

ε

exists, we say f has a directional derivative at x0 in the direction v . Hence f is Gâteaux differentiable

at x0 if and only if all the directional derivatives δv f (x0) (in [43], the Gâteaux semi-derivative at

a point x0 in the direction v is denoted by d f (x0; v)) exist and form a bounded linear operator

D f (x0) : v 7→ δv f (x0).

If the limit, in the sense of the Gâteaux derivative, exists uniformly in v on the unit sphere of E,

we say f is Fréchet differentiable at x0 and Tx0 is the Fréchet derivative of f at x0. Equivalently, if we

set y = εv then ε→ 0+ if and only if y → 0. Thus f is Fréchet differentiable at x0 if for all y ,

f (x0 + y)− f (x0)−Tx0 y = o(‖y‖E)

and we call Tx0 = D f (x0) the derivative of f at x0.

Note that the two notions of differentiability differ from how the limit is taken. In the Fréchet

case, the limit only depends on the norm of y .

Theorem A.2.1. If a function f : E → F is defined in the neighborhood of x0 and has a Fréchet

derivative at x0, then f is continuous there.

We have the following implications.

Fréchet derivative =⇒ Gâteaux derivative =⇒ Partial derivatives exist!

In the Euclidean space, the Fréchet derivative (or total differential) coincides with the notion of

Hadamard derivative. For further review of differentiation in topological vector spaces, we refer the

readers to [43, Section 9.2].
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